# Worksheet 11 (Feb. 24) 

DIS 119/120 GSI Xiaohan Yan

## DEFINITIONS

Explain the following definitions without refering to "matrix", "pivot", "column", "linear system", "free variable" or "solution".

- vector space, addition, scalar multiplication;
- linear combination, span, linear dependence;
- (linear) subspace, basis of vector space;
- linear transformation, domain, codomain, one-to-one, onto.


## 1 Problems

Example 1. Determine which ones of following sets are vector spaces under the given operations. For the vector spaces, find their dimensions. For those that are not vector spaces, explain why.
(a) The subspace of $\mathbb{R}^{3}$ spanned by $\mathbf{e}_{1}$ and $\mathbf{e}_{3}$, under the addition and scalar multiplication inherited from $\mathbb{R}^{3}$.
(b) The set of a single element $\{\bullet\}$, with addition defined as $\bullet+\bullet=\bullet$ and scalar multiplication defined as $c \cdot \bullet=\bullet, \forall c \in \mathbb{R}$.
(c) The set $\mathbb{R}^{\geqslant 0}$ of all non-negative real numbers, with usual addition of real numbers as addition, and scalar multiplication $c \cdot \mathbf{v}$ defined (for real number $c$ and element $\mathbf{v} \in \mathbb{R}^{\geqslant>0}$ ) as the multiplication of $|c|$ and $\mathbf{v}$ as real numbers.
(d) The set $\mathbb{C}$ of complex numbers, with usual addition of complex numbers as addition, and usual multiplication by real number as scalar multiplication by
real number.
(e) The set $M_{2 \times 2}(\mathbb{R})$ of all $2 \times 2$ matrices with real entries, under usual addition of matrices and usual scalar multiplication of matrix by real number.

Example 2. Consider the vector space $\mathbb{C}$ of complex numbers.
(a) Find the zero vector.
(b) Prove that 1 and $i$ are linearly independent vectors.
(c) Prove that the conjugation map $T: \mathbb{C} \rightarrow \mathbb{C}$ defined as $T(a+b i)=a-$ $b i, \forall a, b \in \mathbb{R}$ is a linear transformation. Is $T$ one-to-one? Onto?

Example 3. Consider the vector space $M_{2 \times 2}(\mathbb{R})$ of $2 \times 2$ matrices.
(a) Find the zero vector.
(b) Compute $A+2 B-C$ and $2 \cdot A$ for

$$
A=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), B=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), C=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

(c) Find a basis of $M_{2 \times 2}(\mathbb{R})$.
(d) Consider the symmetrization map $T: M_{2 \times 2}(\mathbb{R}) \rightarrow M_{2 \times 2}(\mathbb{R})$ defined as

$$
T(A)=A+A^{T}
$$

Prove that $T$ is a linear transformation. Is $T$ injective? Surjective?

Example 4. Consider the vector space $V$ of all continuous functions over [0, 2], with addition and scalar multiplication defined as

$$
\begin{gathered}
(f+g)(x)=f(x)+g(x), \quad \forall f(x), g(x) \in V \\
(c \cdot f)(x)=c \cdot f(x), \quad \forall c \in \mathbb{R}, f(x) \in S
\end{gathered}
$$

(a) Prove that $\cos ^{2} x, \sin ^{2} x, \cos (2 x)$ are linearly dependent.
(b) If a linear transformation $T: V \rightarrow \mathbb{R}$ satisfies $T(1)=2$ and $T\left(\sin ^{2} x\right)=1$, find $T(\cos (2 x))$. Note that the 1 in $T(1)$ refers to the constant function $f(x) \equiv 1$ on $[0,2]$.

Example 5. Consider the vector space $\mathbb{P}_{2}$ of polynomials of degree $\leqslant 2$.
(a) Prove that the subset $W=\left\{f(x) \in \mathbb{P}_{2} \mid f(1)=0\right\}$ is a subspace.
(b) Prove that the subset $S=\left\{f(x) \in \mathbb{P}_{2} \mid f^{\prime}(x)=1\right\}$ is not a subspace.
(c) Prove that $x$ and $x^{2}+x$ are linearly independent.

