Worksheet 11 (Feb. 24)

DIS 119/120  GSI Xiaohan Yan

DEFINITIONS

Explain the following definitions without refering to “matrix”, “pivot”, “col-
umn”; “linear system”, “free variable” or “solution”.

e vector space, addition, scalar multiplication;

Sebt addihon+ Scalow wulkplicaho+ 1 axtoms

e linear combination, span, linear dependence;

Pm_\é , Av.g (finite -dimewsion Q) vedorSpars.

e (linear) subspace, basis of vector space;

5 Somorphic to a Eyclidean Spau.,

e linear transformation, domain, codomain, one-to-one, onto. ather d"“g'v‘a Q@ basis.
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1 Problems

Example 1. Determine which ones of following sets are vector spaces under
the given operations. For the vector spaces, find their dimensions. For those

that are not vector spaces, explain why. %( ) Y2 URI}
(\e})/ The subé‘pace of R? spanned by e; and ez, under the addition and scalar

multiplication inherited from R3.

(R3 IS & Vedor Spacs . Any Subspase ofaued-rr Spoca. s

algo o Verkey Spous
(b The set of a single element {e}, with addition defined as e + = e and
alar multiplication defitied as ce = o, Vc e R. R
6 =%

M The set R=? of all non-negative real numbers, with usual addition of real

numbers as addition, and scalar multiplication c¢v defined (for real number ¢

and element v € RZ ©) as the multiplication of |c| and v as real numbers.
Vioobes the distibvhon lang: 1.7 4 (=) -V £ (4() -5,

(Gl/ The set C of complex numbers, with usual addition of complex numbers

as addition, and usuabmultiplication by real number as scalar multiplication by

O+bi = G- L+bey
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real number. then  LHS = ( ) SRHS. ¢, Gy =Cia =Gy =C2a=°.

(e)/The set Mayo(R) of all 2 x 2 matrices with real entries, under usual ad-
ition of matrices and usual scalar multiplication of matrix by real number.
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Example 2. Consider the vector space C of complex numbers.
(a) Find the zero vector.

(b) Prove that 1 and 7 are linearly indep%rol’c}g‘ntc ectors. i S_ > )
(¢) Prove that the conjugation map T : C — C defined as T(a + bi) = a — -V =9
bi,Va,b e R is a linear transformation. Is -one?/Onto?/ 0- (A4br)=00+0:b3
Q) P4v=V ,¥vVeV . 0=0 € 04 (a+tbl) = oxb? ~o.
\\)) - = . Lo
‘H, -1+ bt=9=0¢g ,{.ck abeR. WIS aG=b=vo ]‘ ot b =o
-l =0
Thisis betaw®  gulwbi= obi =0 = a=h=0 6-b
T N v ) = =K=O
Pove 141 o \-1 owe |igesly dapendat w (s \j U +b(-T) =& Han 0h
o \/\/_\3 —[- ( Y aw+ t'j G’) = fxT(U’)‘tg“ﬂG’), Reagon . Suppese G—_— o+bt  then T(Xﬁ’-\-bv )
?]))cample 3. Consider the vector space Mayx2(R) of 2 x 2 matrices. = cud; =T [« (asbirt y Cetdd)
a) Find the zero vector. _ - -
(b) Compute A + 2B — C and 2 - A for Surjacne o+ Y : €0 codonen ! {(taryey ‘M’*béﬁ)
10 0 0 10 AU EQ domain - (a+ye) = (Rb+yd);
A= ,B = ,C = CsE T(Wy =T N . N
0 0 0 1 0 1 > X a-b)+ Yledk
Suppee V= atbi , wie mb&\(R. = T+ T
(¢) Find a basis of May2(R). Tiabt) = a- () =a+bi 4

(d) Consider the symmetrization map T : Mayx2(R) — May2(R) defined as
. Co uR Can ut Foles = 0-br,
T(4)=A+A" Vnjeve (ore—to-one) © CM dton Dom= cbrrl(idom

Prove that T is a linear transformation. Is T" injective? Surjective? Fran ong—to—ome (= ovto.

Example 4. Consider the vector space V of all continuous functions over [0, 2],
with addition and scalar multiplication defined as

(f +9)(x) = f(z) + g(x),  Vf(x),9(z)eV;
(c- )x) =c- f(zx), VeeR, f(x) e S.



(a) Prove that cos? z,sin? z, cos(2x) are linearly dependent.

(b) If a linear transformation 7 : V' — R satisfies T'(1) = 2 and T'(sin® z) = 1,

find T'(cos(2z)). Note that the 1 T'(1) refers the constant function f(z) =1 on
[0, 2].

Example 5. Consider the vector space Py of polynomials of degree < 2.
(a) Prove that the subset W = {f(x) € P2|f(1) = 0} is a subspace.

(b) Prove that the subset S = {f(z) € Po|f'(x) = 1} is not a subspace.
(c) Prove that z and z? + z are linearly independent.

(d) Consider the linear transformation T : Py — Py defined as

T(f(z)) = f'(x) + 2

Find element p(x) such that T'(p(x)) = p(z).



