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Abstract

This paper introduces a new positivity principle for numerical schemes for solving hyperbolic systems of conservation laws in many space variables. A family of positive schemes has been designed that are second order accurate in the space variables. Second order accuracy in time is achieved by a second order accurate energy conserving Runge-Kutta method due to Shu, [17] and [18].
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Our positive schemes have a very simple structure using characteristic decomposition, treating each space variable separately. Only about 150 (180) FORTRAN 77 lines are needed for solving the two(three)-dimensional Euler equations. Positive schemes can be constructed for all hyperbolic conservation laws where Roe averages are known, and where the eigenvectors and eigenvalues of the Roe matrix can be evaluated explicitly.

Excellent numerical results have been obtained. Comparison with successful high order accurate schemes shows that the positive schemes are competitive with the best schemes available today.
1 Introduction

Over the last decade a great deal of effort has been devoted to designing total variation diminishing (TVD) numerical schemes for solving hyperbolic conservation laws, see Harten’s basic paper [4]. Strictly speaking, TVD schemes exist only for scalar conservation laws, and for linear hyperbolic systems in one space variable. Hyperbolic systems of conservation laws in one space variable can be treated in a formal manner. No TVD schemes can exist for non-scalar hyperbolic systems in more than one space variable, linear or non-linear. The possibility of focusing shows that total variation norms are not bounded. The only functional known to be bounded for solutions of linear hyperbolic equations is energy. This is particularly easy to show, as Friedrichs has done in [3], for symmetric hyperbolic linear systems

\[ U_t + \sum_{s=1}^{d} A_s U_{x_s} = 0, \]

\[ A_s \text{ real symmetric matrices, whose dependence on } x \text{ is Lipschitz continuous. It is easy to show in this case that the } L^2 \text{ norm of a solution is of bounded growth} \]

\[ \|U(t)\| \leq c^t \|U(0)\|, \]

where \( c \) is related to the Lipschitz constant. Friedrichs [3] has shown that solutions of such equations can be approximated by solutions of difference equations of form

\[ U^{m+1}_J = \sum_K C_K U^m_{J+K}, \]

\( J \) a lattice point, \( U^m_J \) an approximation to the value of the solution \( U(x, t) \) of (1) at the point \( x = (j_1 \Delta x_1, \ldots, j_d \Delta x_d) \) at time \( t = m \Delta t \). The coefficient matrices \( C_K \) are required to have the following properties:

i) \( C_K \) is symmetric,

ii) \( C_K \) is nonnegative,

iii) \( \sum_K C_K = I \), where \( I \) is the identity matrix,
iv) $C_K = 0$ except for a finite set of $K$,

v) $C_K$ depends Lipschitz continuously on $x$.

We show now that the $l^2$ norm of solutions of difference schemes satisfying these properties has bounded growth:

$$\| U^{m+1} \| \leq (1 + \text{const} \Delta) \| U^m \|, \quad (4)$$

where the discrete $l^2$ norm is defined as

$$\| U \|^2 = \sum |U_J|^2.$$

The value of the constant in (4) depends on the Lipschitz constant.

**Proof:** Take the scalar product of (3) with $U^{m+1}_J$

$$| U^{m+1}_J |^2 = \sum (U^{m+1}_J, C_K U^m_{K+J}). \quad (5)$$

Since $C_K$ is symmetric and nonnegative, $(U, C_K V)$ can be regarded as an inner product, to which the Schwarz inequality applies; combined with the inequality between arithmetic and geometric mean we get

$$(U, C_K V) \leq \sqrt{(U, C_K U)} \sqrt{(V, C_K V)} \leq \frac{1}{2} (U, C_K U) + \frac{1}{2} (V, C_K V). \quad (6)$$

Using this on the right side of (5) gives

$$| U^{m+1}_J |^2 \leq \frac{1}{2} \sum (U^{m+1}_J, C_K U^m_{J+K}) + \frac{1}{2} \sum (U^m_{J+K}, C_K U^m_{J+K}). \quad (7)$$

Carrying out the summation with respect to $K$, using condition iii) and multiplying by 2 gives

$$| U^{m+1}_J |^2 \leq \sum (U^m_{J+K}, C_K U^m_{J+K}). \quad (8)$$

Now sum with respect to $J$, and introduce $K + J = N$ as new index of summation:

$$\sum_J | U^{m+1}_J |^2 \leq \sum_{N,K} (U^m_N, C_K (N - K) U^m_N). \quad (9)$$
Replace on the right $C_K(N - K)$ by $C_K(N)$; using Lipschitz continuity, and the fact that $K$ ranges over a finite stencil, we get that the right side of (9) is

$$\leq \sum_{N,K} (U_N^m, C_K(N)U_N^m) + O(\Delta) \sum |U_N^m|^2,$$

which, using iii), is equal to

$$\sum |U_N^m|^2 (1 + O(\Delta)).$$

Setting this into (9) gives (4). Q.e.d.

In the usual variables the Euler equations are not symmetric but symmetrizable, i.e. can be written in the form

$$B_0U_t + \sum B_sU_{xs} = 0, \quad (10)$$

where all the $B_s$ are symmetric and $B_0$ is positive. Multiplying (10) by $B_0^{-1}$ gives

$$U_t + \sum A_sU_{xs} = 0, \quad (11)$$

where

$$A_s = B_0^{-1}B_s. \quad (12)$$

Since $B_0$ is positive, it has a symmetric square root $S$:

$$B_0 = S^2, \quad S^T = S. \quad (13)$$

Multiplying (12) by $S$ on the left, $S^{-1}$ on the right gives

$$SA_sS^{-1} = S^{-1}B_sS^{-1}. \quad (14)$$

The matrix on the right is symmetric; therefore so is the matrix on the left. In words: the matrices $A_s$ can be symmetrized by the same similarity transformation.

In section 2 we show how to construct difference schemes that can be put in form (3), where the $C_K(J)$ have the following two properties.
a) \( \sum_{K} C_K(J) = I \),

b) \( C_K \) is of the form,

\[
C_K(J) = \sum \tilde{A}_s(J \pm \frac{1}{2} e_s),
\]

where the matrix \( \tilde{A}_s(J \pm \frac{1}{2} e_s) \) commutes with \( A_s(J \pm \frac{1}{2} e_s) \), and has positive eigenvalues; here \( e_s \) is the unit vector in the \( x_s \) direction. It follows from a) and b) that

\[
S \tilde{A}_s S^{-1},
\]

is a symmetric and nonnegative matrix, where \( S = S(J \pm \frac{1}{2} e_s) \).

Assume now that the matrices \( B_s \) depend Lipschitz continuously on \( x \); then so does \( S = B_0^{1/2} \) and \( C_K \). We define \( D_K \) by

\[
D_K(J) = S(J) C_K(J) S^{-1}(J). \tag{15}
\]

It follows that the \( D_K(J) \) have the following properties:

i) \( D_K \) differs by \( O(\Delta) \) from a symmetric matrix,

ii) The symmetric part of \( D_K \) has eigenvalues that are \( \geq -O(\Delta) \),

iii) \( \sum_{K} D_K = I \),

iv) \( D_K = 0 \) except for a finite number of \( K \),

v) \( D_K \) depends Lipschitz continuously on \( x \).

Under these conditions we can deduce an analogue of inequality (4). We introduce \( V_J = S(J) U_J \) as new variable and multiply (3) by \( S(J) \); we obtain

\[
V_{J}^{m+1} = S(J) U_{J}^{m+1} = \sum S(J) C_K U_{J+K}^{m} = \sum S(J) C_K S^{-1}(J) V_{J+K}^{m} = \sum D_K(J) V_{J+K}^{m}.
\]

We can now proceed as before and deduce that

\[
\|V^{m+1}\| \leq (1 + O(\Delta)) \|V^m\|.
\]

In terms of \( U \), this can be expressed as

\[
\|U^{m+1}\| \leq (1 + O(\Delta)) \|U^m\|, \tag{16}
\]
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where \( \|U\|_S^2 \) is defined as
\[
\|U\|_S^2 = \sum (V_J, V_J) = \sum (SU_J, SU_J) = \sum (U_J, S^2 U_J) = \sum (U_J, B_0 U_J).
\]

If \( B_0 \) depends on \( t \) as well, as it does in our case, then also the norm \( \|U\|_S \) depends on \( t \). Since \( B_0 \) is assumed to depend Lipschitz continuously on \( t \), it follows that
\[
\|U\|_{S(t_{m+1})} \leq (1 + O(\Delta)) \|U\|_{S(t_m)}.
\]

Combined with (16) we deduce recursively that
\[
\|U\|_{S(t_m)} \leq (1 + mO(\Delta)) \|U\|_{S(0)}.
\]
Q.e.d.

The difference schemes studied in this paper are nonlinear; when we write them in linear form (3), the coefficient matrices \( C_K \) depend on the solution being computed. In the applications of interest these solutions contain shocks and contact discontinuities; therefore the coefficient matrices \( C_K(J) \) not only fail to be Lipschitz continuous, they are not even continuous. So our analysis of the boundedness of the \( l^2 \) norm of the solution is not applicable. A possible way of salvaging our argument is to note that in inequality (6) the left side is substantially smaller than the right side, unless the vector \( U \) and \( V \) are nearly equal. For unless the vectors \( U \) and \( V \) are nearly proportional, the Schwarz inequality is a strict inequality. Similarly, unless \( (U, CU) \) and \( (V, CV) \) are nearly equal, their geometric mean is substantially less than their arithmetic mean. This shows that at a discontinuity the left side of (8) is substantially less than the right side. We don’t at this moment see how to show that this gain is enough to counterbalance what we may lose when we replace on the right in inequality (9) the matrix \( C_K(N - K) \) by \( C_K(N) \), but at least we have found a plausible reason why our scheme is as stable as it appears to be in numerical experiments.

In this paper we construct finite difference approximation in conservation form to symmetric and symmetrizable hyperbolic systems of conservation laws that are second order accurate and yet can be written in positive form (3). This is achieved by combining a second order accurate scheme with an upwind scheme, using an appropriate flux limiter, see LeVeque [13] for a general discussion.
In verifying positivity we use the fact that the sum of positive matrices is positive, and that the product of commuting positive matrices is positive. We use a combination of several such schemes. One of them, which we call the least dissipative, is, in one space dimension, similar to one proposed by Helen Yee in [23]. In [9], Jameson discusses this scheme in the scalar case; he observes that it has the local extremum diminishing (LED) property. Fluxes in the several coordinate directions are handled independently of each other. Second order accuracy in time is achieved by using an energy preserving second order time step.

Our positive schemes have the following advantages.

Great simplicity and very low cost. No Riemann solvers or MUSCL-type reconstruction is needed. By using dimension-by-dimension split and the method of lines, cost for each time step is proportional to dimension. Thanks to Roe averages only simple algebraic operations are involved, programs are short and run fast. For solving the two-dimensional Euler equations, the positive schemes need less than 150 lines in FORTRAN 77 (excluding input/output, initial, boundary condition subroutines). For three-dimension, the positive schemes need less than 180 lines. Positive schemes are at least as fast as MUSCL schemes in multi-dimension. One-dimensional positive schemes are 40% faster than MUSCL schemes.

Wide range of applicability. Positive schemes can be applied to all hyperbolic conservation laws where Roe averages are known, and where the eigenvalues and eigenvectors of the Roe matrix can be evaluated explicitly.

The disadvantage of our positive schemes is that they are limited to first order accuracy at extrema, although second order elsewhere. ENO schemes [7], [18], [14] and [10] have no such limitation.

High resolution numerical experiments show that positive schemes are capable of resolving multi-dimensional hyperbolic systems of conservation laws. The numerical results are comparable to the numerical results using ENO [7] [18] and PPM [22].

The organization of this paper is as follows. Section 2.1 describes the notion of a positive scheme for solving symmetric nonlinear equations. In section 2.2 we construct two positive schemes, both second order accurate. The scheme used in practice is an appropriate combination of them. Another family of one-dimensional positive schemes based on Lax-Wendroff are constructed in the section. The Runge-Kutta
method to achieve second order accuracy in time is described in section 2.2. In section 2.3 we explain how to combine the fluxes in all space direction. In section 2.4 we explain why the scheme constructed in section 2.3 work also for symmetrizable systems.

The numerical experiments are described in section 3. In section 3.1 several one-dimensional problems are solved, a Riemann problem, an interaction of two waves, and low density and internal energy Riemann problem. In section 3.2 we present a calculation of a plane shock diffracted by a wedge; the flow is rather complicated, containing double Mach reflection. The second example is flow in a wind tunnel obstructed by a step; this flow, too, is rather complicated, containing a strong rarefaction wave, a Mach reflection and many simple reflections. Most details are well resolved by our positive scheme.

We thank Tony Jameson for his valuable comments, and Stanley Osher and Chi-Wang Shu for their valuable comments on ENO. We thank Bjorn Sjogreen for calling our attention to references [23] and [9]. We also thank Smadar Karni for helpful discussions.

2 Positivity Principle and Positive Schemes

2.1 Positivity Principle

We consider multi-dimensional hyperbolic systems of conservation laws

$$U_t + \sum_{s=1}^{d} F_s(U)_{x_s} = 0,$$  (17)

where $U = (u_1, \ldots, u_n)^T \in \mathbb{R}^n$ and $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$. We assume that all Jacobian matrices $A_s = \nabla F_s$ are symmetric or simultaneously symmetrizable with the same similarity transformation. We construct a uniform Cartesian grid $\{\Omega_J\}$ in $\mathbb{R}^d$, where $J = (j_1, j_2, \ldots, j_d)$ is a lattice point in which all $j_s$ are integers. In this uniform grid we denote cell-averages as $U_J = \frac{1}{|\Omega_J|} \int_{\Omega_J} U(x,t) \, dx$, where $|\Omega|$ is the volume of the cell $\Omega_J$. 
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Conservative schemes are of the form

\[ U_j^s = U_j - \sum_{s=1}^{d} \frac{\Delta t}{\Delta x_s} [F_{j+1/2s} - F_{j-1/2s}], \]  \hspace{1cm} (18)

where \( \Delta t \) is the time step and \( \Delta x_s \) is the spatial step in the \( x_s \) dimension.

We call the schemes (18) **positive**, if we can write the right side as

\[ U_j^s = \sum_K C_K U_{j+K}, \]  \hspace{1cm} (19)

so that the coefficient matrices \( C_K \), which themselves depend on all the \( U_{j+K} \) that occur in (18), have the following properties

(i) Each \( C_K \) is symmetric positive definite i.e. \( C_K \geq 0 \);

(ii) \( \sum_K C_K = I \).

Note that since the right side of (18) is a non-linear function of the \( U_{j+K} \), there are many ways of writing it in form (19).

In section 2.4 we shall extend the notion of positive scheme to symmetrizable systems.

### 2.2 Positive Scheme in One-Dimension

We consider one-dimensional hyperbolic systems of conservation laws

\[ U_t + F(U)_x = 0. \]  \hspace{1cm} (20)

We consider schemes in conservation form, i.e.

\[ U_j^s = U_j - \frac{\Delta t}{\Delta x} [F_{j+1/2} - F_{j-1/2}]. \]  \hspace{1cm} (21)

The numerical flux \( F \) is obtained by mixing a second order accurate scheme with numerical flux \( F^{acc} \), with another dissipative scheme with numerical flux \( F^{diss} \). We combine them using the flux limiting philosophy [1] and [8] of having a numerical flux of the form

\[ F = F^{diss} + L(F^{acc} - F^{diss}), \]  \hspace{1cm} (22)
where the flux limiter $L$ is near the identity when the flow is smooth, and near zero otherwise. For the accurate scheme we take not Lax-Wendroff but central differencing as in [23] and [9]. For the dissipative scheme we have two candidates of upwind type; one is the least dissipative, the other more dissipative. Different flux limiters are chosen in the two cases. This way we come up with two distinct positive schemes; an appropriate combination of the two positive schemes is again positive. Note that although centered differencing leads to an unconditionally unstable scheme, the combined scheme is stable.

The schemes are second order in the smooth regions with respect to space discretization. To achieve second order accuracy in time we employ the second order energy preserving Runge-Kutta of Shu [17] and [18].

Both dissipative schemes use the Roe average $\tilde{U} = \tilde{U}(U, V)$, which has the property

$$ F(U) - F(V) = A(\tilde{U})(U - V), $$

where $A = \nabla F$. Roe [16] has shown how to construct $\tilde{U}$ for the Euler flux in all dimensions. We write $F(U_{j+1}) - F(U_j) = A_{j+1/2}(U_{j+1} - U_j)$ and then drop the subscript $j + 1/2$ to avoid clutter. The spectral resolution of $A$ is $A = RAR^{-1}$, $R$ diagonal. The entries $\lambda^i$ of $A$ are the eigenvalues of $A$, the columns of $R$ the right eigenvectors, the rows of $R^{-1}$ the left eigenvectors.

For the least dissipative scheme we define the “absolute value” of $A$ as $|A| = |R| \Lambda |R^{-1}$ where $|\Lambda| = \text{diag} (|\lambda^i|)$. We construct the numerical flux $F_{j+1/2}$ in (21) as a mixture of a 2nd order accurate centered difference flux

$$ F_{c_{j+1/2}}^c = \frac{F(U_j) + F(U_{j+1})}{2} $$

and a first order accurate upwind flux

$$ F_{c_{j+1/2}}^{up} = \frac{F(U_j) + F(U_{j+1})}{2} - \frac{1}{2} |A| (U_{j+1} - U_j). $$

The mixture is accomplished with the aid of a limiter $L^0$:

$$ F_{j+1/2}^0 = \frac{F(U_j) + F(U_{j+1})}{2} - \frac{1}{2} |A| (U_{j+1} - U_j) + \frac{1}{2} L^0 |A| (U_{j+1} - U_j) $$
where \( L^0 \) is a limiter i.e. matrix that is near \( I \) in a smooth region of the solution, and near 0 otherwise. This makes \( F_{j+1/2}^0 \) the 2nd order accurate central difference flux in the smooth regions and the least dissipative flux otherwise.

We choose \( L^0 \) to commute with \( A \), specially we take

\[
L^0 = R\Phi^0 R^{-1}, \quad \text{where} \quad \Phi^0 = \text{diag} \left( \phi^0(\theta^i) \right) \quad \text{is a diagonal matrix.}
\]

We take \( \phi^0(\theta) \) as some limiter function such that, see Sweby [20],

\[
0 \leq \phi^0(\theta), \quad \frac{\phi^0(\theta)}{\theta} \leq 2, \quad \phi^0(1) = 1.
\]

Here \( \phi^0(\theta^i) \) could be different for each \( i \).

We define \( \theta^i \) in terms of the \( i \)-th component of differences of the characteristic variables:

\[
\theta^i = \frac{l^i(U_{j+1}^i - U_j)}{l^n(U_{j+1}^n - U_j)} \quad 1 \leq i \leq n, \quad \text{where} \quad j' = \begin{cases} j - 1 & \text{if} \quad \lambda^i \geq 0 \\ j + 1 & \text{otherwise}. \end{cases}
\] (27)

The \( l^i \) are the left eigenvectors of \( A \) associated with \( \lambda^i \). This completes the construction of the least dissipative scheme.

Our choice in (27) is somewhat different from Helen Yee’s scheme in [23], where she define \( \theta^i \) as

\[
\theta^i = \frac{l_{j+1/2}^i(U_{j+1}^i - U_j)}{l_{j+1/2}^n(U_{j+1}^n - U_j)}.
\]

We exploit the precise form of (27) in proving positivity.

We now prove that scheme (26) is positive. We define

\[
\Lambda^+ = R\Lambda^+ R^{-1}, \quad \Lambda^- = R\Lambda^- R^{-1},
\] (28)

where two diagonal matrices are

\[
\Lambda^+ = \begin{pmatrix} \max(\lambda^1, 0) & \cdots & \max(\lambda^n, 0) \\ \vdots & \ddots & \vdots \\ \max(\lambda^1, 0) & \cdots & \max(\lambda^n, 0) \end{pmatrix}, \quad \Lambda^- = \begin{pmatrix} \min(\lambda^1, 0) & \cdots & \min(\lambda^n, 0) \\ \vdots & \ddots & \vdots \\ \min(\lambda^1, 0) & \cdots & \min(\lambda^n, 0) \end{pmatrix}.
\]
Obviously
\[ A = \hat{A}^+ + \hat{A}^-, \quad |\hat{A}| = \hat{A}^+ - \hat{A}^-, \]
\[ \hat{A}^+ \geq 0 \quad \hat{A}^- \leq 0. \]  

By definition (27)
\[ \theta^i = \frac{l^i(U_j - U_{j-1})}{l^i(U_{j+1} - U_j)} \quad \text{when} \quad \lambda^i \geq 0. \]  

It follows from (30) that for \( \lambda^i \geq 0 \),
\[ e_i R^{-1}(U_{j+1} - U_j) = l^i(U_{j+1} - U_j) = \frac{1}{\theta^i} l^i(U_j - U_{j-1}) = \frac{1}{\theta^i} e_i R^{-1}(U_j - U_{j-1}), \]  

where \( e_i \) is the \( i \)-th unit row vector and \( l^i = e_i R^{-1} \). Define the matrix \( \tilde{\Phi}^0 \) as
\[ \tilde{\Phi}^0 = \begin{pmatrix} \frac{\phi^0(\theta^1)}{\theta^1} & \cdots & \frac{\phi^0(\theta^n)}{\theta^n} \end{pmatrix}; \]
we obtain from (31) that for \( \lambda^i \geq 0 \)
\[ e_i \Phi^0 R^{-1}(U_{j+1} - U_j) = e_i \tilde{\Phi}^0 R^{-1}(U_j - U_{j-1}), \]
or equivalently
\[ \max(\lambda^i, 0) e_i \Phi^0 R^{-1}(U_{j+1} - U_j) = \max(\lambda^i, 0) e_i \tilde{\Phi}^0 R^{-1}(U_j - U_{j-1}). \]

Using (28) we can write above equation in matrix form:
\[ \Lambda^+ \Phi^0 R^{-1}(U_{j+1} - U_j) = \Lambda^+ \tilde{\Phi}^0 R^{-1}(U_j - U_{j-1}). \]

Multiply by \( R \) on the left and obtain the crucial equation
\[ \hat{A}^+ R \Phi^0 R^{-1}(U_{j+1} - U_j) = \hat{A}^+ R \tilde{\Phi}^0 R^{-1}(U_j - U_{j-1}). \]  

(32)

Here and below we denote
\[ \tilde{L}^0 = R \tilde{\Phi}^0 R^{-1}. \]  
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Therefore, from (26), (29) and (32), and since $L^0$ commutes with $|\hat{A}|$,

\[
F_{j+1/2}^0 = F_{j+1/2}^{up} + \frac{1}{2} |\hat{A}| L^0(U_{j+1} - U_j) \\
= F_{j+1/2}^{up} + \frac{1}{2} \hat{A}^+ L^0(U_{j+1} - U_j) - \frac{1}{2} \hat{A}^- L^0(U_{j+1} - U_j) \\
= F_{j+1/2}^{up} + \frac{1}{2} \hat{A}^+ \tilde{L}^0(U_j - U_{j-1}) - \frac{1}{2} \hat{A}^- \tilde{L}^0(U_{j+1} - U_j). \tag{33}
\]

We put the subscript $j + 1/2$ back in (33):

\[
F_{j+1/2}^0 = F_{j+1/2}^{up} + \frac{1}{2} \hat{A}^+_{j+1/2} \tilde{L}^0_{j+1/2}(U_j - U_{j-1}) - \frac{1}{2} \hat{A}^-_{j+1/2} \tilde{L}^0_{j+1/2}(U_{j+1} - U_j). \tag{34}
\]

Similarly we obtain the flux $F_{j-1/2}$ as

\[
F_{j-1/2}^0 = F_{j-1/2}^{up} + \frac{1}{2} \hat{A}^+_{j-1/2} \tilde{L}^0_{j-1/2}(U_j - U_{j-1}) - \frac{1}{2} \hat{A}^-_{j-1/2} \tilde{L}^0_{j-1/2}(U_{j+1} - U_j). \tag{35}
\]

Using (23) and (25) we can write

\[
F_{j+1/2}^{up} - F_{j-1/2}^{up} = \frac{1}{2} (A_{j+1/2} - |\hat{A}_{j+1/2}|)(U_{j+1} - U_j) + \frac{1}{2} (A_{j-1/2} + |\hat{A}_{j-1/2}|)(U_j - U_{j-1}). \tag{36}
\]

We obtain from (21,34-36)

\[
U_j^* = U_j - \frac{\Delta t}{2\Delta x} \left[ (A_{j+1/2} - |\hat{A}_{j+1/2}|)(U_{j+1} - U_j) + (A_{j-1/2} + |\hat{A}_{j-1/2}|)(U_j - U_{j-1}) \right. \\
+ \hat{A}^+_{j+1/2} \tilde{L}^0_{j+1/2}(U_j - U_{j-1}) - \hat{A}^-_{j+1/2} \tilde{L}^0_{j+1/2}(U_{j+1} - U_j) \\
- \left. \hat{A}^+_{j-1/2} \tilde{L}^0_{j-1/2}(U_j - U_{j-1}) + \hat{A}^-_{j-1/2} \tilde{L}^0_{j-1/2}(U_{j+1} - U_j) \right]. \tag{37}
\]

We claim that (37) is the desired positive expression of $U_j^*$ as

\[
U_j^* = C_{-1} U_{j-1} + C_0 U_j + C_1 U_{j+1}.
\]

We denote $A_{j\pm 1/2}$ as $A_{\pm 1/2}$. From (37) we have the coefficient matrix $C_1$

\[
C_1 = -\frac{\Delta t}{2\Delta x} \left( (A_{1/2} - |\hat{A}_{1/2}|) - \hat{A}^+_{1/2} \tilde{L}^0_{1/2} + \hat{A}^-_{1/2} \tilde{L}^0_{-1/2} \right). \tag{38}
\]

Using (29) we can rewrite $C_1$ as

\[
C_1 = -\frac{\Delta t}{2\Delta x} \left( \hat{A}^-_{1/2} (2I - L^0_{1/2}) + \hat{A}^-_{1/2} \tilde{L}^0_{-1/2} \right). \tag{39}
\]
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Since \( \phi^0 \) was chosen so that \( 0 \leq \phi^0(\theta) \), \( \frac{\phi^0(\theta)}{\theta} \leq 2 \), it follows that \( 0 \leq \tilde{L}, L^0 \leq 2I \). By construction \( \tilde{A}^{-} \leq 0 \).

Since the sum of positive matrices is positive, and the product of commuting positive matrices is positive, it follows that \( C_1 \geq 0 \).

Similarly the coefficient matrix \( C_{-1} \geq 0 \).

From (37), the coefficient matrix \( C_0 \) is,

\[
C_0 = I - \frac{\Delta t}{2\Delta x} \left( -(A_{1/2}^- - \hat{A}_{1/2}^-) + (A_{-1/2}^+ + \hat{A}_{-1/2}^-) \right) + \hat{A}_{1/2}^+ \tilde{L}_1^0 + \hat{A}_{-1/2}^- L_{-1/2}^0 - \hat{A}_{-1/2}^+ \tilde{L}_{-1/2}^0 - \hat{A}_{1/2}^- L_{1/2}^0 \cdot
\]

(40)

Using (29) we can rewrite \( C_0 \) as

\[
C_0 = I - \frac{\Delta t}{2\Delta x} \left( -2\hat{A}_{1/2}^- + \hat{A}_{1/2}^+ \tilde{L}_1^0 + 2\hat{A}_{-1/2}^- \hat{A}_{-1/2}^+ - \hat{A}_{1/2}^- L_{1/2}^0 + \hat{A}_{-1/2}^- L_{-1/2}^0 - \hat{A}_{-1/2}^+ \tilde{L}_{-1/2}^0 \right)
\]

\[
\geq I - \frac{\Delta t}{2\Delta x} [-2\hat{A}_{1/2}^- + \hat{A}_{1/2}^+ \tilde{L}_1^0] - \frac{\Delta t}{2\Delta x} [2\hat{A}_{-1/2}^- - \hat{A}_{-1/2}^+ \tilde{L}_{-1/2}].
\]

(41)

The matrices in the brackets are positive. Under the CFL condition

\[
\frac{\Delta t}{\Delta x} \max_{1 \leq i \leq n, \theta} | \lambda^i | \leq \frac{1}{2}
\]

(42)

each is \( \leq \frac{1}{2}I \); therefore the coefficient matrix \( C_0 \geq 0 \).

We can read off from (37) that the sum of the three coefficients is the identity matrix \( I \). Therefore the least dissipative scheme (21, 26) is positive.

This scheme is very close to the ones described in [23] from point of view of TVD and in [9] from point of view of local extremum diminishing. The scheme gives sharp shocks but admits entropy violating solutions, because it has zero dissipation in the field of zero eigenvalue. To overcome this difficulty, Harten [4] suggested an entropy fix increasing the magnitude of the eigenvalue up to certain artificial amount.

In the following we shall construct schemes that are more dissipative than the least dissipative positive scheme including those with an entropy fix. Entropy fix destroys the positivity principle for most limiter functions; by choosing the minmod limiter, we obtain dissipative schemes that are positive. However these schemes are smeary because of the minmod limiter and the added dissipation. We then combine the least
dissipative positive scheme and the more dissipative positive schemes in an appropriate way to have the best features of both. These combined schemes again are positive.

The more dissipative schemes are constructed as follows. We define a class of “absolute values” of $A$ as $|\hat{A}| = R diag(\mu^i)R^{-1}$, where the diagonal matrix $diag(\mu^i) \geq \Lambda$; for the least dissipative scheme equality holds. We construct the flux $F_{j+1/2}$ in (21) as

$$F_{j+1/2}^1 = \frac{F(U_{j+1}) + F(U_j)}{2} - \frac{1}{2} |\hat{A}| (U_{j+1} - U_j) + \frac{1}{2} L^1 |\hat{A}| (U_{j+1} - U_j),$$

(43)

where the limiter $L^1 = R diag (\phi^1(\theta^i)) R^{-1}$. Note that $L^1$ commutes with $A$. Here $\phi^1(\theta)$ is the minmod limiter function

$$\phi^1(\theta) = \begin{cases} 
0 & \theta \leq 0, \\
\theta & 0 < \theta \leq 1, \\
1 & \theta > 1.
\end{cases}$$

This has the properties $0 \leq \phi^1(\theta), \frac{\phi^1(\theta)}{\theta} \leq 1, \phi^1(1) = 1$. Every $\theta^i$ is defined as in (27). We shall prove below that also the class of more dissipative schemes is positive under an appropriate CFL condition.

We define

$$\hat{A}^+ = R diag \left( sgn_+(\lambda^i)\mu^i \right) R^{-1} \quad \hat{A}^- = R diag \left( sgn_-(\lambda^i)\mu^i \right) R^{-1},$$

(44)

where

$$sgn_+(a) = \begin{cases} 
1 & a \geq 0, \\
0 & a < 0
\end{cases}, 
sgn_-(a) = \begin{cases} 
0 & a \geq 0, \\
-1 & a < 0
\end{cases}.$$ 

Note that $\hat{A}^+$ and $\hat{A}^-$ commute with $A$. Clearly

$$|\hat{A}| = \hat{A}^+ - \hat{A}^-,$$

$$\hat{A}^+ \geq \hat{A}^+, \quad \hat{A}^- \leq \hat{A}^-.$$ 

(45)

However $A \neq \hat{A}^+ + \hat{A}^-$ in general; this is why $\phi^1$ is restricted to the minmod. Following the same analysis as before, the coefficient matrix $C_1$ of $U_{j+1}$ is

$$C_1 = -\frac{\Delta t}{2\Delta x} \left((A_{1/2} - |\hat{A}_{1/2}|) - \hat{A}_{1/2}^- L_{1/2}^1 + \hat{A}_{1/2}^- \tilde{L}_{1/2}^1 \right).$$

(46)
Using (29,45), we can rewrite $C_1$ as

$$C_1 = -\frac{\Delta t}{2\Delta x} \left( (\dot{A}_{1/2}^+ - \dot{A}_{1/2}^-) + \dot{A}_{1/2}^- (I - L_{1/2}^1) + \dot{A}_{-1/2}^- L_{-1/2}^1 \right). \quad (47)$$

We claim that all four terms in the parentheses on the right are negative. Since $\phi^i$ is the minmod limiter function, $0 \leq \phi^i(\theta), \phi^i(\theta) \leq 1$; it follows that $0 \leq L^1, L^1 \leq I$. By construction $\dot{A}^- \leq 0, \dot{A}^- \leq 0$, and $\dot{A}_{1/2}^- - \dot{A}_{1/2}^+ \leq 0$. Since all matrices with the same subscript commute, this proves that $C_1 \geq 0$.

Similarly the coefficient matrix $C_{-1} \geq 0$.

The coefficient matrix $C_0$ is

$$C_0 = I - \frac{\Delta t}{2\Delta x} \left( -(A_{1/2}^- A_{1/2}^-) + (A_{-1/2}^- A_{-1/2}^-) \right)
+ \dot{A}_{1/2}^+ L_{1/2}^1 + \dot{A}_{-1/2}^- L_{-1/2}^1 - \dot{A}_{1/2}^- L_{1/2}^1 - \dot{A}_{-1/2}^- L_{-1/2}^1 \right) \quad (48)$$

Using (29,45), we can rewrite $C_0$ as

$$C_0 = I - \frac{\Delta t}{2\Delta x} \left( (\dot{A}_{1/2}^- (I + \dot{L}_{1/2}^1) - \dot{A}_{1/2}^- \dot{A}_{-1/2}^+ + \dot{A}_{-1/2}^- \dot{A}_{1/2}^- - \dot{A}_{1/2}^- (I + \dot{L}_{-1/2}^1)
- \dot{A}_{1/2}^- L_{1/2}^1 + \dot{A}_{-1/2}^- L_{-1/2}^1 - \dot{A}_{1/2}^- L_{1/2}^1 - \dot{A}_{-1/2}^- L_{-1/2}^1 \right) \quad (49)$$

As before the matrices in bracket are positive. Under the following CFL condition

$$\frac{\Delta t}{\Delta x} \max_{1 \leq i \leq n} \mu^i \leq \frac{1}{2}, \quad (50)$$

each is $\leq \frac{1}{2} I$, therefore the coefficient matrix $C_0 \geq 0$. As before the sum of three coefficient matrices is the identity. Therefore the more dissipative schemes (21,43) are positive.

We can construct now a family of schemes by combining the least dissipative positive scheme and a

more dissipative one:

$$F_{j+1/2}^{a,\beta} = \frac{F(U_j) + F(U_{j+1})}{2} - \frac{1}{2} \left( \alpha | \dot{A}_{1/2}^- (I - L_{1/2}^0) + \beta | \dot{A}_{1/2}^- (I - L_{1/2}^1) \right) (U_{j+1} - U_j) \quad (51)$$

where $\alpha$ and $\beta$ are constant satisfying $0 \leq \alpha \leq 1$ and $\alpha + \beta \geq 1$. The combined scheme (21,51) is a positive scheme under the following CFL condition

$$\frac{\Delta t}{\Delta x} \left( \frac{1}{\mu^i \max_{1 \leq i \leq n} \lambda^i} + \frac{1}{\mu^i \max_{1 \leq i \leq n} \mu^i} \right) \leq \frac{1}{2}. \quad (52)$$
We show that as follows; from (21,51) we obtain

\[ U_j^* = U_j - \frac{\Delta t}{\Delta x} A_{1/2}(U_{j+1} - U_j) + A_{-1/2}(U_j - U_{j-1}) \]
\[ -\alpha \left( | \hat{A}_{1/2} | (U_{j+1} - U_j) - \hat{A}_{1/2}^+ L_0^0(U_j - U_{j-1}) + \hat{A}_{1/2}^- L_0^0(U_{j+1} - U_j) \right) \]
\[ -\beta \left( | \hat{A}_{1/2} | (U_{j+1} - U_j) - \hat{A}_{1/2}^+ \tilde{L}_1^0(U_j - U_{j-1}) + \hat{A}_{1/2}^- \tilde{L}_1^0(U_{j+1} - U_j) \right) \]
\[ +\alpha \left( | \hat{A}_{-1/2} | (U_j - U_{j-1}) - \hat{A}_{-1/2}^+ L_0^0(U_j - U_{j-1}) + \hat{A}_{-1/2}^- L_0^0(U_{j+1} - U_j) \right) \]
\[ +\beta \left( | \hat{A}_{-1/2} | (U_j - U_{j-1}) - \hat{A}_{-1/2}^+ \tilde{L}_1^0(U_j - U_{j-1}) + \hat{A}_{-1/2}^- \tilde{L}_1^0(U_{j+1} - U_j) \right). \] (53)

Hence we obtain with the help of \( \hat{A}^+ \leq \hat{A}^+ \) and \( \alpha + \beta \geq 1 \)

\[
C_1 = -\frac{\Delta t}{\Delta x} A_{1/2} - \frac{\Delta t}{\Delta x} \alpha \left( -|A_{1/2} |-|A_{-1/2}^- L_1^0 + \hat{A}_{-1/2}^- \tilde{L}_{1/2}^0 \right) \\
-\frac{\Delta t}{\Delta x} \beta \left( -|A_{1/2} |-|A_{-1/2}^- \tilde{L}_{1/2} + \hat{A}_{-1/2}^- \tilde{L}_{1/2}^0 \right) \\
= -\frac{\Delta t}{\Delta x} \alpha \left( A_{1/2}^- (2I - L_0^0) + \hat{A}_{-1/2}^- \tilde{L}_{1/2}^0 \right) \\
-\frac{\Delta t}{\Delta x} \left( (1 - \alpha)A_{1/2}^- + (1 - \alpha)A_{1/2}^+ - \beta \hat{A}_{1/2}^- \right) + \beta \hat{A}_{1/2}^- (I - L_1^0) + \beta \hat{A}_{-1/2}^- \tilde{L}_{1/2}^0 \\
\geq 0.
\]

Similarly the coefficient matrix \( C_{-1} \geq 0 \).

\[ C_0 = I - \frac{\Delta t}{\Delta x} \left( -A_{1/2} + A_{-1/2} \right) \\
-\frac{\Delta t}{\Delta x} \alpha \left( |A_{1/2} | + |A_{-1/2}^- | + |\hat{A}_{1/2}^+ \tilde{L}_0^0 - \hat{A}_{1/2}^- \tilde{L}_1^0 + \hat{A}_{1/2}^- L_0^0 \right) \\
-\frac{\Delta t}{\Delta x} \beta \left( |A_{1/2}^- | + |A_{-1/2}^- \tilde{L}_1^0 - \hat{A}_{1/2}^- \tilde{L}_1^0 + \hat{A}_{1/2}^- L_0^0 \right) \\
\geq I - \frac{\Delta t}{\Delta x} \alpha \left( -A_{1/2} + A_{-1/2}^- |A_{1/2} | + |A_{-1/2}^- | + |\hat{A}_{1/2}^+ \tilde{L}_0^0 - \hat{A}_{1/2}^- \tilde{L}_1^0 \right) \\
-\frac{\Delta t}{\Delta x} \left( (1 - \alpha)A_{1/2}^- + (1 - \alpha)A_{1/2}^+ + \beta \hat{A}_{1/2}^- + \beta |A_{-1/2}^- | + |\hat{A}_{1/2}^- \tilde{L}_1^0 - \beta \hat{A}_{1/2}^- \tilde{L}_1^0 \right) \\
\geq I - \frac{\Delta t}{\Delta x} [ -2\hat{A}_{1/2}^- + \hat{A}_{1/2}^+ \tilde{L}_1^0 ] - \frac{\Delta t}{\Delta x} \alpha [ 2\hat{A}_{-1/2}^- - \hat{A}_{-1/2}^- \tilde{L}_1^0 ] \\
-\frac{\Delta t}{\Delta x} [ -2\hat{A}_{1/2}^- - \hat{A}_{1/2}^- \tilde{L}_1^0 ] - \frac{\Delta t}{\Delta x} [ -2\hat{A}_{-1/2}^- + \hat{A}_{-1/2}^- \tilde{L}_1^0 ] \\
-\frac{\Delta t}{\Delta x} [ -2\hat{A}_{1/2}^- + \hat{A}_{1/2}^- \tilde{L}_1^0 ] - \frac{\Delta t}{\Delta x} [ -2\hat{A}_{-1/2}^- + \hat{A}_{-1/2}^- \tilde{L}_1^0 ]. \]

The matrices in the brackets are positive, therefore \( C_0 \geq 0 \) under the CFL condition (52). As before we can read off from (53) that \( C_1 + C_0 + C_{-1} = I \). The proof is completed.

To achieve second order accuracy in time we use the following second order accurate energy preserving
Runge-Kutta method, due to Shu:

\[
U_j^* = U_j^m - \frac{\Delta t}{\Delta x} \left[ F_{j+1/2}^{\alpha,\beta} - F_{j-1/2}^{\alpha,\beta} \right], \\
U_j^{**} = U_j^* - \frac{\Delta t}{\Delta x} \left[ F_{j+1/2}^{\alpha,\beta,*} - F_{j-1/2}^{\alpha,\beta,*} \right], \\
U_j^{m+1} = U_j^m + \frac{1}{2}U_j^{**}.
\]

Here \( F^* \) abbreviates the positive numerical flux evaluated at \( U^* \). If we assume that the positive schemes (51) does not increase the \( l^2 \) norm, it follows that neither does Shu’s Runge-Kutta method:

\[
\|U^{**}\| \leq \|U^*\| \leq \|U^m\|,
\]

and so

\[
\|U^{m+1}\| \leq \frac{1}{2}\|U^m\| + \frac{1}{2}\|U^{**}\| \leq \|U^m\|.
\]

Remark 1: An essential difference of our schemes from others is that we combine schemes using two different limiters. This makes a difference for systems. One of our scheme is the least dissipative positive scheme; the other contains more dissipation. We remark that we can construct positive schemes with as much dissipation as needed.

Remark 2: The 2nd order accurate numerical flux \( F_{j+1/2}^{\alpha,\beta} \) (51) can be expressed in a simple compact form as

\[
F_{j+1/2}^{\alpha,\beta} = \frac{F(U_j) + F(U_{j+1})}{2} - \frac{1}{2} R \left( \alpha \mid A \mid (I - \Phi^0) + \beta \text{diag}(\mu^i)(I - \Phi^1) \right) R^{-1}(U_{j+1} - U_j). \tag{54}
\]

The leading cost of computing one flux in the above compact form is \( 3n^2 \) scalar multiplications, where \( n \) is the order of the system.

Remark 3: For one-dimensional systems, we can mix Lax-Wendroff with upwind and obtain the second family of positive schemes as follows

\[
F_{j+1/2}^{\alpha,\beta} = \frac{F(U_j) + F(U_{j+1})}{2} - \frac{1}{2} \left( \alpha \mid A \mid (I - L^0) + \beta \mid \hat{A} \mid (I - L^1) + \frac{\Delta t}{\Delta x} A^2 \right) (U_{j+1} - U_j). \tag{55}
\]
The numerical flux (55) is more dissipative than (54) by the amount of $\frac{\Delta t}{\Delta x} A^2(U_{j+1} - U_j)$. The family of schemes (21,55) are positive under the following CFL condition

$$\frac{\Delta t}{\Delta x} \left( \alpha \max_{1 \leq i \leq n, U} | \lambda^i | + \beta \max_{1 \leq i \leq n, U} \mu^i + \frac{1}{2} \frac{\Delta t}{\Delta x} \max_{1 \leq i \leq n, U} | \lambda^i |^2 \right) \leq \frac{1}{2}. \quad (56)$$

It follows that the condition below is sufficient for positivity:

$$\frac{\Delta t}{\Delta x} \left( \alpha \max_{1 \leq i \leq n, U} | \lambda^i | + \beta \max_{1 \leq i \leq n, U} \mu^i \right) \leq \sqrt{2} - 1. \quad (57)$$

Note that the family of positive schemes (21,55) are second order accurate both in space and time. No Runge-Kutta is needed, which saves $1 - \frac{3}{4(\sqrt{2} - 1)} \approx 40\%$ of computations.

Remark 4: For one-dimensional systems, we can also mix Lax-Wendroff with upwind in another way and obtain a positive scheme as follows

$$F_{j+1/2}^{\alpha, \beta} = \frac{F(U_j) + F(U_{j+1})}{2} - \frac{1}{2} \left( \alpha | \tilde{A} | (I - L^0) + \beta | \tilde{A} | (I - L^1) + \frac{\Delta t}{\Delta x} A^2(\alpha L^0 + (1 - \alpha)L^1) \right) (U_{j+1} - U_j). \quad (58)$$

This scheme is positive under the following CFL condition

$$\frac{\Delta t}{\Delta x} \left( \alpha \max_{1 \leq i \leq n, U} | \lambda^i | + \beta \max_{1 \leq i \leq n, U} \mu^i + \frac{\alpha + 1}{2} \frac{\Delta t}{\Delta x} \max_{1 \leq i \leq n, U} | \lambda^i |^2 \right) \leq \frac{1}{2}. \quad (59)$$

The proof is similar and is omitted here.

2.3 Positive Schemes for Multi-dimensional Systems of Conservation Laws

We consider multi-dimensional hyperbolic systems of conservation laws (17). In each dimension $x_s, s = 1, \cdots, d$, we construct a family of fluxes exactly as in one-dimensional (51), for $0 \leq \alpha_s \leq 1$ and $\alpha_s + \beta_s \geq 1$,

$$F_{j+1/2}^{\alpha_s, \beta_s} = \frac{F_s(U_{j+e_s}) + F_s(U_j)}{2} - \frac{1}{2} \alpha_s | \tilde{A} | (I - L^0)(U_{j+e_s} - U_j) - \frac{1}{2} \beta_s | \tilde{A} | (I - L^1)(U_{j+e_s} - U_j). \quad (60)$$

Here $\alpha_s, \beta_s$ could be different for each dimension.
The family of schemes (18, 60) are positive under the following CFL condition

\[
\sum_{s=1}^{d} \frac{\Delta t}{\Delta x_s} \left( \alpha_s \max_{1 \leq i \leq n, U} |\lambda^{s,i}| + \beta_s \max_{1 \leq i \leq n, U} |\mu^{s,i}| \right) \leq \frac{1}{2}.
\] (61)

We use the same 2nd order accurate energy preserving Runge-Kutta of Shu to achieve 2nd order accuracy in time for \( m = 0, 1, \cdots \),

\[
U_j^* = U_j^m - \sum_{s=1}^{d} \frac{\Delta t}{\Delta x_s} \left[ F^a_{J+1/2e_s} - F^a_{J-1/2e_s} \right],
\]

\[
U_j^{s*} = U_j^* - \sum_{s=1}^{d} \frac{\Delta t}{\Delta x_s} \left[ F_{J+1/2e_s}^{a_s, \beta_s, s} - F_{J-1/2e_s}^{a_s, \beta_s, s} \right],
\]

\[
U_j^{m+1} = \frac{1}{2} U_j^m + \frac{1}{2} U_j^{s*}.
\]

2.4 Symmetrizable Systems

A system of conservation laws (17) is symmetrizable if the Jacobian of the flux vectors

\[ A_s = \nabla F_s, \]

can be symmetrized by the same similarity transformation:

\[ SA_s S^{-1}. \]

The matrix \( S \) depends on \( U \). It is well known that the equations of compressible flow, and of MHD, are symmetrizable. As explained in the introduction, our schemes (51) (55) and their multi-dimensional analogue (60) can also be made symmetric and positive by the same similarity transformation, modulo terms that can be expressed as spatial differences of \( U \). Therefore the positivity philosophy applies to symmetrizable systems as well.

3 Numerical Experiments

In the applications described in this section no special problem-dependent techniques were used and no post-processing were used.
In all of our numerical experiments we choose \(| \hat{A} | = \max_{1 \leq i \leq n,U} | \lambda_i | I \) for the more dissipative scheme. The least dissipative positive scheme \( \alpha = 1, \beta = 0 \) gives us sharp shocks but admits entropy violating solutions, which are not physically relevant. The more dissipative scheme \( \alpha = 0, \beta = 1 \) gives us smeary shocks but seems to converge to physically relevant solutions. The compromise \( \alpha = 0.9, \beta = 0.1 \) seems to combine the best features of both; these are the schemes used in experiments described here unless otherwise stated.

### 3.1 One-dimensional Euler Equations of Gas Dynamics

In this subsection we apply our schemes (21,51) and (21,55) to the Euler equation of gas dynamics for a polytropic gas.

\[
\begin{align*}
U_t + F(U)_x &= 0 \\
U &= (\rho, m, E)^T \\
F(U) &= (m, \rho q^2 + P, q(E + P))^T \\
P &= (\gamma - 1)(E - \frac{1}{2}\rho q^2) \\
m &= \rho q
\end{align*}
\]

In the following computation \( \gamma = 1.4 \). For details of the Jacobian \( F'(U) \), its eigenvalues, eigenvectors, etc., see [7].

We used the scheme (21,51) in example 1 and the scheme (21,55) in examples 2 and 3.

*Example 1.* We consider the following Riemann problems:

\[
U_0(x) = \begin{cases} 
U_l & x < 0 \\
U_r & x > 0.
\end{cases}
\]

Two sets of initial data are used. One is proposed by Sod in [19]:

\[
(\rho_l, q_l, P_l) = (1, 0, 1); \quad (\rho_r, q_r, P_r) = (0.125, 0, 0.1).
\]
The other is used by Lax [12]:

\[(\rho_l, q_l, P_l) = (0.445, 0.698, 3.528); \quad (\rho_r, q_r, P_r) = (0.5, 0, 0.571).\]

The numerical results, showed in Figure 1a, are obtained by using the positive scheme (21,51) based on centered differencing with 100 points as in [7] and [18]. We used the superbbee limiter function

\[
\phi^0(\theta) = \begin{cases} 
0, & \theta \leq 0 \\
2\theta, & 0 < \theta \leq 1/2 \\
1, & 1/2 < \theta \leq 1 \\
\theta, & 1 < \theta \leq 2 \\
2, & \theta > 2 
\end{cases}
\]

for \(\phi^0\). We observe that the positive scheme does much better than the 4-th order ENO scheme at corners of rarefactions (discontinuities in derivatives) and better at contact discontinuity; but is smearer at shocks. Hence our numerical results are comparable to the 4-th order ENO scheme [7].

In the numerical results shown in Figure 1b we used Van Leer’s limiter function

\[
\phi^0(\theta) = \frac{\theta + |\theta|}{1 + |\theta|}.
\]

The positive scheme does better than the flux based 3-rd order ENO scheme [18] at corners of rarefactions (discontinuities in derivatives) and comparable at contact discontinuity and shocks in Figure 1b. Hence our numerical results are comparable the flux based 3-rd order ENO scheme without sharpening [18]. With sharpening, ENO resolves the contact discontinuity much better. At extrema in smooth regions of the solutions, ENO schemes have high order accuracy; our positive schemes have only first order accuracy.
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**Example 2.** Interacting Blast Wave [22] with initial data,

\[
U_0(x) = \begin{cases} 
U_l & 0 \leq x < 0.1, \\
U_m & 0.1 \leq x < 0.9, \\
U_r & 0.9 \leq x < 1.
\end{cases}
\]

\((\rho_l, m_l, E_l) = (1, 0, 1000); \quad (\rho_m, m_m, E_m) = (1, 0, 0.01); \quad (\rho_r, m_r, E_r) = (1, 0, 100).\)

Reflecting boundary conditions are applied at both ends. The numerical results were obtained by scheme (21,55) based on Lax-Wendroff. In the calculations displayed in Figure 2a, we used Van Leer's limiter for \(\phi^0\). The circled lines are numerical solution with 200 points, and the solid lines are numerical solution with 1200 points, same as the resolutions in [22]. The positive scheme captures important structures on the fine grid, and the results on both grids are comparable to MUSCL scheme in [22]. The cost of the positive scheme is about 60% cost of MUSCL scheme. In Figure 2b, we show the numerical result of the positive scheme with the superbee limiter for \(\phi^0\); the solid lines are the same as in Figure 2a. The resolution is improved dramatically; this shows that the numerical resolution of this problem depends very much on the limiter.
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Example 3. Low density and internal energy Riemann problem [2] with initial data,

\[ U_0(x) = \begin{cases} 
  U_l & 0 \leq x < 0.5, \\
  U_r & 0.5 \leq x \leq 1.
\end{cases} \]

\((\rho_l, m_l, E_l) = (1, -2, 3); \quad (\rho_r, m_r, E_r) = (1, 2, 3).\)

It has been observed that schemes which are based on a linearized Riemann solver (e.g., Roe’s scheme) may lead to an unphysical negative density or internal energy during the computational process [2]. The positive scheme (21, 55) with \(\alpha = 0.9, \beta = 0.1\) does suffer from negative internal energy. However after we add more dissipation by choosing \(\alpha = 1, \beta = 4\), this positive scheme does succeed. In Figure 3, the dotted lines are numerical solution with 200 points, and the solid lines are numerical solution with 1600 points.

Figure 3
3.2 Multi-dimensional Euler equations of Gas Dynamics

We approximate solutions of the two-dimensional Euler equations of Gas Dynamics,

\[ U_t + F_1(U)_x + F_2(U)_y = 0 \]

\[ U = (\rho, m, n, E)^T \]

\[ F_1(U) = (m, \rho u^2 + P, \rho uv, u(E + P))^T \]

\[ F_2(U) = (n, \rho uv, \rho v^2 + P, v(E + P))^T \]

\[ P = (\gamma - 1)(E - \frac{1}{2}\rho(u^2 + v^2)) \]

\[ m = \rho u \quad n = \rho v. \]

For details of the Jacobian \( F_1'(U) \) and \( F_2'(U) \), their eigenvalues, eigenvectors, etc., see [18].

Example 4: Double Mach Reflection. A planar shock is incident on an oblique wedge at a 60° angle. The test problem involves a Mach 10 shock in air, \( \gamma = 1.4 \). The undisturbed air ahead of the shock has a density of 1.4 and a pressure of 1. We use the boundary conditions described in [22]. Van Leer’s limiter function is used for \( \phi^0 \). The flow at time \( t = 0.2 \), computed by our positive scheme, is plotted in Figure 4 with \( \Delta x = \Delta y = 1/120, \Delta t = \frac{5}{3} \times 10^{-4} \). In each plot 30 equally spaced contours are shown. There is no visible oscillation behind the strong shock. There are three difficulties in computing this flow mentioned in [22]. The first difficulty is the rather weak second Mach shock; it dies out entirely by the time it reaches the contact discontinuity from the first Mach reflection. Figure 4 shows that the second Mach shock is perfectly captured. The second difficulty is the jet, formed when the flow of the denser fluid is deflected by a pressure gradient built up in the region where the first contact discontinuity approaches the reflecting wall. Figure 4 shows that the jet is extremely well captured. The third difficulty is caused by the region bounded by the second Mach shock, the curved reflected shock, and the reflecting wall. The double Mach reflection contains both steady and unsteady structures. The curved reflected shock is moving rapidly at its right end and is not moving at all at its left end; this causes oscillations for many difference schemes, including PPM, MUSCL and Jin and Xin’s ingenious relaxing scheme [11]. For the positive scheme there is no oscillation at all; thus the positive scheme overcomes extremely well all three numerical difficulties.
Example 5: A Mach 3 Wind Tunnel with a Step. This problem has been a useful test for schemes for many years. The tunnel is 3 length units long and 1 length unit wide, with a step which is 0.2 length units high and 0.6 length units away from the left end of the tunnel. The state behind the incoming shock is density 1.4, pressure 1.0, and velocity 3 from left to right. These are used as boundary condition at the left; at the right all horizontal gradients are assumed to vanish. Along the walls of the tunnel and the obstacle reflecting conditions are applied in the perpendicular direction. The corner of the step is the center of a rarefaction fan and hence is a singular point of the flow. At the corner we reflect the solution using a
“wall” which is $45^\circ$ both to the top and the side of the step. No problem dependent boundary conditions are used as in PPM. Van Leer’s limiter function is used for $\phi^0$. The density and pressure contours in the tunnel at time 4 are displayed in Figure 5 with $\Delta x = \Delta y = 1/80$, $dt = 2 \times 10^{-2}$. The flow at time 4 is still unsteady.

The general position and shape of the shocks are accurate. The shocks are well captured. There is no numerical noise. The contact discontinuities are resolved and are only slightly broader than ones of PPM and MUSCL. The weak oblique shock is resolved.
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