VARIATIONS ON A THEME: ON THE DISPERSION OF WAVES
SUNG-JIN OH

ABSTRACT. The linear wave equation
d
(=67 + >, 05)¢ =0
j=1

underlies description of many fundamental wave phenomena in physics; examples include
vibration of the string, elasticity, acoustics, optics, electromagnetism and gravity (general
relativity), to mention just a few. A key property of a solution to the linear wave equation is
dispersion, i.e., the decay of the amplitude of the solution while the total energy is conserved.
Not only is it of obvious physical relevance, dispersion is often the central mechanism for
stability and regularity in the mathematical investigation of nonlinear wave equations.

In this lecture series, I will describe not one, nor two, but three distinct proofs of disper-
sion for the wave equation, using 1) Fourier analysis and oscillatory integrals; 2) Klainer-
man’s vector field method; and 3) decomposition into wave packets. Each proof has varying
strengths and weaknesses, which I will demonstrate by discussing different nonlinear appli-
cations, respectively.

INTRODUCTION

The topic of this lecture series is the (linear) wave equation:
(—2+ P+ +32)p=0, (t,z)eR

This PDE underlies many physical phenomena of basic importance:

Motion of an elastic string (d’Alembert), membrane or body (elasticity);
Propagation of sound (compressible Euler equation; gas dynamics);
Propagation of light (Maxwell equation; electrodynamics, optics);
Gravity (Einstein equation; general relativity).

Most of these interesting PDEs from physics are nonlinear wave equations. A suitable under-
standing of the simple linear wave equation is often the first step for studying such nonlinear
equations.

We always consider the initial value problem for the wave equation. Introducing the
shorthand

A=0%+ -+, O=-0G+0+ +7u
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participants of the seminar: M. Beceanu, B. Dodson, C. Gavrus, B. Haberman, B. Harrop-Griffiths, M. Ifrim,
A. Lawrie, G. Liu and P. Smith.
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The initial value problem for the wave equation consists of the following: Given a pair of
functions ¢g, 1 on R? and a function f on I x R?, find the unique solution ¢ that satisfies

{ Oo =f

(¢7 at¢) |t:0 :(¢07 ¢1)

We will discuss the well-posedness (existence and uniqueness) of this problem in the course
of this lecture.

We emphasize two absolutely fundamental features of this PDE. First, there is a naturally
associated notion of energy that is conserved.

(0.1)

Theorem 0.1 (Energy conservation). Let ¢ be a “nice” solution to [J¢ = 0 defined on
I x R, where I is any interval in R. Then the conserved energy of ¢ at time t, defined by

B0 - | 5 <|at¢>|2 +Y) |az-¢|2> (t)do

15 constant in time.
Here, “nice” means that ¢ is smooth and decays to 0 sufficiently fast as x — oo.

Remark 0.2. From the energy conservation, uniqueness of a “nice” solution to the IVP with
f = 0 follows.

Proof. We differentiate E[¢](t) in time, and use the equation.

310 - | (6@53 ¢+ ;@Mﬁtaﬁ) da

= J (&ggb&fgb - atgbafgb) dz = 0. O

Remark 0.3. It may seem mysterious where E[¢](t) comes from. In specific applications,
this quantity is associated with the physical notion of total energy of the system described
by the solution u(t). More generally, E[u](t) arises as the conserved quantity associated
with the time translation symmetry, via the so-called Nother principle.

The energy E|[¢](t) is a certain measure of the size of ¢; when ¢(t,z) — 0 as x — oo,
then E[¢](t) = 0 implies ¢(t, ) = 0. Therefore, Theorem 0.1 (conservation of energy) tells
us that something stays the same. Nonetheless, when d > 2 it turns out that some other
measures of the size of ¢, namely the maximum amplitude of ¢ (||¢|.») and its differential
09 (|0¢| =), go to zero as t — +oo, by a mechanism called dispersion:

Theorem 0.4 (Dispersion). Let ¢ be a “nice” solution to [1¢ = 0. Then

d—1
S;JRI;(W(M)\ +100(t, 2)[) Sgo00 (L+[E))7 7.

A rough description of the mechanism is as follows: Consider a solution ¢ to [J¢ = 0,
whose energy density is compactly supported initially. Although the energy is conserved,
the solution u “disperses” in time, and its the support of the energy density spreads to larger
and larger volumes. Since the total integral, which is the conserved energy, has to remain
the same in time, ||0¢| L~ has to decay.
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Remark 0.5. As we will see below, the situation is different in d = 1; the solution does not
disperse, but is only transported.

The goal of this lecture series is to give not one, nor two, but three distinct proofs of this
important fact.

(1) Proof via a representation formula;
(2) Proof via the vector field method;
(3) Proof via a wave packet decomposition.

Each proof has its own strengths and weaknesses, leading to different applications in the
nonlinear case.
1. LECTURE I: THE REPRESENTATION FORMULA APPROACH

1.1. d’Alembert and Kirchoff’s formulae. We start with some classical representation
formulae in dimensions d = 1,3 (and d = 2). For a reference, see [Evans, Partial Differential
FEquations, §2.4].

d’Alembert’s formula in d = 1. We consider
(—0f +d3)p = 0.
Note the obvious factorization
(=07 +02) = —(0r = 0u) (04 + 00) = — (01 + ) (01 — 0u).

Thus
¢(t7 ZL’) = gbleft(x + t) =+ qbright(x - t)
To specify ¢t and ¢pigne, note that

¢left<x> + ¢right(x) =¢(0, I) = (b()(l'),
aangleft(x) - awqbright(m) :at¢(07x) = ¢1(I),
which can be immediately solved as follows:

OxPrei(x) = %(ax(bo + 1) (@),  Opbrignt(z) =

In conclusion,

(020 — ¢1) ().

N | —

8(t,2) = 5éo(z + )+ en(x — 1) f e
Kirchoff’s formula in d = 3. In the polar coordinates (t,r,w) = (t,7,0, ¥),

2 1
(—atz + 02+ 26, + —QAU,> ¢ =0.
T T

where A, = 03 + COS&(? + 0(33 is the Laplacian on S?. We introduce the spherical mean
dw
U(t,r,w) = t,r,w
r) = [ ottr) &,

where dw = sin #dfdy. Then

(—af + 02 + ;ar> Ul(t,r) = 0.
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A simple algebra gives, for t,r > 0
(=2 + 32) (T (t,1) = 0
By extending U past r = 0 by an even reflection U(r) = U(—r) for r < 0, the preceding

equation holds for all » € R. Then using d’Alembert’s formula, for 0 < r < ¢t we have

r+1
Ut ) — %w U0, — ) + %(7’ LU0+ 1) + %f sOU(0, 5) ds

t—r
Since w is regular, we must have ¢(¢,0) = lim,_,o U(t, r). Therefore,
) 1 t 1 t+r
¢(t,0) = lim i(U(O,t —r)+U(0,t+7r)) + g(U(t +r)=U(t—r))+ o s0,U(0,s)ds
¢

r—0+ T Ji—r

=U(0,t) + tU'(t) + to,U(0,t)

= J ¢0(t’ w) + tarqsﬂ(tv w) + tqbl (ta w) (i_w
S? s

_ 1
 4rt?

f (60 + tihdy + 1) dA(y).
S¢(0)

Translating any point z to the origin, we obtain

L) o) = o)+ o [ (E25 o) i)
7t St(ac)

Amt? Js, () ly —

This formula makes clear the dispersion effect for a smooth, compactly supported initial
data set (o, ¢01).

Exercise 1.1 (Poisson’s formula in d = 2). By the method of descent from Kirchoff’s formula,
a representation formula in d = 2 can be derived:

¢(t7 l‘) =

= b g [ L )
21t I,y (2 — |y — x|2)% 21 Jp, (o) (12 =y — x[?)1/2

In this case, although it is trickier to see, it can be shown that ¢ has a uniform pointwise
decay rate of =3 for a smooth, compactly supported initial data set (¢g, ¢1).

1.2. Notation. To continue, we introduce a few notation and conventions that will be used
throughout the lectures.

e [P norms. For any 1 < p < o0 and any (nice) function f on RY, define

IF]er = ( | |f|de)”

In case p = w0, we let | f| e = sup,era |f(2)].

e Asymptotic notation. A < B means that there exists a constant C' > 0 such that
A < CB. We specify the parameters that C' depends on by subscripts: For instance,
A <, B means that A < C(a)B. We will often suppress the dependence of the
constants on the dimension d. We use A ~ B to mean A < B and B < A.
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1.3. A review of the Fourier transform. To derive a representation formula which is con-
venient for all dimensions, we will use the Fourier transform. See [Evans, Partial Differential
Equations, Ch. 4.3.1].

We introduce the Schwartz class S(R?) of C-valued functions on R¢:

S(RY) = {u e C*(RY) : sup |z[¥|0Wu| < oo for all k, ¢ € Ny}.
Given a Schwartz function u € S(R?), its Fourier transform @ = F(u) is defined by
() = Jd u(z)e ™ dr =: F(u)(€).
R

It is not difficult to check that @ € S(R?) as well (see the properties below).
Two fundamental properties are as follows:

e Fourier inversion formula:
R R . S s
) = | il s = F @)

and vice versa. In short, F7'F = FF ! = Id.
e Plancherel’s identity:

| s = | it 5

We take the above two facts as granted. Other important properties of the Fourier trans-
form follow rather easily from the Fourier inversion formula. For instance,

e Diagonalization of partial differentiation:

Oru(€) = i€jae).

To see this, we compute

, d
o e A€
ZLd zfju(ﬁ)e § W

e Scaling property: For any A > 0, let uy(z) := u(z/N).
ax(€) = Xa(xg).

We compute
~ ixTla dé
u(z) :Ld a(€)e™ ﬁw
:J ﬁ(g)eiz-)\_lg dg
Rd (

2m)d
n

: d
= Aa(p)e™ :
Jo Naomer

(In fact, the effect of any linear change of variables in x can be easily computed.)
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Finally, we study the behavior of products under the Fourier transform:

d¢
(2m)

r

uv(z) :J i(n)0;e ™ (zd:)d Ld 5(¢)0;e

Rd
[ armererpiemro _dn_d¢
- f Qe 0 S

- fRd (J}Rd a(n)o(€ —n) (2dT77>d) 62‘”’5%,

where on the last line, we made a change of variables (1, () — (1,{ =1+ ). Motivated by
this computation, we introduce the convolution operation:

wwv(z) = f u(yg)o(z — ) dy.

Then:

e Product to convolution:

Conversely,

uxo(€) = w(§)o(8).

1.4. Representation formula by Fourier transform. Let ¢ be a “nice” solution to the
wave equation [J¢ = 0 in R'*?. Taking the Fourier transform in space, we arrive at

070(t, &) = —€1%6(t,€),

which is a second order ODE in ¢ for each fixed value of § € R?. Solving this ODE, we see
that ¢ is of the form:

0(t,6) = 64 (€)e" + o (¢)e ™"
The coefficients q@i are determined by the initial data via the following linear relation
{ 6+(€) + 9-(§) =u(&),
i1€](94(€) = 9-(€)) =41(6),

Solving this linear relation, we arrive at

~ 1/~ 1 -
1.2 =— + — )
(12) 52(6 = 5 ((©) £ (0
By the inverse Fourier transform, we have the representation formula
: o 4 (—tie+ae) 98
1.3 t.x) = i(tE|+ag) 5 (&) (tEl+zE) )
( ) ¢( ) l’) R Cb-i,- (5)6 (27T)d + R Qb (6)8 (27T)d
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1.5. Simple model problem: Oscillatory integrals. Before we continue, we consider
the simpler problem of estimating a model 1-dimensional oscillatory

I= JR PP (€) de.

We assume that the (unweighted) phase function ®(&) is real-valued, and that the amplitude
a(&) has compact support in (—1,1). On this set, we assume that @, a are uniformly smooth,
in the sense that

[2F(E)] + 1™ (&)] <k 1.

We are interested in the size of I as A — 0.
The basic idea is to play the rapid oscillation of e
a(§), by using the formula

M) against the slowly varying amplitude

iAD(E) _ 1 IND(€)
iNCeB(€)

and integrating by parts in £&. Consider the following two basic examples:

e

FExample 1: No critical points. Consider

1= [ a(e)ag

with ®'(£) > 1 on (—1,1). Then repeated integration by parts yields
I=0x5AY).

n

Ezample 2: One nondegenerate critical point. Consider ®(§) = &£", i.e.,

I= Je“‘fna(f) de.

Note that we would see no oscillation in the interval |A\"| « 1; it is reasonable to expect
that the contribution of this interval gives the main term. Indeed, this idea turns out to be
true: To see this, we make the change of variables

n

n=AE" €= ATnp .

Then

n

[=\n fei"a()\_rlzn}z)n_;l dn.
It is not difficult to verify that
[=\n fei”a(O)n_T dn + O(A™ 7).

Exercise 1.2. Prove the preceding formula.
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Interlude: Dyadic decomposition. In anticipation of what to come, however, we present a dif-
ferent proof, which does not involve change of variables, but rather a “dyadic decomposition”
of the interval, adapted to the phase \¢".

We begin by defining the notion of a smooth dyadic decomposition. Let xy~; be a smooth
function on R? supported on {|z| < 2} and is equal to 1 on {|x| < 1}. For any u > 0, let

Xan(®) = x<1(@/n),  Xu(®) = X<pu(2) = Xpy2(2),
Note that y., is supported in {|z| < 2u}, and X, is supported in {§ < [z < 2u}. Positive
numbers of the form 2% with k € Z are called dyadic numbers, and the set of all dyadic
numbers is denoted by 2%. Note that for any u, v € 2% with v < p,

Xew = D, Xw =Xt D, Xu

we2Z.y'<u we2lv<p/<p
Dyadic decomposition is an effective way to reduce the continuous problem to more man-

ageable discrete problems, because our phase A" is a polynomial power, so that its values
are roughly equivalent on each dyadic interval {3y < & < 2u}.

Example 2°: One degenerate critical point, dyadic decomposition. Motivated by the above
consideration, we use
X<1 = X<x-1n + Z Xax—1/n,

ae2?
l<a<gAl/n

to split I (we will be loose about the endpoints of the dyadic sums!). In the first region,
there is no oscillation to exploit. Thus,

g 1
=[x @l ds = 0 (55 ).
On the other hand,

I = f Yoo (€)a(£)e™E" de

1 .
=JXM1/H(§)a(£)W6§e“£ dg
1 e
=- Jaé (Xml/n (f)@(f)m) e de.

Note that J¢ (Xa)\—l/n (£)a(€)ﬁ> = O(%), and it is still supported in {2aA"1/" < [¢| <

2a.A~Y"}. Therefore, integration yields

which may be summed up for a > 1.

Heuristic principles. The preceding simple computations generalize to the following heuristic
principles:
(1) Localization (or nonstationary phase) principle: If ® is nonstationary (i.e., VP # 0)
on the support of a, then I can be shown to be rapidly decaying like O(A™") for any
N e Ny. Therefore, the problem of estimating I can be localized to the regions near
stationary points {£ : V& (&) = 0}.
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(2) Scaling (or stationary phase) principle: The size of an oscillatory integral I whose am-
plitude is localized near a stationary point &, is determined by the order of vanishing
of V®. The main contribution comes from the -region where |A®(&) — AP ()| < 1.

1.6. Proof of the dispersive inequality. The precise statement of the dispersive inequal-
ity that we will prove is as follows.

Theorem 1.3 (Dispersive inequality).
o= < 117% 3 w2 [(Pudo, ™ Pud) v
pe2?
Here, P,u = F*(x,4). The interest in this inequality lies in the range || > 1.
Proof. We proceed in several steps.

Step 1: Reduction via symmetries. We begin by reducing the problem using the symmetries
of the problem. First, by the symmetry under reflection (t,z) — (—t, —z), we may assume
that ¢ > 0. Next, we decompose

1 = 2 XH(£)7

pe2z
and also introduce X, () = (Xu/2 +Xu+ X2u)(§) so that X, X, = xu- Then we may decompose
gg(t, §) = Z Z Xu(g)ﬁgo;r(f)Xu(g)eiitm-
+ peZ
Write

‘ d
Ly (tx) = un(ﬁ)e’(”lﬁlﬂ-a) (Q_f)d '

Then
Ot ) = > (L (1) * 1) ().

o

where Qﬂu,i = )Z#gzgoi. By Holder’s inequality,
(6t )] < ) ()l ao by -

o
It is not difficult to show that

[ sler = [F Rudo)lr € Yy [(Pudo, ™ Pud)| s,

weln/2,m,2p}

Therefore, it is left to verify

d—1 d+1

[zt @) 77 =
By the time reversal and scaling symmetries, we may assume that + = + and p = 1.

Step 2: Oscillatory integral estimate. By the previous step, the problem is reduced to
analyzing the size of the oscillatory integral

(1.4) I =f (669 de,
]Rd

where the phase ® is given by
O(t,x,8) = tlgl+2-¢
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and the amplitude (&) is a smooth function supported in the annulus {5 < [¢| < 2}.

Step 2.1: Basic observations. By a suitable rotation, we may assume that the point x lies
on the z'-axis, i.e., x = (z1,0,...,0). The phase function thus becomes

Ot 2,€) = t¢] + 2.
As before, the basic idea is to use the formula

i®(t,2,8) _ 1 0. i 2t8)

10, ®(t,2,6)
and to integrate by parts in £. Note that

e

a§i®<t’x7§> = t% + xlélz‘
and
t iSj
@gié‘gj@(t,x,ﬁ) = E (51] — %) .

We also note the easy higher derivative bounds (for k > 3)
1
oMotz )<t for 5 <lél<2

Stationary phase (i.e., critical point of ®) when ¢ > 0 occurs when
&1 . !
g

which forces & = [¢] and t = z!.

52:...25(1:07

Step 2.2: Region with no stationary phase. We first treat the region with no stationary phase.
Let 1) be a smooth function on R which equals 1 on (—o0, —1) and 0 on (0, 00). Consider

Lnonstat = JX1(§)77(§1 _ %)ei@(t,x@) df

It is not difficult to verify that [V® (¢, z,€)| 2 ¢ in the set {3 < [£] < 2, & < 1}. Repeated
integration by parts then gives
|]n0nstat| SN O<t7N>

Step 2.3: Region with stationary phase. We may now focus on the set {% < & < 2}, where
there are possibly stationary phases. We introduce the notation

X1(€) = x1(§) (1 —n) (& — %);

and write

Istat =1- ]nonstat = J‘Xl(g)el@(t’xé) df

o L (00
ng—,a 0 d;)°

This means that near the the critical points of V&,

B(t,1,€) = g—1<§§+---§§>+-~,

The Hessian of ® is
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where £ ~ 1. We expect the dominant contribution to be the £-volume of the region where
o d—
L(&+ -2 <1, which is O(t~"F).
To make this idea precise, we note that

J N2 (€)Ta ()0 df\ <

where £ = (&,...,&). On the other hand, in the region
707 SHEG + -+ &) <A {5 <fE] <2 5 <&l

we have the bound

(k) 1 O SN Y
¥ (scatiag)| = ae

so that repeated integration by parts (k-times) yields

f Yot 12 (€)1 (£)ei®E=9 dg

which may be summed up for a > 1 if £ = d. 0

1 _ -
<k _k(at—l/Q)—Qkad—lt—% < a(d_l)_gkt_%

Exercise 1.4. For o > 0, consider the fractional Schrodinger equation
10y + |D|%¢ = 0.

where |D|*¢ = F~1(|¢|*¢). The case a = 2 corresponds to the usual Schrodinger equation,
and a = 1 is the (half-)wave equation, that we just considered.

Formulate and prove the dispersive inequality in the case @ > 1. What is the uniform
decay rate in t7 Also, what happens when 0 < a < 17

2. LECTURE II: THE VECTOR FIELD METHOD

In this lecture, we follow an idea of Klainerman to prove the dispersive property of the
wave equation using only physical space methods. The reference is [Klainerman, Uniform

decay estimates and the Lorentz invariance of the classical wave equation, Comm. Pure.
Appl. Math., 1985].

2.1. More on the energy method. Let ¢ be a (real-valued) solution to

O = f.
Multiplying the equation by 0,¢, we compute

1, 1¢ ) B
(2.1) —0 (§|@t¢| + 5; 05| ) + 0; (0;0019) = forh.

Integrating this identity on (¢1,%3) x R? and integrating by parts (or, in fancy terms, use
the divergence theorem):

E[6](t2) = E[6](11) + f 2 | faodadr

t1
For instance, by the Cauchy—Schwarz inequality, we have a useful basic inequality

t2
IVind(ts)lliz < [Vewdh(t) 22 + cf ()] = dt”
t1
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Exercise 2.1. Integrating the above identity over C(tg,xo) N {t; <t < to}, where
C(to,l’o) = {(t,l’) : ‘.1' — .ZE[)’ <ty—1t, 1> 0}
it follows that

1 1 1 1<
JB ) 51001 + 5 Z |0;0]° dw < JB 5100l + 5 Z |0;0*da
to—to (Z0) j=1 j=1

to—tq (T0)
+ f foro dida,
C(toﬂ:o)ﬁ{tl <t<t2}

This estimate proves finite speed of propagation: If (¢g, 1) = 0 on Bgr(xg), then the solution
(¢ = 0 is zero on Cg(xq) (called the future domain of dependence of Bg(xg)). This property
implies a nice uniqueness statement for [J¢p = f!

2.2. Pointwise estimate via the energy method. Conservation of energy allows us to
have an L2-type control on the solution. How do we convert this to a pointwise control on,
say, 0¢?

Step 1: Commute [J¢ = f with J,, so that (J0,¢ = d,f.

Step 2: Apply the energy inequality to control [0*+1¢| 2

Step 3: Apply the following Sobolev inequality:

Lemma 2.2 (Sobolev inequality). Let ¢ be a smooth compactly supported function on R.

Then we have
|d/2]+1

p@) s D 10%¢] L2ea)-

7=0

For a nice exposition of Sobolev spaces, see [Evans, Partial Differential Equations, Ch. 5].
Here, we present a simple proof on R? using the Fourier transform.

Proof. Write N = |d/2]+1. We use the Fourier transform. By the inverse Fourier transform,

fas dg < [1914¢

We split the last integral and bound each term as follows.

f 9] de + f 1B1de < 182 + €Nl e
{1¢l<1}

{leh=1
where we used that |72 is integrable on {|¢| = 1}. Using the properties of the Fourier
transform, the desired statement follows. O

As a result, we have:

d/2]+ T
sup 2 (|a e+ | Ia(k)f(t)mdt>.

(t,x)e[0,T] de

2.3. Overview of the strategy for dispersion. We pursue the same strategy to prove
pointwise decay, with some extra ingredients: First, instead of just controlling higher deriva-
tives of ¢, we attempt to control weighted higher derivatives of ¢. Second, rather than the
usual Sobolev inequality, we use a tailored version (often called the Klainerman—Sobolev
inequality) which exploits the control of the weighted derivatives of ¢.
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2.4. Symmetries of the []. Just as the Laplacian A is intimately related to the Euclidean
space (RY, ), the d’Alembertian [] is associated with the scalar product g(v,w) of the form

g(v,w) = =" + v'w' + - v,

This scalar product is called the Minkowski metric, and the pair (R, g) is referred to as
the Minkowsk:i spacetime. Introducing the matrix notation

g = diag(—1,+1,...,4+1),

we may write
0= (97" 0.0,
where we implicitly sum over repeated indices. From this expression, it is clear that [] is
invariant under the Lorentz transformations, i.e., affine transformations of R%*! that preserve
! The Lorentz transformations consist of the following:
e Translations. z* — xt + svt.
e Rotations. Rotation in the (z', 2?) plane is given by the matrix

1 0 0 0
0 cosf —sinf 0
0 sinf cosf O
0 0 0 Id

e Lorentz boosts. Lorentz boost in the (¢ = 2%, z') plane is given by the matrix

1 _
vie vz Y
e im0

0 0 1d

The infinitesimal generators of these symmetries are:

e Translations. T, = 0,
e Rotations. Qj;, = x;0, — 0,
e Lorentz boosts. H; = Qo = z,;0; + t0;

It can be verified that all these vector fields commute with []:
[DvTM] =0, [D7 Q/W] = 0.
Although it is not a symmetry of the Minkowski spacetime, the [] is also invariant under
the scaling transformation x* — Ax*, whose infinitesimal generator is:
e Scaling. S = 20,
In fact, we have
(3, 8] =200
The commutator relations for these vector fields are as follows.
[7,,T.] =0,
[Qas, T, ] gauTﬁ 9pula,
15, 1] =
[Qas, Q]
[Qas, 5]

ga,uQ gﬁuQau + gﬂVQau gal/Qﬁua
0,
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We use the notation I'; to refer to vector fields with different homogeneities. More precisely,
Foe{T#}, Fle{ij,Hj,S}

Schematically, one may summarize the commutation relations between these vector fields
as follows.

[Fo,To] =0, [Lo,I'i] =To, [I',I4] =T

We leave the derivation of these commutator formulae as an exercise.
Let Z := {T},,Q, H;,S}. For I e Z, note that

(¢ = 0=[(I'g) = 0.

Finally, we introduce the following schematic notation: We write

0 = T |Oay a0l [0SV = Z\(MF
QY yenny OzkE{O ..... d}

P®Eg2 = N |0y Tpgl?, [TV = Z\F ol
Iy,...I'LeZ

Accordingly, we also write

k
|8F(k)§b|2 _ Z or, - 'Fk¢|2u |(9F(<k)¢’2 _ Z |ar(j)¢|2'
j=0

2.5. Weights from Z. We now study the weights obtained by commuting with the vector
fields Z. In what follows, we restrict to the case t > 0.

A general principle is that the control of vector field commuters in Z gives rise to control
of ud, where u =t — r. More precisely, we have the relation

(2.2) Op = (=2 + |2 (2" Qu + 2,9).
Note that, schematically,

[t* + |z),T1] =0, [2,T]==2
We therefore arrive at the following lemma.

Lemma 2.3. We have
wt0g] < 009l
where T'y € {Q, H, S}.
Remark 2.4. Lemma 2.3 and the trivial observation that the rotation vector fields 2 are
invariant under scaling (which is closely related to the fact that Q’s are essentially the weight

r times the normalized angular derivatives) suffice for the proof of the Klainerman—Sobolev
inequality below.
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2.6. Klainerman—Sobolev inequality.

Theorem 2.5. Let ¢ be a smooth function on R, Then the following inequality holds for
t>0:
i . |d/2]+1
(2.3) L+ )= (L +[ul)2]ot2) < D) ITW6()] 2.
k=0

To prove this theorem, we need the following two ingredients:

Lemma 2.6 (Localized Sobolev inequality). For any smooth function ¢ on R% and R > 0,
the following inequality holds.

(2.4) Rip@l <a Y R%f R AV,
0<k<|d/2]+1 Br(z)

Proof. Without loss of generality, we may set x = 0. In the case R = 1, this lemma follows
from the usual Sobolev inequality (Lemma 2.2) after a smooth cutoff. The general case
R > 0 then follows by scaling. O

Lemma 2.7 (Localized Sobolev inequality in polar coordinates). Let v be a smooth function
onR? (d = 2). Then for anyx # 0 and X such that 0 < \ < r/2 (wherer = |x|), the following
nequality holds.

(2.5) I [P S f 20O P AV
Ax(r)

0<k+¢<|d/2]+1
where Ay(r) is the annulus {y € R : |ly| — r| < \}.

Proof. By scaling, it suffices to consider the case r = 1, in which case 0 < A < % We can
moreover restrict our attention to the angular sector {y : y'/|y| = 1/10}, as we can cover the
whole annulus A, (1) by a finite number (depending on d) of its rotated copies (Exercise:
Prove that the RHS remains equivalent under rotations).

The idea now is to flatten-out the angular directions. One concrete way to do it is simply

to take (1,92, ...,9%) as the coordinates. Because of the localization
1
Y 1
re(l-XN1+XN)c(%,2), ===
22Tyl 10

we can check, with concrete computation, that:
dV = Jdr ndy? A - Ady?, J~1,
09| < [0FQO Y.
Then the proof of (2.5) is reduced to
WP ¥ | 25l dy,
0<k+e<|d/2]+1 lyt=1l<AlyI<t

This follows from the usual Sobolev inequality by localizing to (1/2,3/2) x {|y/| < 1}, and
scaling the first variable around 1. O
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Proof of Theorem 2.5. We divide into two cases.

Case 1: r < 5. By Lemma 2.3, we have
uHoWg| < 1=Ye).
For the region where u < 1, we also have the trivial schematic relation
0We] < g™,

Note furthermore that u ~ v ~ ¢ in this region. Applying Lemma 2.6 to balls B,;(0), we

obtain
d/2|+

(1+2)[g(t, 2) Z IT®6 ()] 12

which is sufficient.
Case 2: r > fl. By Lemma 2.3, we have the schematic relation
aHor09) < [T,
On the other hand, we also have the trivial schematic relation
2829|109,
Performing a dyadic decomposition in v and applying Lemma 2.7, we obtain the desired

statement. O

2.7. Uniform decay of the derivative of solutions.

Theorem 2.8. Let ¢ be a “nice” solution to [J¢ = 0 on R4, Then for t = 0, we have

ld/2|+1

(1+t+ |2) T (1 + Ju))2[og(t, 2) < € > |ar®e(0,)] 2

k=0
Sketch of the proof. We follow the following strategy:
Step 1: Commute [J¢ = 0 with the vector fields I'; note that [J['¢ = 0 as well.
Step 2: Apply the energy inequality to control [T ®¢| 2. In this process, we need:
Lemma 2.9. We have
or®g < CITM(09)|,  [F®ag| = Clor=he|
The proof is a straightforward application of the commutator identities.
Step 3: Apply the Klainerman—Sobolev inequality.

We leave the details to as an exercise. O

Remark 2.10. As discussed above, the following decay estimate for the wave equation with
a forcing term [J¢ = f can be easily formulated and proved by the same strategy:

T
w1090, < (L1 lel) 5 el S (Waas Moo+ [ IEf @l a).

(t,x)e[0,T] x R4 s
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Exercise 2.11. Consider the Schrodinger equation
10y + A¢p = 0.

Using the commuting operators
Ly, = xp + 12t0y,
prove uniform t-decay of a “nice” solution ¢ with the sharp rate t‘g [Hint To prove an

Jel?

analogue of the Klainerman—Sobolev inequality, use the identity e ~i'%r Lke 1 = 20t0y,.]

3. LECTURE III: WAVE PACKET APPROACH

3.1. Phase space decomposition and the uncertainty principle. The two approaches
so far for the proof of the dispersive property proceeded either in the Fourier space (Lecture I)
or in the physical space (Lecture II). In this third and final lecture, we present the so-called
wave packet or phase space approach, which is a powerful philosophy that “bridges” the
Fourier and physical space approaches.

Before discussing the wave equation, let us discuss the more basic issue of expressing a
given function f on R? in various ways. One way to express f is by its pointwise values in the
physical (or z-) space: R? 3z — f(z). Alternatively, we can take the Fourier transform and
express f by its pointwise values in the Fourier (or &-) space: R? 5 € f (&). Informally,
we may think of these two viewpoints as decomposing f into “basis elements” consisting
of, respectively, “delta distributions”? {020} 2oerd, Which are sharply localized in the physical
space, or plane waves {eifo‘”}&)eRd, which are sharply localized in the Fourier space. Each
viewpoint has its own strength; the operation of differentiation is best understood with
the Fourier-localized basis (since each plane wave €0 diagonalize all partial differentiation
operators), but the operation of multiplication by another function is easier to understand
with the physical-space-localized basis.

The phase space viewpoint is an idea that attempts to take the best of both worlds, by
decomposing f into “basis elements” that are well-localized in both the physical and Fourier
spaces. However, a fundamental complication of this viewpoint is that there does not exist
a way to decompose functions into basis elements with arbitrarily good localization in both
the physical and Fourier spaces. The following celebrated result embodies this property:

Theorem 3.1 (Uncertainty principle). For any f € S(R) and x¢, & € R?, we have

Ao d 1
(Jle-aoPirpar) ([l - a1 e ) > {11k

Proof. By translation, modulation and normalization, we may assume that xqg = & = 0 and
|flz2 = 1. By Cauchy—Schwarz and Plancherel,
J Re(zf0,f) dx

1/2 T 1/2
2 21712 9§
\\<Jkﬂ\f|dx) <J1a|f|2ﬂ>
On the other hand,

— 1 — 1 — 1
fRe(xf&xf) dz = 5 fRe([x, O ff)dex = ~3 JReffd:p =3 O
1At this informal level, the reader may view the delta distribution 0z, as a “generalized function” that is
only supported at the point {x}, but is somehow nontrivial (in particular, has “integral” 1). This discussion
may be made more precise with the help of measure theory, viewing J,, as a measure with mass 1 supported
{wo) °
only at {z(}.
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Remark 3.2. Following the proof, it can be verified that the extremizers of the uncertainty
principle are the Gaussians.

Applying the uncertainty principle to each &;-axis, we have the informal formulation:

Informally, functions which saturate the uncertainty principle are called wave packets, or
coherent waves.

As in Remark 3.2, the Gaussians are the precise extremizers of the uncertainty principle,
as formulated in Theorem 3.1. However, in applications it helps to take a more general
view, and consider any function which obey appropriate decay (or localization) properties in
both the physical and Fourier spaces. An archetypical example is given by fixing a Schwarz
function y, and considering the functions given by rescalings, translations and modulations
(i.e., translation in the Fourier space) of x to be wave packets. For a more precise formulation,
see Section 3.2 below.

Remark 3.3. It would be convenient if we can take y be compactly supported in both the
physical and the Fourier space. However, there does not exist any nontrivial such function.
This is due to the Paley—Wiener theorem. For simplicity we sketch the case of R. If supp f <
(—A, A), then

1) = [ Fe=<st

is, in fact, an entire (analytic) function of z € C; such a function cannot be zero in an
interval.

3.2. Notation and conventions. We start by introducing some notation.

e Fourier multiplier. For any function f(£) on R?, we define the corresponding Fourier
multiplier f(D) to be the operator

F(f(D)o)(€) = f(£)d(8).

Correspondingly, we use the notation D; = %(?j, which is the Fourier multiplier corre-
sponding to &;. Fourier multipliers are flexible generalizations of constant coefficient
differential operators.

e Localization scales € orientation. We denote by Az (resp. Af) a rectangular box
of dimension Az' x --- x Ax? (resp. A& x --- x A&;) in an orthonormal frame
(e1,...,eq) in RY (resp. ' x --- x §¢ in R¢ = (R%)*). The numbers (Az',. .., Az?)
(resp. (A&, ..., A&,)) are called localization scales, and the frame (eq, ..., eq) (resp.
(6%, ...,0%) is called the orientation of the rectangular box.

We say that Az and A are dual if (eq,...,e,) and (9%,...,09) are dual to each
other and Az’A&; = 1.

Oftentimes, we will rotate the axes and work with Az, A& whose orientations
coincide with the usual coordinate axes.

e Let x be a Schwartz function on R?. Without loss of generality, we set:

Ax and A€ are dual localization scales whose orientation coincides with the
usual coordinate azes.
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A normalized wave packet based on y centered at (x¢, &) € R4 x Rg with localization
scales (Az, Ag) is given by

Az, A& . 1 iz-€o x! — xcl) z? — xg
¢wo§0 (1")_ 1€ X 1 0t d
’ (Az!- - Azxd)? Az Ax

Note that
Az AE 1 i(E—€0) 0 < (51 (o)1 §a — (fo)d>
¢zo,§o (A&Afd) T€ X A§1 ) Agd :

and that [|o2"2% 2 = ||x| 2.

70,80

3.3. Evolution of a single wave packet. We would like to understand the evolution of a

single wave packet ¢A “28 ynder the evolution
Zat¢ * |D‘¢ :Oa
Ax,A
¢(0) :¢w07€0 5.

Ax,AE
20,0

we may assume that § < [&] < 2 and & = ((&)1,0,...,0). Without loss of generality, we
may also assume that ¢ > 0 and + = +.
Working in the Fourier space, we expand the symbol [¢| around & = &q:

€] =wfo+ (€ &)P
|§ | £+ Tﬁo(g §0)

where 7¢, (€ — &) consist of quadratic of higher terms in £ — &. Thus, back in the physical
space,

To simplify the notation, we write ¢z, = ¢ . By scaling and rotational symmetries,

01 + = - 0p¢ = irg, (D — &) .

Ié’ |
Since é(t, 1) is expected to be localized near &, we expect the RHS to be small. The linear
operator on the LHS is nothing but the transport operator with constant velocity é—g‘; thus
we expect

O(t, ) = Guo(),e0(x) + exror

€0
ol

To quickly read off the time scale At on which such an approximation is valid, which will
be related with A&, we make one iteration and consider

(at + é_ZI : 89;) e1 =irg, (D — £0)Pao(t) o

61(t = 0) =0

and solve this equation for 0 < ¢t < At. By the energy method (i.e., multiplying by e; and
integrating by parts)

where
zo(t) = xo + t—=—

t
lex(t) 12 < f Irey (D — €0)bma(eyn ()| .
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. €0, A
Taking the Fourier transform, observe that ¢, )¢ (1) = e Zlﬁg‘t@o@(()). By the Plancherel
identity, we may estimate

t t
[ 16D = &)6mer )iz 4 5 | (6 = @)dnsalzz

§AtHrﬁo (f - go)qgmo,fo HL?

Since

rey (€ = €o) = Hessg, [€](AE, AL),

and the main term ¢,, ¢, is normalized in L?  we see that the error is small as long as
(3.1) Hessg, |£[(AE, A AL « 1.

Since

1 /0 0
H —_— —
eSS§0|§| |€0| (O Id(d1)><(d1)> 7

we see that the optimal choice is
AE = (1, (At) "z, (At)"2).

Remark 3.4. The velocity

_ S _
v = ‘60’ a§|€|(§0)

is called the group welocity corresponding to the dispersion relation 7 = || (here, 7 is the
temporal frequency). As we have seen, it is the velocity of the wave packet centered at &.
Note that Hessg,||AE can be interpreted as the group wvelocity spread Av. Note that the
relation (3.1) can be rewritten as

AvAt = Ax,

which means that At is not only the coherent time, but also the time when the nearby wave
packets, which may be initially overlapping, become essentially disjoint.

The heuristics concerning the coherence time At can be made precise as follows.

Proposition 3.5 (Coherence). Let 5 < || < 2 and & = ((§)1,0,...,0). Given At > 0,
take
A£ = (17 (At)7§7 ctt (At>7§>
oriented with the usual coordinate axes, and let Ax be the dual localization scale.
Let ¢ be a solution to

(i6; + |D|)¢ = 0.
Define

zo(t) = xo + té—2|,
and

x(t,z) = (Az' - Amd)%e’izj AR @)t xd(8) + Axtat, . xl(t) + Axad).
If x(0,x) obeys the Schwartz bounds
sup ||z 0™ x (0, )| < Cpm,

zeRd
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then there exist positive constants {C.,} depending on {Cy .} such that

sup |z["0 ™ x(t,2)| < Crn for 0 <t < At
(t,z)e[0,At]x R4

We defer the proof of Proposition 3.5 until Section 3.6.

Remark 3.6 (Connection with Knapp counterexample). In the constant-coefficient case, like
the wave equation we have been considering, there is a Fourier-analytic way to interpret and
construct a wave packet solution. In fact, the process is nothing but that of finding a Knapp
counterexample, which is well-known. Namely, recall the Fourier representation formula for
the (positive) half-wave equation:

olt,2) = J G930, €) de,

Recall further that a smooth cutoff QAS(O, €) to a suitable parallelepiped R in £ corresponds
to the Fourier transform of a wave packet initial data (with physical space center xy = 0;
we may translate this around by multiplying ngﬁ(O, €) by €%0). Then looking for a solution
coherent for time At boils down to looking for a parallelepiped R in ¢ such that the phase
e Me+e8) i5 not oscillatory in the physical-space region [0, At] x R’, where R’ is the dual
parallelepiped to R in the physical space (i.e., where ¢(0, ) is localized); outside this region,
the oscillation would take over and we would see decay. The choice of localization scale for

¢(0,&) as in Proposition 3.5 leads to At ~ 1; this is the standard Knapp counterexample for
the wave equation.

3.4. Wave packet decomposition. We now wish to understand the evolution of more
general initial data by decomposition of wave packets. As in Section 1.6, it suffices to
understand

(3.2) h= f X1(§)eE+T0 qe,

or equivalently, the solution to

(3.3) {iatﬁb + [D]¢ =0,

$(0) =F ' (x1) (@)
Given At > 0, A¢ is determined by (3.1); note that A{ depends on the center &, in the

sense that it is the rectangle of dimension 1 x (At)_% X oo X (At)_% oriented towards &p.

Consider uniformly separated covering of the annulus {3 < |£| < 2} by such rectangles R?Og

(of which there are O((At)“z" ) many). Accordingly, in the Fourier space, we decompose
x1(6) = > xe (©)

where each X?f is a smooth bump function essentially supported on the rectangle R?OE. Back

in the physical space, note that F* X?f is essentially supported in the dual localization scale
Ax centered at o = 0. Thus, we write

X?f (&) = ®0.¢0-
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3.5. Wave packet proof of the dispersive inequality. Here, we give an alternative
proof of Theorem 1.3 using the wave packet method. As in the previous proof, it suffices to
consider the solution (3.3) and prove

sup |op(t, x)| < T t>0.

zeR4

Fix t > 0. We apply the wave packet decomposition as in Section 3.4 with At = ¢t. In the
physical space, the wave packets are all centered at o = 0. Geometrically, we may see that
at time ¢, the overlap among the wave packets is O(1) (see Remark 3.4). Therefore, the
maximum amplitude of ¢ at ¢ is comparable to the amplitude of one wave packet, i.e.,

sup |p(t, )| < supsup|dog,(t, )| < supsup|dog,(x)|.
T o =T &
According to the wave packet decomposition in Section 3.4, yq is split into (At)% many
pieces, corresponding to decomposition of the angular variables into caps of radius (At)_%

Each piece has an (essentially) equal L?-norm N, supported on a Fourier-space region with
(essentially) equal volume V'; these numbers are determined by

(AT N2 ~1, (A)TV ~1,
or equivalently, |¢o¢, |2 ~ (At)*%l and |supp ¢o.¢,| ~ (At) . It follows that

1,4 _d-1
ooal < [ 190 o < 1861+ At Bldngzz 175

as desired.

Remark 3.7. The strategy presented here is robust; it can be applied to the study of
1
=09+ Ap = |

for a general partial differential (or pseudo-differential) operator A with variable coefficients.
See [H. Koch and D. Tataru, Dispersive estimates for principally normal pseudodifferential
operator, Comm. Pure. Appl. Math.].

3.6. Proof of coherence. Finally, we prove Proposition 3.5.

Step 1. We first treat the case At = 1, A = (1,...,1), Az = (1,...,1), which is very
simple.
We need to understand the evolution under the equation

1
70+ [D|¢ =0

of the initial data
Ax,A
gb(o) gbxo,fg 6
As we have seen, for a wave packet localized near & = &g, the leading order approximate

equation is
)
Oy + - Oy =
(t [éo] ¢

Consider the solution operator Sgo[ ] for the approximate equation with zero RHS:

Seo[t]th(x) = ¥ (:Jc - é—z|t) .
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We write
QS = SEO [t]¢(t)

Without difficulty, we may translate in space and rotate the axes so that

t0—=0, & = ((),0,...,0), % <] <2

The goal is to show that ¢ remains well-localized at scales Az, A¢ = (1,...,1) near (0,&)
up until time AAt =1.
Note that ¢ obeys the equation:

L - p €o
gat?ﬁ +1g(§ — §0)¥ = 0, Teo () = [§o + 1| — || — @ - 1.

The &-localization of ¢ therefore remains invariant. To determine the z-localization, we need
to commute with J¢,. However, since the symbol r¢,(n) in the range 3 < [&] < 2 and || < 1
clearly obey the bound

|05 e, (m)] < 1

it is not difficult to prove, by the energy method and an induction on the number of deriva-
tives, that

311029 <0 Y 1009(0)] 2.

0<j<n 0<j<n
for 0 <t < 1. The desired statement then follows.

Step 2. Next, we upgrade the special case in Step 1 to the general case using the Lorentz
transformation and scaling.

Let ¢, zg, & etc. be as in the statement of Proposition 3.5. Without loss of generality,
assume that & lies on the & -axis, i.e., & = ((&)1,0,...,0). We apply the Lorentz transfor-
mation L, in the (¢, z')-plane (where 0 < v < 1 will be determined below) and make the

change of variables
t—ovzt ' —ot
szvir:( m2,...,xd),

V1—02 /1 =0?

so that the time interval 0 < 2° < At is mapped to 0 < 7° < /1 — v2At, and the initial

localization scale Az is mapped to (\/ll_WAxl, Az?, ..., Az?). Then we apply scaling

T=ply

so that the time interval 0 < 2° < At is mapped to 0 < y° < /1 — v2uAt, and the initial

localization scale Az is mapped to (ﬁqul, pAz?, ... pAz?). Choosing

1
vi—atThore

the situation is reduced to that treated in Step 1.

(A2 = V1 =02 = (A1),
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3.7. Optional: An alternative method for the proof of coherence. It is possible to
avoid the use of Lorentz boosts.
When & = (&,0,...,0), we know that the optimal localization scale is

AE = (1,(At)7 2, ... (At)"2),

and Az is dual to A¢. However, due to the degeneracy in the radial (or &;-) direction, the
physical space localization is a bit tricky to propagate.
The problem is simplified if we instead work with the localization scale

AE = (A1) 2, (At) 2, ... (At) 2).

If we work with wave packets with such a localization scale, then we get an overlap of
O(tY?) wave packets at time ¢ in the proof of the dispersive inequality, but that is exactly
compensated by the fact that each wave packet is smaller by a factor of O(t~/?).

Exercise 3.8. Give an alternative proof of the dispersive inequality for the fractional

Schrodinger equation with av > 1 (see Exercise 1.4) using the wave packet approach.
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