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ANALYSIS OF STRESS-DRIVEN GRAIN BOUNDARY DIFFUSION.
PART I*

JON WILKENING', LEN BORUCKI¥, AND J. A. SETHIANS

Abstract. The stress-driven grain boundary diffusion problem is a continuum model of mass
transport phenomena in microelectronic circuits due to high current densities (electromigration) and
gradients in normal stress along grain boundaries. The model involves coupling many different equa-
tions and phenomena, and difficulties such as nonlocality, complex geometry, and singularities in the
stress tensor have left open such mathematical questions as existence of solutions and compatibility
of boundary conditions. In this paper and its companion, we address these issues and establish a
firm mathematical foundation for this problem.

We use techniques from semigroup theory to prove that the problem is well posed and that the
stress field relaxes to a steady state distribution which, in the nondegenerate case, balances the elec-
tromigration force along grain boundaries. Our analysis shows that while the role of electromigration
is important, it is the interplay among grain growth, stress generation, and mass transport that is
responsible for the diffusive nature of the problem. Electromigration acts as a passive driving force
that determines the steady state stress distribution, but it is not responsible for the dynamics that
drive the system to steady state.

We also show that stress singularities may develop near grain boundary junctions; however,
stress components directly involved in the diffusion process remain finite for all time. Thus, we have
identified a mechanism by which large “hidden” stresses may develop that are not directly involved
in the diffusion process but may play a role in void nucleation and stress-induced damage.
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1. Introduction. A microelectronic circuit consists of a silicon substrate with
doped regions that function as circuit elements (transistors, diodes, resistors, and
capacitors), metal lines and vias (interconnects) that connect the circuit elements
together, intermetallic dielectric material that keeps the interconnects in place and
insulated from each other, various oxide layers and diffusion barriers that are primarily
needed in the manufacturing stage to control the doping process and keep the metal
from diffusing into the silicon, and passivation to keep all the components in place
and protected [28, 33].

A typical interconnect line might be an alloy of Al-0.5%Cu, have dimensions of

0.5 x 0.5 x 300 microns, and carry a current density of 20 mA/um?. As electrons
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flow through the line, they are scattered by imperfections in the crystal lattice of the
metal and impart momentum to the ion cores. This “electron wind” force is stronger
than the opposing direct force of the electric field, so ions are transported in the same
direction as the flow of electrons. This process is known as electromigration; it is a
dominant failure mechanism in microelectronic devices.

Grain boundaries, void surfaces, and passivation interfaces are fast diffusion paths
along which the diffusion constant typically is seven to eight orders of magnitude
higher than in the grains; therefore, most of the mass transport occurs at these loca-
tions. The inhomogeneous redistribution of atoms leads to the development of stresses
in the line. Stress gradients along grain boundaries and surface tension at void sur-
faces both contribute to the flux of atoms, usually opposing the electromigration term
and increasing the lifetime of the line. Significant residual stresses left over from ther-
mal contraction during the manufacturing process also affect the formation of voids
and the transport of atoms.

As microelectronic circuits become smaller and current densities become higher,
failure due to electromigration damage becomes an ever increasing problem in the
design of circuits. Many theoretical models have been proposed to explain the role
of various combinations of electromigration, stress gradients, diffusion, temperature,
anisotropy, surface tension, and hillock formation on the mass transport of atoms
in the bulk grains, along void surfaces, along grain boundaries, and at passivation
interfaces. A useful reference written from the engineering perspective is the review
article by Ho and Kwok [14]; see also [27]. The concept of the electron wind force
was formulated by Fiks [9] and by Huntington and Grone [15]. In his experimental
work in the 1970s, Blech [2] studied the behavior of thin films of aluminum and
titanium-nickel when large currents were passed through them and demonstrated the
existence of a threshold current density below which no damage occurs, which varies
inversely with the stripe length. Shortly thereafter, Blech and Herring [3] offered
the explanation that stress gradients were developing along grain boundaries in the
sample to counter the electron wind force, but they could be sustained only up to a
critical threshold. Once this threshold was reached, there was no physical mechanism
to stop the transport of material, and the stripe eroded at one end and formed hillocks
at the other.

Recent models of these phenomena were described by Mullins [21], Cocks and Gill
[6], Korhonen et al. [18], Sarychev et al. [25], and Kirchheim [17]. The Mullins paper
presents a nice overview of mass transport along surfaces and grain boundaries and
discusses cobble creep and grain boundary grooving. The paper by Cocks and Gill
gives a variational approach to the dynamics of grain boundary motion associated
with decreasing grain boundary area; they did not include stress in their model. The
papers [25] and [17] deal primarily with electromigration, stress-driven diffusion, and
vacancy generation in the grains, while [18] focuses on electromigration and grain
boundary diffusion. The latter three papers use a statistical argument about the
orientation of the grain boundaries in order to model the stress as a scalar variable
instead of a tensor; one should keep in mind, however, that for any particular sample,
the grain boundaries have a specific geometry, and singularities can occur in the stress
field that are ignored with this simplifying assumption.

Bower, Craft, Fridline, and collaborators use an advancing front algorithm to gen-
erate a sequence of adaptive, evolving finite element meshes to study grain growth,
void evolution, hillock formation, and grain boundary sliding for possibly anisotropic
materials responding to stress, surface tension, thermal expansion, and electromi-
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gration; see, e.g., [4, 10]. They use interesting semi-implicit techniques to overcome
timestep limitations due to the stiffness of the equations, and they use Lagrange
multipliers to determine the normal stress along grain boundaries.

An alternative approach based on the theory described in this paper is presented
in [30, 26], where a new singularity capturing the least squares finite element method
is developed to study the effect of singularities in the stress field on the grain boundary
diffusion process. Further references to the literature on numerical methods for grain
growth and void evolution may be found there.

Mathematical analysis of the partial differential equations involved is largely ab-
sent in the electromigration literature. There are several reasons for this. First, there
is no universal agreement in the electromigration community on exactly how all the
phenomena fit together, especially at junctions where grain boundaries meet voids or
other grain boundaries, and the process of void nucleation is far from understood.
Second, the problem is very complicated, with many different (stiff) phenomena cou-
pled together in a nonlocal, nonlinear way. Growth rates depend on taking derivatives
of stress components along grain boundaries and curvatures along surfaces. Bound-
ary conditions specify the gradient of the normal stress at junctions where the stress
field is singular. Many of the equations couple the displacement field to the stress
field, and it is difficult to visualize how this constrains the evolution of the system.
Both displacement and flux boundary conditions are specified at junctions where grain
boundaries meet the outer walls; in simpler problems such as the heat equation, this
would overspecify the boundary conditions. As a result of these and similar diffi-
culties, one typically has a long list of equations reflecting various principles such as
mass conservation and chemical potential continuity that one would like to use as a
model. But occasionally, incomplete physical reasoning can lead to mathematically
ill-posed problems; therefore, it is important to develop a rigorous justification for the
collection of equations to ensure a self-consistent model.

The goal of this paper is to provide a mathematical framework in which we can
analyze a modest subset of the phenomena mentioned above. We assume there are no
voids in the structure, and we work within the framework of linear elasticity (small
strain and small grain growth). This may be thought of as the linearization of a
nonlinear grain boundary migration theory. Most of the difficult problems mentioned
above persist in this setting. The equations are nonlocal and couple together many
different stiff phenomena that relate rates of change of displacement jumps to spatial
derivatives of the normal stress. The boundary conditions specify the gradient of the
normal stress at locations where the stress tensor becomes singular. And the geometry
of the problem involves the complicated branching structure of a grain boundary
network which does not have a natural ordering or orientation of its segments. The
same approach is taken in [30].

In section 2, we exhibit the equations in dimensionless form and briefly describe
the physical considerations that lead to these equations. Our main contribution here
is to model the net grain growth along the grain boundary I' as the jump in a normal
component of the displacement across I', thinking of it as a scalar function g defined
on I'. This is identical to what Bower and Craft did in [4], except that they viewed
each side of the grain boundary as a moving interface (in parallel with their treatment
of void surfaces) and did not single out g as important. They derived an equation
for the change Ag (denoted Aw, in their paper) in a timestep but used it only to
update the displacements u on each side of the grain boundary. The advantage
of treating g as a time evolving function defined on the grain boundary (which is
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fized in the reference configuration) is that we are able to recast the problem as an
ordinary differential equation on a Hilbert space and to apply techniques of semigroup
theory to prove the equations are well posed. The difficulties due to nonlocality, the
existence of singularities, and the complicated nature of the boundary conditions
are all absorbed into two unbounded operators L and S, which turn out to possess
many nice properties, such as self-adjointness, discrete spectra, and positivity (or
negativity). An overview of this procedure is given in section 3, and full details are
presented in section 6.

In section 4, we define the grain boundary normal stress problem and the op-
erator S, which is a type of Dirichlet-to-Neumann map that maps the displacement
jump g across I' to the normal stress n = n-on on I'. We state the important prop-
erties of S (which are proved in the companion paper [31]) and identify a new class
of grain boundaries, which we call degenerate. Throughout this paper, we assume the
grain boundary network is nondegenerate in order to simplify the presentation. The
degenerate case is dealt with in [31].

In section 5, we analyze the operator L (= 788(—:2) on the grain boundary network.
The most important properties of this operator are that it is positive and self-adjoint,
its domain D(L) consists only of functions that satisfy continuity and flux boundary
conditions (useful for proving that the normal stress 7 has these properties), and the
domain of Lz is precisely H*(T') (useful in specifying the Hilbert space in which 7
evolves). The boundary conditions of chemical potential continuity and flux balance
at junctions turn out to be exactly what are needed for these results to hold.

In section 6, we show that the equation governing the evolution of normal stress
(namely, n, = SLn) generates an analytic semigroup {E; : ¢ > 0} of bounded linear
operators on H!(T'). The primary difficulties that arise have to do with the fact that
L (and in the degenerate case, S) has a nontrivial finite dimensional kernel which
must be dealt with using projections. We also discuss the role of electromigration as
a passive driving force, the enforcement of boundary conditions, and the development
of stress singularities near corners and grain boundary junctions.

Finally, in the Appendix, we study an infinite interconnect line with a single grain
boundary running through its center, which provides insight into the nature of the
diffusion process without the complication of boundary conditions and singularities.

2. Problem statement. In this section, we describe a two dimensional con-
tinuum model of electromigration and stress-driven grain boundary diffusion in the
linear regime of small strain, small grain growth elasticity. The reference configuration
(including the location of the grain boundary in the reference configuration) remains
fixed, while the stress and displacement fields defined on this domain evolve in time.

A grain is a region where the atoms are aligned in a regular lattice. A grain
boundary is an interface between two grains where the lattice structure becomes
disorganized as the lattice alignment changes from one side to the other. In our (con-
tinuum) model, we ignore details of lattice alignment and assume all grain boundaries
have equivalent properties.

The grain boundaries are assumed to be fast diffusion paths along which atoms
are transported much more easily than in the bulk grains. At each point on the grain
boundary, we have a flux J of atoms traveling along the grain boundary. J has units
of surface flux (cm~1's™!), where we consider our two dimensional domain to have
a thickness 6 in the third dimension. If a portion of the grain boundary has more
atoms flowing into it than out, the atoms incorporate themselves into the lattice of
the adjacent grains and cause the grains to move apart to make room for the new
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atoms. At the same time there will be a net flux of atoms out of other regions of
the grain boundary, where atoms are removed from the lattice of each grain and the
grains move together so as not to leave a gap.

Although our analysis of this problem does not rely on the grain boundaries being
straight, we have omitted curvature-driven grain boundary motion from our model.
For this reason, we assume that the grain boundaries are initially straight and that
as grain growth occurs, the appropriate fraction of atoms attaches to each side of the
grain boundary so that I' remains fixed in the spatial (stressed) configuration. We
adopt an Eulerian viewpoint where the reference configuration on which the stress
and displacement fields are defined is the spatial configuration, and the natural (un-
stressed) shape of each grain changes in time as material is added to (or removed
from) its boundary. For a given deformation ¢ mapping the natural state to the
stressed state, the displacement is defined as u(z) = x — ¢~ !(z) instead of () — .
The linearized equations of elasticity [20, 5] are the same in the material and Eulerian
viewpoints.

We assume the interconnect line consists of several disjoint bounded polygonal
grains Q, and we denote their union (an open set) by Q = (J, Q4. Q is assumed to be
connected; see Figure 2.1. We denote the outer boundary (the “walls”) of the domain

by T'o = 9(92) and the grain boundary network by I' = (02 \ I'g)~. T" consists of N
closed line segments I' = U;\le I';. Each segment is given an arbitrary orientation
(a unit tangent vector t;) and an arclength parameter s which increases in the t;
direction. The unit normal n; points from right to left facing along t;. We do not
impose the Young condition, requiring that grain boundaries meet at 120° angles,
since it is not required for well posedness unless curvature is included as a driving
force.

The net grain growth ¢ is defined on I'" as the jump in normal component of
displacement across the grain boundary:

(2.1) g9(x):=u(") —u@)-n; (zely).

It represents the distance the original grains have separated to accommodate the new
material that occupies that space; see Figure 2.2. In the Eulerian picture, g(z) =
[0~ (x7) — 71 (x")] - n is the amount that opposite sides of the grain boundary
at = would overlap if the grains were allowed to pass through each other to achieve
their stress-free shapes. This overlap corresponds to new material added during the
diffusion process.
In Figure 2.3, we list the equations and boundary conditions in nondimensional
form. We choose an arbitrary length scale L (~ 1lpm) and define the timescale
3
to = 3/py07
constant for grain boundary surface diffusion at temperature T, v, is the number of
participating atoms per unit area, €2, is the volume of an atom in the atomic lattice,
and p is the shear modulus. See [21] for typical values of these parameters. We then
define the dimensionless variables
x t u o~ |Z*¥e = Qqto

22) F=%2, t=—, a=—, 6=—, ¢=

where k is the Boltzmann constant, T is temperature, Dy, is the diffusion

and rewrite the equations (see [4, 30]) in terms of these variables (dropping the tildes).
Z*e is a phenomenological effective charge for an ion in the lattice; e = |e| is the
elementary electric charge; and for a good conductor [21, 29], Z* ~ —5. This means
the electron wind force is stronger than the opposing direct force of the electric field.
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FiG. 2.1. Left: geometry of an interconnect line. Right: arbitrarily assigned orientation of grain
boundary segment determines tangential and normal directions, left and right grain labels, etc. The
normal vector n; points from right to left when facing along the t; direction.

Fi1G. 2.2. Left: g(z) is the jump in normal component of displacement across I at x. The sign
of g is independent of the orientation chosen for the segment. Right: exaggerated view of the natural
state of each grain obtained by plotting x — Cu(:ci), z € I', with a suitable C > 0. Grains must be
zipped together (g < 0) on the left and pushed apart (g > 0) on the right in order to fit together.

Electric Potential
1. V=0

on =0

.Y =0

- Y =1

. Grain boundaries are invisible to ¢

IS Y SO N

Elasticity and Grain Growth
la. pAu+ A+ p)V(V-u)=0
2a. u=0

3a. u(z™) —u(z™) = g(z)n

3b. o(zT) =o(z™)

3c. n-o(z)n = n(x) {

J =0s(n+1)
gt-i-Js:O

3d. Oig = =07 (n + 1)
4a. g=0

4b. O0s(n+¢) =0

5a. g(x1)ny + g(z2)ns + g(x3)ng =0

5b. n(z1) = n(z2) = n(zs)

5c. 05, (n+ 1) +0s,(n +40) + 053(n +4p) =0

Initial Condition: g = 0

FiG. 2.3. Summary of equations and boundary conditions. Segments are assumed (in this figure
only) to be parameterized away from the triple junction to avoid minus signs.
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The electric potential ¢ is found by solving the Laplace equation under the as-
sumption that the grain boundaries do not significantly affect the flow of current in
the line. The displacement field u is found by solving the Lamé equations of linearized
elasticity (assuming plane strain). The stress tensor satisfies Hooke’s law,

(2.3) o= 2ue+ Atr(e)l,

where A and p are the Lamé coefficients, €;; = %(&uj + 0ju;) are the components of
the strain tensor, and tr(-) is the trace operator; see [20, 5].

Referring to Figure 2.3, 2a enforces the requirement that the displacement is
zero at the outer walls (passivation). In 3a, we assume that the grains do not slide
tangentially relative to each other, and we define the displacement jump g. In 3b,
we enforce the local balance of forces (tractions) across the grain boundary, which
together with the no-sliding assumption implies that all components of the stress
tensor are continuous across grain boundaries. In 3c, we define the normal stress 7
on the grain boundary, which is well defined by 3b.

Equation 3d in Figure 2.3 is the main evolution equation, which gives the grain
growth rate in terms of the normal stress and the electrostatic potential. This equation
is a consequence of the continuity equation, the Einstein—Nernst equation, the Blech—
Herring model of the chemical potential of an atom in a grain boundary of a stressed
solid [3, 30], and electromigration:

(2.4) 0ig + Q,0:J =0 (continuity equation),

(2.5) J=- ”,*’C?b s b (Einstein—Nernst, p, = chemical potential),
(2.6) Uy = o — QaOnn (Blech—Herring, po = const),

(2.7) Ospty — Oty + Z*€ 05 (electron wind force, Z*e < 0),

(2.8)  J=2L2r(Q,0,00, +|Z7€|O51) (Hux before nondimensionalizing).

Note that qualitatively, atoms are transported from regions of compression to regions
of tension and travel against the electric field E = —V1% in the same direction that
electrons flow. Here, 0,1 is the derivative of ¢|F with respect to arc length, so
—0s% = E - t is the component of the electric field along the grain boundary.

Equation 4a in Figure 2.3 follows from 2a and 3a but is worth recording as a
boundary condition on g. Equation 4b enforces zero flux at gb-wall junctions: atoms
are not allowed to flow in or out of the network where the grain boundary meets
passivation, so global mass conservation should hold. Equation 5a is a compatibility
requirement following from 3a: if we start in one grain and follow the jump in dis-
placement around a triple junction, we have to end up with the original displacement
when we return. (The point x; here is infinitesimally close to the triple junction on
segment ¢.) Finally, equations 5b and 5c enforce chemical potential continuity and
flux balance at triple junctions, respectively.

3. Strategy. Thus far, each equation represents either a definition (of g or n) or
some physical requirement such as chemical potential continuity or mass conservation.
The next task is to find a way to organize them so that mathematical questions such
as well posedness can be addressed. One major challenge is to identify the role played
by singularities in the stress field near junctions and to understand the sense in which
4b, 5b, and 5c¢ of Figure 2.3 can be expected to hold in light of these singularities.
Another goal is to find a way to untangle the equations and boundary conditions in
order to handle the nonlocal nature of expressions relating the displacement jump g



1846 JON WILKENING, LEN BORUCKI, AND J. A. SETHIAN

to the normal stress n; placing local constraints on one imposes (rather awkward)
global constraints on the other via the Lamé equations. It is not immediately obvious
that the evolution 3d is compatible with conditions 4a—5c.

Our approach is to recast the problem as an ordinary differential equation on a
Hilbert space, writing the equation in terms of the normal stress 17 and absorbing all
the boundary conditions into the operators. In this way we take advantage of linearity
and gain insight into the role played by each of the boundary conditions in the well
posedness of the problem.

3.1. A type of Dirichlet-to-Neumann map. Equations la—3c in Figure 2.3
can be thought of as providing a mapping between the jump in displacement g and
the normal stress n. If we are given one (in some appropriate space), the other can
be determined by solving the elasticity equations. There is a duality between g and
1 embodied in the energy relation

(3.1) E= L / ng ds,
2 Jr
relating the elastic energy stored in the grains to the work done at the grain boundaries
to accommodate the accumulation or depletion of atoms there. See the companion
paper [31] for further details.
We denote the operator that maps a given grain growth function g on I' to the
corresponding normal stress n by

(3.2) S:D(S) = L*T): g (grain growth to normal stress map).

Although S is unbounded, it turns out to be self-adjoint and negative (essentially due
to (3.1)), and its domain is dense in L?(T"). Moreover, S has a compact pseudoinverse
B such that SB is the identity (nondegenerate case) or differs from the identity by a
finite rank projection (degenerate case). These properties are discussed in section 4
and proved in [31].

3.2. The second derivative operator. We define the operator L : D(L) —
L?(T') to be the negative of the second derivative operator with respect to arc length
on each grain boundary segment. If 7 is twice continuously differentiable on each I';
and satisfies certain boundary conditions at the junctions, then n € D(L) and the
restriction of Ln to the interior of I'; is given by

9%n

0s?
In section 5 we will show that boundary conditions 4b, 5b, and 5¢ from Figure 2.3
enforcing mass conservation and chemical potential continuity are exactly what are
needed for some of the most useful properties of L on the unit interval to carry
over to the more complicated branching structure of a grain boundary network. In
particular, L is self-adjoint, positive, and densely defined, and its kernel is finite
dimensional. Moreover, if L2 is modified by a finite rank projection to remove its
kernel, it becomes an isomorphism from H*(T") onto L?(T"), which is important in our
proof of well posedness.

(3.3) Ly(x) = (xel?q).

3.3. An ordinary differential equation on a Hilbert space. The evolution
of the jump in displacement g is governed by equation 3d of Figure 2.3, namely,

(3-4) gt = —07(n+ ) = L(Sg + ).
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Applying S to (3.4), we obtain

(3.5) ne = SL(n+1).

The term v is acting as a passive driving force in (3.4) and (3.5). In general, if
the equation

d
(3.6) d—f = Az, x(0) = xo,
generates a strongly continuous semigroup {E; : ¢ > 0} of bounded linear operators
on a Banach space X [13, 32, 16, 1], then for f € X the solution to the equation

(3.7) t=A(x+f), z(0) = o,
is given by
(3.8) w(t) = Ezo+ f)—f  (£=0).

In section 6, we will show that the equation

(3.9) ne = SLn, n(z,t=0) = no(z),

generates such a semigroup in H!(T)), so the evolution of the normal stress n with
initial condition 7y (usually taken to be zero) is given by

(3.10) n(t) = E¢(no + 1) — .

In the nondegenerate case, the evolution of g may be obtained directly from that
of n via g(t) = Bn(t), but in the degenerate case this is not so. In both cases, the
normal stress n evolves to a steady state stress distribution, but in the degenerate
case the displacement jump ¢ can grow linearly without bound along certain growth
modes which are not suppressed by the stress-driven diffusion mechanism. The pic-
ture is suggestive of continental drift in plate tectonics, but the underlying physical
mechanism is entirely different; see [31].

4. The grain boundary normal stress problem. In this section we describe
the interface boundary conditions that are imposed when solving the Lamé equations,
introduce the notion of degeneracy of a grain boundary network, and define the op-
erators S and B. Rigorous proofs of the key properties of S and B are presented in
the companion paper [31].

DEFINITION 4.1 (grain boundary normal stress). Given a function n € L*(T),
find the displacement field u € H*(Q)? satisfying pAu+ (A + p)V(V -u) =0 in the
interior of each grain subject to the boundary conditions

(4.1) u(z) =0 (x €Ty),
(12) fuet) —u@ )] 4 =0 (zeTy),
(43) o(et) —o(e )n; =0 (zeTy),
(1.4) no(om; = () (zeTy)

Here HY(Q) denotes the set {w € L?(Q) : wlg, € H' ()}, so the jump in normal
component of displacement [u(zt)—u(xz™)]-n; is permitted to be nonzero for x € T';.
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To make sense of the boundary condition (4.4) for a general n € L?(T'), a suitable
notion of weak solution must be defined. This is done in [31], where it is shown that
for certain “degenerate” grain boundary networks, additional compatibility conditions
must be satisfied by n for a solution u to exist, and when it does exist, it is not unique.
This situation may be characterized as follows.

DEFINITION 4.2. A grain boundary network is said to be degenerate if there exists
a nonzero displacement field u consisting of infinitesimal rigid body motions

(4.5) ul‘ﬂk = aj — cpY, u2|Qk =by +cxr (ag, by, cx constants)

such that the boundary conditions (4.1)—(4.4) hold with n = 0. The jump in normal
component of displacement across grain boundaries is permitted to be nonzero.

In other words, degeneracy occurs when stress-free infinitesimal rigid body mo-
tions exist (grain by grain) that are zero at the outer walls and satisfy a no-sliding
condition across grain boundaries. An algorithm for finding the degeneracies of any
grain boundary network is presented in [31], where it is shown that degeneracy is
a consequence of pathologies such as junction angles greater than 180° or a large
number of quadruple (or higher) order junctions. In this paper we explicitly assume
the grain boundary network is nondegenerate, leaving the general case to [31]. This
substantially simplifies our proof of well posedness while retaining the key ideas.

DEFINITION 4.3. When the grain boundary network is nondegenerate, the normal
stress to grain growth operator B : L*(T') — L2(T') : n +— g is defined via

(4.6) (Bn)(z) =[u(@") —u(=z")]'n;  (zely),

where u is the (unique) solution to the grain boundary normal stress problem corre-
sponding to n.

Remark 4.4. As discussed in Figure 2.2, this definition is independent of the
orientation chosen for each segment I';.

DEFINITION 4.5. When the grain boundary network is mondegenerate, the op-
erator S : D(S) — L*(T") : g — n is defined as the inverse of B. In other words,
D(S) :=range(B) and for y € D(S), Sy is the unique x such that Bx = y.

THEOREM 4.6. B is self-adjoint, negative, and compact. S is self-adjoint, nega-
tive, closed, and densely defined. In the nondegenerate case considered here, B is also
injective and has dense range.

Proof. See [31] for the proof. O

Remark 4.7. The domain D(S) is quite complicated due to the variety of ways
self-similar solutions of the Lamé equations can behave near grain boundary junc-
tions; see [26, 30]. In particular, even for smooth functions n that are continuous at
junctions, g = Bn generally will be discontinuous at junctions and exhibit infinite
slopes. As a result, it would be very difficult to define S directly by setting up a
boundary value problem specifying g along I' such that the resulting normal stress
7 is always meaningful in the trace sense. By defining S as we have, we can de-
rive its properties by studying the compact operator B, which is well defined for all
n € L?(T"). Moreover, this approach allows us to explain how it is possible to impose
boundary conditions involving the normal stress at junctions where the stress tensor
develops singularities: the components directly involved in the diffusion process re-
main finite and well behaved for all time (and satisfy the boundary conditions) while
other components of the stress tensor blow up; see section 6.4.
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Y Fan = oon(as)

Fin = —0sn(z1) 1‘%

. Fun = On(z4)
1 .72% w%
Fon = dyn(x3) — dn(a3) — On(a3) 4

Fic. 5.1. The fluz F;n into junction i is a sum over incident segments j of slopes £0sn.

5. The Poisson equation on the grain boundary network. In this section
we show that the operator L is self-adjoint and positive, that there is a compact
pseudoinverse G for L such that I — LG is a finite rank projection onto ker(L) in
L2(T"), and that A2 := (L+ 1 — LG)? is an isomorphism from H'(T') onto L2(T"). We
also characterize D(L) and D(L?) and identify the kernel of L as the set of functions
that are constant on each connected component of I". Although these facts are well
known in the case of the Neumann problem on the unit interval, several nonobvious
tricks must be used to prove them for a network, and notation must be introduced
that can cleanly handle the lack of a natural ordering and orientation for the grain
boundary segments. In particular, we point out that not every function on a network
with loops has a continuous antiderivative (unless its integral around each loop is
7€ero).

5.1. Boundary conditions. As discussed in section 3.2, the operator L is the
negative of the second derivative operator with respect to arc length on each grain
boundary segment. If 7 is twice continuously differentiable on each segment and
satisfies the boundary conditions

1. 7 is continuous at x;

5.1

(¢ any junction label),

then the restriction of L to the interior of I'; is given by
9%n
0s?

Here F; is a flux operator for junction i, defined by

(5.2) Ln(z) = (zel?9).

(5.3) Fin = (=1 0n(x;) (x; a gb-wall junction),
Pi . )

(5.4) Fin = Z(—l)’fg dsn(x])  (x; a gb junction of order p;),
j=1

where :L"f is infinitesimally close to junction x; on segment j and k:f is 0 or 1 depending
on whether segment j is parameterized toward or away from z;; see Figure 5.1. At
junctions where a grain boundary meets an outer wall, only the second condition in
(5.1) is imposed since the first condition is automatic.

5.2. Integration by parts on the network. Let C(T") denote the space of
continuous functions on I', and let 6’(F) denote the space of functions f continuous
on the interiors of the I'; with well-defined limits f(z]) at the endpoints z; of I'; but
with possibly different limiting values at z; when approached from different segments.
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Differentiation is defined segment by segment, where we recall that each segment is
given an arbitrary orientation along which the arc length parameter increases. We
define

(5.5) D)y ={f:fPMeC@),0<k<r}

For f € C(T'), we write
(5.6) e =2 [fel) ~ £
J
where i (j) and i1(j) are the junction indices of the initial and final endpoints of seg-

ment j. We note that although both sides of (5.7) and (5.8) depend on the orientation
chosen for each segment, the identities

(5.7) [f'9),. = Zg(m)ﬂf (feCHr)geC())
and
(5.8) /F fgds=[fg], - /F dfds  (f.g€CD))

are valid for any particular choice. It follows that
(5.9) (Lu,v) = (u, Lv) (u,v € C?(T") and satisfy (5.1))

holds independently of the orientations chosen for each segment; i.e., the boundary
value problem Lu = Au subject to the boundary conditions (5.1) is self-adjoint.

5.3. Construction of a Green’s function. In this section we construct a
Green’s function Gj(x,y) for the operator L + [?, where [ is any positive real number.
Since L has a nontrivial kernel, there is no Green’s function when [ = 0. We begin by
defining an auxiliary function

0, x,y on different segments,

kl(aj78j(x)v3j(y))7 .T,yerj,

(5.10) Ki(z,y) = {

where a; = |T'j| is the length of T';, s;(z) = | — x;,(;| is the value of the arc length
parameter along I'; at z, and k;(a,z,y) is the Green’s function for —92 + [ on the
interval (0, a) with Dirichlet boundary conditions; see Figure 5.2. For (0 <z <y < a),
we have

— coshla ;

sinh la sinh ly \ sinhlx
sinhla’

(5.11) ki(a,z,y) = ki(a,y,x) = (Coshly

To get G; from K;, we have to fix the flux boundary conditions at each junction.
Let n be the number of junctions, and define the linear operator 7; : R® — R" as
follows. For w € R™, let u; 4, be the unique function in C(T") which satisfies

(5.12) U (i) = Wiy 02U = Pup .
Explicitly, on segment I';, we set

sinhls;(x)
(5.13) Uy () = Wiy (5) coshls;(x) + [wil(j) — wj () cosh laj] Wl]aj
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FIG. 5.2. The function ki(a,z,y) satisfies —02k; = 1?°k; on (0,y) and (y,a), is zero at x = 0
and © = a, and has a unit (negative) jump in slope at © = y. In this plot, a = 1, Il = 2, and
y=0.1,...,0.9. Note that limy_.g (’% |m=0kl (a,z,y) =1 with a similar result as y — 1.

Now we define the ith component of Tjw to be the flux of u;,, into junction i
(5.14) (Thw); = Fiug -

Thus T, converts values at junctions into fluxes at junctions of the solution to (5.12).

We next show that 7; is invertible. Suppose that T;w = 0, i.e., that Fu;, = 0
at each junction. We wish to conclude that u;,,, = 0, so we proceed by contradiction.
Multiplying by (—1) if necessary, we assume the maximum value of u;,, is positive.
The maximum cannot occur in the interior of a segment or at a gb-wall junction
because the slope would be zero at such a maximum, while (5.12) would require that
the second derivative be positive. It also cannot occur at a triple junction because
the sum of the outward slopes is zero at such a junction: if any is positive it is not a
maximum, and if each is zero we use (5.12) again. Thus we reach a contradiction and
conclude that Tj is invertible.

To correct the flux boundary conditions of K to obtain Gy, we define w;(y) € R™
to give the values at the junctions of the solution to 9?u = [?u with the same junction
fluxes as K(-,y):

(5.15) wi(y) =T, {FK(Cy) ) (y not an endpoint).

Note that F;K(-,y) is nonzero only when y is on a segment incident to junction i,
and by (5.11), as y approaches junction i we have

(5.16) lim ({FeK(-,y)}i_1) = —€; € R™

Y—x;

We define G;(z,y) by

K(x,y) — U,(y)(7), y not an endpoint,

(5.17) Gi(z,y) =
ul,Tfl(ei)(x% Y = %

By (5.16), Gi(x,y) is continuous on I' x I'; and by construction, for fixed y in the

interior of some segment, G;(z,y) as a function of x satisfies the boundary conditions

(5.1). Tt is readily verified using the corresponding property of k;(a,z,y) that the

operator

(5.18) 6.1() = [ Gile.n)fw)dy
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is the inverse of L 4 (2 in the sense that for all f € C(T') and all u € C%(I') N C(I)
satisfying (5.1),

(5.19) (L+1)Gf=Ff  GIL+1*u=u.

g, is self-adjoint since L is self-adjoint, and as a result, G;(x,y) = G;(y, z) for all
z,y el

THEOREM 5.1. There exists an orthonormal basis {0}, for L*(T') and an
increasing sequence of nonnegative numbers A, growing without bound such that

(5.20) ¢, € C®()NC(D),
(5.21) Fipn =0 (i any junction label),
(5.22) Lon = A2 pp.

The domain of L satisfies
(5.23) {f € C*(I): f satisfies (5.1)} € D(L) c {f € CY(I): f satisfies (5.1)}.

Proof. In the standard way [7, 8], we can show that G; is a self-adjoint, compact
operator on L?(T); thus G; has a complete orthonormal set {,,}5 ; of eigenfunctions
with eigenvalues converging to zero. It is also readily shown that for all f € L}(T") D
L*(T),

(5.24) Gif € {ne C(') : n satisfies the boundary conditions (5.1)};

hence the eigenfunctions are continuous and satisfy flux boundary conditions. Differ-
entiating (5.18), it follows that if f € C"(T), then G, f € C""%(T); thus the eigenfunc-
tions belong to e (T") by a bootstrap argument. By (5.19), they are eigenfunctions
of L + % with reciprocal eigenvalues. Since L + (2 is invertible for I > 0, we conclude
that the eigenvalues of L form an unbounded sequence of nonnegative numbers {\2 }.
Finally, (5.23) holds when we redefine L to be G; ' — 2. Then D(L) = ran(G;), so the
first inclusion follows from (5.19) and the second from (5.24). d

5.4. The kernel of L. The segments I'; of the grain boundary network can
be grouped together into connected components as sets in R?. We decompose the
numbers 1,..., N into a collection J of disjoint sets such that each J € J is the set
of indices of the segments I'; that belong to component I'; = UjcsI';. We number
these subsets arbitrarily J = {Ji,...,J4} and define the functions e, € L?(T") for
1<k<dby

|FJ}9|7%7 HANS Fka
5.25 ex(r) =
(5.25) £(@) {0 otherwise.
Here L'y, | = 3,5, IT'j] is the sum of the lengths of the segments making up compo-

nent k. Note that each ey is continuous at all junctions since all segments that meet
at a junction belong to the same connected component.

PROPOSITION 5.2. The functions {ex}{_, form a basis for ker(L).

Proof. Theorem 5.1 ensures that ker(L) is finite dimensional and is spanned
by functions {¢1,..., @} satisfying (5.20)—(5.22) with A, = 0. Since each ey also
satisfies these conditions, we have d’ > d, and it remains to show that any ¢ € ker(L)
is constant on each connected component. Suppose not. Then there is a segment I';.
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on which ¢ is not constant. Since Ly = 0, ¢ is linear on each segment. Starting with
I'j«, there is a path to an outer wall along which ¢ strictly increases. This is because
o satisfies (5.21), so if ¢ increases along a segment as we approach a triple junction,
it must also increase along one of the other segments as we leave the junction. Since
 strictly increases along the path, no interior node can be revisited, and eventually
the path reaches a wall with a positive slope, which contradicts (5.21). ]

5.5. An isomorphism. In this section we show that L2 becomes an isomor-
phism from H(T') onto L?(T') if we modify it slightly to eliminate its kernel. It will
be useful to define the operators

d

d
n=1

n=1

Note that P is the orthogonal projection onto the subspace

(5.27) ran(L) = ker(L)* = {f c LA(T) : / fds=0, 1<k<d }
L,

and L = AP = PA. A and P are self-adjoint since the ,, are orthogonal.
THEOREM 5.3. For any absolutely continuous f such that f' € L*(T'), if we write
f=>anpn, then

(5.28) AP =" anl? 117 =D landal®
n=1 n=1

There is a constant C such that
(5.29) Il < NA™2 fllmn < Cllflz (f € LXD));

i.e., A72 is an isomorphism from L2(T') onto HY(T') and is therefore compact as an
operator on L2(T'). The domain of L2 is H*(T), which requires continuity but imposes
no constraints on the deriatives at junctions.

Proof. On each segment, we have

(5.30) on(x) = ¢y j cos(Ans;(x) — 0, 5) (x €Ty).
We define
(5.31) D (n>d).

Note that 1, is not continuous on I' but is zero at gb-wall junctions and satisfies
appropriate jump conditions at triple junctions so that

(5.32) [Yngle =0 (g€ C(T)).

We claim that {1, },~q is an orthonormal basis for the subset of functions f € L?
such that f is the derivative of an absolutely continuous function in C(T"). This subset
will not be all of L? as soon as there are loops in the grain boundary network, since
the integral around a loop must be zero for a continuous antiderivative to exist. By
(5.8), we have the orthogonality condition

(5.33) / Gntbm = Ny ( Gntbm] / wmwn) - /F omPn = -
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To prove completeness, suppose W € C(T') is absolutely continuous and w = W’
belongs to L2. Suppose further that for all n > d, we have

(5.34) /F —

We must show that w = 0. Integrating by parts, we obtain

(5.35) /Fwwn = [We]r — /F¢;W =A\n /F W, =0 (n > d).

Since {p,}22, is a basis, we conclude that W is a linear combination of ¢q,. .., @q4.
Thus W is a constant on each connected component of I and w = W’ = 0, as desired.

For any f € L?, we may expand f = >0 | antpn and apply the Parseval identity
to conclude that || f||? = 3 |an|?. If f is absolutely continuous and its derivative is in

L?, then we have ' =" _ bpth, with

(5.36) by, = /F Fibn = [fibn] . - /F Fl = A /F Fon = Antin,

Since A, = 0 for n < d, the Parseval identity gives the result ||| = > 77 [Anan|*.
Therefore we have

11 = 1172 + 171172 = D (1 + A% lanl?,
(5.37) ; o
1AZFI7: =Y lanl+ D Alanl®
n=1 n=d+1
As a result, we obtain
(5.38) 1A% flle < | fller < CIA2 fl2 (f € HY(D)),

with C = A;'\/1+ A2, where A\, = Ag41 is the smallest nonzero eigenvalue of
L. O
DEFINITION 5.4. The operator G is defined via

d

(5.39) G=A""=> (. n)en

n=1

G is the pseudoinverse of L in the sense that they have the same kernel and eigen-
functions with reciprocal (or zero) eigenvalues. The properties of A imply that G is
self-adjoint and compact on L*(T) and satisfies G = PA™! = A='P and LG = P.

6. Dynamics. In this section we show that if the grain boundary network is
nondegenerate, then the equation

(6.1) ne = SLn, n(0) = no,

generates an analytic semigroup {E; : t > 0} of bounded linear operators on H'(T').
See [31] for the degenerate case and the books [13, 32, 16, 1] for background infor-
mation on semigroup theory. As mentioned in section 3.3, the solution 7(t) when the
electromigration force is present is given by

(6.2) n(t) = Ee(no + ) — 1.



STRESS-DRIVEN GRAIN BOUNDARY DIFFUSION: PART I 1855

The boundary conditions on 7 enforcing chemical potential continuity and flux balance
at junctions hold as a consequence of the analyticity of E; and the properties of the
domain D(SL). The role of singularities in the stress field near corners and junctions
is also discussed.

6.1. The semigroup generated by SL. In this section we show that there is
a Riesz basis (a basis equivalent to an orthonormal basis [11]) for H*(I") consisting of
eigenfunctions of SL. This allows us to exhibit the semigroup operator E; explicitly,
study its properties, and approximate it numerically [30, 26]. Throughout this section,
we assume the grain boundary network is nondegenerate so that B is injective and
SB =1 on L*T).

LEMMA 6.1. Let us denote ker(L) = span{ey}¢_, by {e}. Then

(6.3) ker(SL) = {e}, ran(SL) = {Be}*.

Proof. SL is densely defined in L?(T) since D(S) is dense, A~! is bounded with
dense range, and D(SL) = A™1D(S). Clearly {e} C ker(SL). Since S is injective
on its domain, if Lz € D(S) is nonzero, so is SLz. Thus ker(SL) = {e} as claimed.
Suppose y = SLz. Then By = Lz belongs to ran(L) = {e}*, so (y, Be) = 0 for all
e € ker(L), as claimed. 0

LEMMA 6.2. The (nonorthogonal) projection on L*(T) given by

(6.4) Q projects along {e} onto {Be}*

is well defined.

Proof. Since B is injective, {e} and {Be} have the same dimension. We must
show that {e} N {Be}t = {0}. Suppose x € {e} N {Be}t. Then (x, Bx) = 0, which
implies x = 0 since B is self-adjoint and negative definite. a

Remark 6.3. @ may be written explicitly as I — (-, wk)er (summation implied),
where wy, = (Bej)aj, and (e;, Bej)aj, = 6. Since the L? inner product (-,wy)
is a bounded linear functional on H*(T') and e, € HY(T'), Q is also a well-defined
projection on H(T'). By contrast, the L? adjoint Q* = I — (-, e )wy, is generally not
defined on H*(T") due to the possibility of singularities in the arc length derivative of
wp, near junctions.

LEMMA 6.4. The following diagram is commutative in the sense that for each

f
block X ==Y we have fog=idy and go f =idp(y:
g

(6.5) {Be}L%{e}J— CL; (e}t Z (Be}t .

Proof. P and @ both project along {e}, so PQ = P and QP = Q. Since
ran(P) = {e}* and ran(Q) = {Be}*, the block involving P and Q is commutative.
Since LG is the identity on {e}* and GL is the identity on D(L) N {e}* = ran(G),
the block involving L and G is commutative. If (x, Be) = 0, then (Bz,e) = 0, so B
maps {Be}t to {e}*. Since SB is the identity on L?(T') and BS is the identity on
D(S) = ran(B), the block involving S and B is commutative. o

THEOREM 6.5. There is a Riesz basis {¢1} for HY(T') and a nonincreasing,
unbounded sequence of numbers A\, < 0 such that SLor = Aoy

Proof. The operator K = G%Q*BQG% is compact and self-adjoint, so there is an
orthonormal basis {¢} for L?(T") such that Koy = urpr, (ux € R, pr — 0). Note
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that = (or, Kor) = (QG2 ok, BQG2y;,) < 0, with equality iff QG2 ¢y, = 0. Note
that ker(QGz) = ker(Gz) = {e} since ker(Q) = {e} and ran(Gz) C {e}+. We may

therefore assume pi,..., g = 0, and the remaining pj form an increasing sequence
of negative numbers converging to zero. Note that
. 1 1

From the above remarks, we know QG %gok is nonzero for k > d. We define

o e k=1,...,d [0, k=1,....d
(6.7) ¢k{QG%wk, k>d } A’“{ugl, k>d }

From the definition of @, it follows that Q*B = BQ, so QGBQ¢r = pur¢r. If
k < d, then SL¢y = 0 since ¢y, € {e}. Otherwise, Q¢ = ¢, and Lemma 6.4 gives
SL¢y, = SL(uy, 'QGBdr) = A\p .. It is readily verified that for k > 1,

(6.8) o= [I-P)+QC3 o,  ¢n=[I Q) +L o

Since [I — P + QGz] is bounded from L%(T) to H*(I') and its inverse [I — Q + L2]
is bounded in the other direction, they are isomorphisms. Thus the ¢y form a Riesz
basis for H(T") as claimed. 0

THEOREM 6.6. The initial value problem n, = SLn, n(0) = 1y generates an
analytic semigroup {E; : t > 0} of bounded linear operators on H'(T').

Proof. Since the ¢y form a Riesz basis, the mapping from H(T') to I? giving
the coefficients of the expansion 19 = >, ar¢r is an isomorphism, and there is a
constant C independent of ng such that C~2||no||%: < Y pe; |ax* < C?||nol|%:. These
coeflicients may be determined via

6.9  ar=(I-Q+Lno, o) = (m,8}),  &f = — Q"+ L],

where (-, -) is the L?(I") inner product. For ny € H'(I') we define

(6.10) Emo = are™lor,  ar = (no, ;).

E; is bounded for any ¢ > 0 since A\, < 0 for all k, and hence || Emoll 1 < C?||nol| m1-
Ey is clearly the identity on H'(I'), and Etys = EF, since (¢}, ¢}) = ;5. For fixed
1o, the mapping t — FE;ng is continuous for ¢ > 0 since

N [o'e) 2
(6.11) B0 — Esnollar < C <Z jan(eMt — )P+ ak|2>

k=1 k=N+1

may be made arbitrarily small by choosing N large enough to make the second term
small and then s close enough to ¢ to make the first term small. Note that for any
fixed t > 0 and g € H*(T') we have

(6.12)

H Ei w0 — Eymo

- SLE
A tTlo

<C <su1;|t_1f1(>\kt)f2()\kh)|> <Z|ak|2> .
Hl

k> =1

where fi(z) = ze* and fa(z) = 1(e* — 1) — 1. The supremum may be made arbi-
trarily small by taking h sufficiently close to zero since f; and f; are bounded on



STRESS-DRIVEN GRAIN BOUNDARY DIFFUSION: PART I 1857

the negative real axis, lim,_,_ f1(z) = 0, and lim,_o f2(2) = 0. Thus we see that
SL is the generator of {F; : ¢ > 0}. To show that this semigroup is analytic, we
need only check that limsup, o t||[SLE;|| < oo, which follows from t[|SLEm||m <

O (supe | AOD (5 lanf?) ' < C2e ol O

Remark 6.7. Equation (6.10) leads to a useful numerical method in which ¢y, ¢5,
and A are computed by approximating QGBQ (which has the same eigenfunctions
as SL with reciprocal or zero eigenvalues) using a singularity capturing least squares
finite element method; see [30, 26].

Remark 6.8. Since E; is an operator on H*(T') and the formula for the evolution
of normal stress is given by

(6.13) n(t) = Ei(no + ) — ¢,

we should verify that v belongs to H(I'). Since 1 is the solution to the Laplace
equation on a domain with corners, it is smooth in the interior of 2 with singularities
of the form

(6.14) ™ p(6) A=7/w>1/2)

near reentrant corners of opening angle w < 27 [12, 19]. As a result, the restriction of
1 to I is continuous on I', differentiable in the interior of each I';, and its derivative
with respect to arc length cannot diverge at the endpoints faster than smn=1 (It
will diverge at all only if the grain boundary terminates at a reentrant corner of the
domain.) If we assume that 2 has no cracks with w = 27 or, if it has cracks, that the
crack tips do not lie on grain boundaries, then Ay, > % and ¢ € HY(T) as claimed.

6.2. The steady state stress distribution. Since \; = --- = Ay =0, E} leaves
{e} = ker(SL) invariant. Since A; < Agy1 < 0 for k > d, E; takes any vector
in {Be}* = ran(SL) to zero as t — oo. More precisely, one may show [31] that
lim; o By = I — @ in norm. Thus
(6'15) Tlsteady = tli{l;O n(t) = (I - Q)(no + ¢) — .
As a result, in the nondegenerate case there are constants c; such that
(6.16) Nsteady = — ¥ + Cj€; (summation implied).
We also observe that (Nsteady — 10) = —Q (10 + ¥) € {Be}*, so

(617) (nsteady - 7707Bek) =0 (1 S k S d)

Since B is self-adjoint, this implies (gsteady — 9o, €x) = 0, which is a statement of mass
conservation on each connected component of I'. Using (6.16) and (6.17), we have

(6.18) cjej, Beg) = (no + ¢, Bex) (1 <k <d),
which determines the ¢; uniquely due to the fact that the d x d matrix with components

(ej, Bey) is invertible. Note that the steady state flux 05 (7stcady+1) is zero; this ceases
to be true in the degenerate case [31], where (6.16) has additional nonconstant terms.
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E=-Vy

B
Ji

T

Fic. 6.1. The electric field can lead to a flur imbalance at a triple (or wall) junction which
must be immediately compensated by stress gradients to satisfy mass conservation. As a result, 1
generally will not lie in D(L) although n(t) + 1 € D(L) when t > 0.

6.3. Boundary conditions. @ does not necessarily satisfy zero flux boundary
conditions at junctions, and therefore, although v € D(Ll/ 2), it is not necessarily in
D(L); see Figure 6.1. On the other hand, because E; is analytic, we have range(E;) C
D(SL) for all t > 0. Therefore n(t) in (6.13) has the property that

(6.19) n(t)+¢ € D(L) (t>0).

This implies chemical potential continuity and flux balance at all junctions for ¢t > 0
(conditions 4b, 5b, and 5c¢ in Figure 2.3). The grain growth function g may be obtained
from 7 via g(t) = Bn(t), which automatically satisfies the compatibility conditions
4a and Ha of Figure 2.3 by virtue of the definition of B in (4.6). We have therefore
proved that the grain boundary diffusion problem is well posed.

6.4. Stress singularities at junctions. It is well known that solutions to el-
liptic systems (such as the Lamé equations) on domains with corners and interface
junctions exhibit singularities at these junctions. In the current case, as the normal
stress 17 evolves on the grain boundary network, the stress and displacement fields in
the bulk grains evolve as the solution to the grain boundary normal stress problem
with 7 specified on I'; see Definition 4.1. The general theory [30, 19, 24] states that
the singular part of the solution may be written as a sum of power solutions (each
component of the form r*¢(#) in local polar coordinates) to the homogeneous bound-
ary value problem. As a result, the singular part of the solution near a given junction
satisfies boundary conditions (4.1)—(4.4) with n = 0 along the grain boundaries en-
tering the junction. Although a different linear combination of stress components
will generally diverge as the junction is approached along I', n - on will remain finite
and well behaved, and all boundary conditions in Figure 2.3 describe quantities that
remain finite despite the singularities. The corresponding displacement jump g will
also remain finite, although it will generally exhibit infinite slopes and discontinuities
(compatible with the boundary conditions) at junctions.

We have therefore demonstrated a mechanism through which stress components
directly involved in the mass transport process remain bounded and well behaved
while other “hidden” stress components grow very large and develop singularities;
these components may be responsible for void nucleation and stress-induced damage
but are omitted from commonly used scalar stress-generation models. In [30, 26], the
first several terms in the asymptotic expansion for u and ¢ are computed a priori and
added to the finite element basis to improve accuracy without mesh refinement. These
singular functions often are very complicated, with singularity exponents clustered
together in the complex plane.

Appendix. Infinite interconnect line.
In this section, we work out an exact solution to the stress-driven grain boundary
diffusion problem g; = —mn,, for an infinite interconnect line with a single grain
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u=v=0

/////////////////// )

v =g, ot=o0", exploited
/////////////////

u=v=0

Fic. A.1. The geometry and boundary conditions for the infinite strip.

boundary running through the center. This provides useful insight about the nature
of the diffusion process without the complication of boundary conditions at junctions
or singularities in the stress field. The approach is to solve the elastic equations
for a sinusoidal grain growth g and then use separation of variables and the Fourier
transform to determine the evolution for an arbitrary initial condition.

A.1. Elastic equations for sinusoidal grain growth. Suppose the grain
boundary coincides with the x-axis, and let h denote the width of each grain, as
shown in Figure A.1. If we let u = u1, v = uo and define k, «, 3, 7, and 7 by

A+ 3u (o= T 2
(A1) K= N Ju< . a—l—’y)’ ﬂi/@—i—l(vz Uy),

then complex variable methods in plane elasticity [22, 30] can be used to guarantee
the existence of holomorphic ¢ and ¥ (known as Muskhelishvili functions) such that

a+if=2¢,
(A.2) Vit =z¢" + 9/,
U+ = % (mb—zq;’—zﬁ).

By symmetry, for any displacement jump g(x) the variables in the top grain will be
related to the variables in the bottom grain via

(AB) u+(x,y) :u_(x, _y)v v+(x,y) = —1)_(],‘, _y)7
(A.4) o (z,y) =a (z,—y), [T (z,y)=—F (z,—y),
(A.5) Y y) =" (2, —y), T (xy) = -7 (x,—y).

Thus it is sufficient to restrict attention to the top grain. At y = h, we impose Dirichlet
boundary conditions © = v = 0. Along the grain boundary, the four conditions

ut=u", vt —v =g, a”+9T =a" +77, 77 =7 reduce to
(A.6) T=0, v = g (boundary conditions along grain boundary).

We observe that in the limit as A — oo, these boundary conditions coincide with the
problem of a rigid stamp without friction on a half-space and can be solved using
singular integrals [23]. We omit details since the result for finite h covers this case in
the limit.
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For finite h, the singular integral approach does not work (at least not easily), so
instead we take g of the form

(A7) g(x) = ¢1 coswx + ¢y sinwe

and make an ansatz for the form of the Muskhelishvili functions:

(A.8)

¢ = (a1 +iaz2) coswz + (as + iaq) sinwz,

(A.9)

¥ = (a5 + tag) coswz + (a7 + iag) sinwz + (ag + ia10)z coswz + (a1 + taiz)zsinwz.

We wish to determine if there are real coefficients a; for which the boundary conditions
are satisfied. We begin by constructing the 4 x 12 real matrix Ag(w, &, h, x) whose
ith column contains the boundary conditions u(y = h), v(y = h), v(y = 0), 7(y = 0)
for the ¢ and 1 corresponding to a;. For example, the second column corresponds to
¢ =1coswz, ¥ =0:

wh sin wzx cosh wh — wx coswz sinh wh + k sinwz sinh wh
(A.10) cola(Ag) = 1 —wh cos wx sinh wh — wx. sin wx cosh wh + K cos wx cosh wh
2 —w sinwx + K cos wx
—2w?x cos wx

Next we define the 16 x 12 real matrix A(w, k, h) by expanding each row of Ay into four
rows containing the coefficients of cos(wz), sin(wx), x cos(wz), zsin(wz). To satisfy
the boundary conditions (A.6), we need to find a € R'? such that Aa = b, where b
contains the desired coefficients of the terms cos(wz), sin(wz), x cos(wx), xsin(wz) in
the boundary conditions. Explicitly, b and the second column of A are given by

0
wh coshwh + ksinh wh
—wsinhwh
0
—wh sinhwh + Kk coshwh
0
0

(A11) b=+ , coly(A) = % —weoshwh

OO OO OO OO

[\
Q0
N =
o=

OO OO oo
o

We verify that a solution exists by computing the nullspace of AT symbolically and
checking that b € (ker AT)1 = image A. We then select 12 linearly independent rows
of A (and the corresponding rows of b) and solve Aa = b symbolically. The resulting
a determines ¢ and v, which we use to compute n = 099 = a + v along the grain
boundary. This has to be done only once since the parameters such as x and h appear
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FiGc. A.2. Left: plot of C(w) for h =1 and k = 1.15,1.4,2.0,3.0. Right: plot of the dissipation
rate C(w)w? for h =1 and k = 1.001,1.01,1.1,2.0. Note that C(w) diverges in the incompressible
(k — 1), long wavelength (w — 0) limit and that although C(w) is not monotonic for k < 2, C(w)w?

27,2

is monotonic for w > 0. The envelope of the graphs of C(w)w? is % + fgw” near the origin as

Kk — 1.

symbolically. All of this, including the construction of Ay and A via (A.2), (A.8), and
(A.9), can be done without difficulty using Mathematica or Maple.

The result of this computation is that along the grain boundary, 7 is a constant
multiple of g for any ¢y, ¢, w:

B _ w[l+ k2 + 4h*w? 4 2k cosh 2hw]
(A-12) n(z) = ~Clwlg(x), Clw) = (1 4 k)[k sinh 2hw — 2hw]

A plot of C(w) for a few values of k is given in Figure A.2. For large and small w, we
see that C'(w) has the asymptotic form

_ 2w
T 14k

(A.14) Cw) = % {2('?_11) - (53(5)_(/-;1)2 3 (hw)? 4 - } (Jhw] < 1).

(A.13) C(w)

(|hw| > 1),

A.2. Evolution for an arbitrary initial condition. The fact that n(z) =
—C(w)g(z) when g varies harmonically allows us to use the Fourier transform to solve
the grain boundary diffusion problem for an arbitrary initial condition g(z,¢ = 0).
Note that the solution to g = —1,, with g(z,t = 0) = coswz is given by

(A.15) g(z,t) = e~ Ot coswa.

This gives the time evolution of each Fourier mode. If we write g at t =0 as
(A.16) g(z,0) = /Oo e G(w,0) dw,

then at any later time g will be

(A.17) g(z,t) = /00 e G(w,t) dw = /00 ew‘"”e_c(“)“’ztg(w,O) dw.

It is instructive to compare the dissipation rate C(w)w? to that for the heat
equation and the linearized surface diffusion equation:
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Dissipation Rate Equation
bw? ur = bug, (b>0)
C(w)w2 9t = —MNaax
buw* U = —Uggze (b >0)

From Figure A.2 and (A.12)—(A.14), we see that low-frequency modes decay like the
heat equation with b = (k + 1)[2h(k — 1)] 7!, whereas high-frequency modes decay as
exp(—blw|?) with b = 2(1+ k)1, which is halfway between the heat equation and the
linearized surface diffusion equation.
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