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Introduction

How this book came to be

**something cowritten by all authors? Include acknowledgments to the many course
participants who helped supply these notes**

Notation

Needless to say, we will fail to use completely consistent notation throughout these notes. We will
generally use A,B, C, . . . for categories; named categories are written in small-caps, so that for
example A-mod is the category of (sometimes only finite-dimensional) A-modules. Objects in a
category are generally denoted A,B,C, . . . , with the exception that for Lie algebras we use fraktur
letters a, b, c, and for sheaves we use fancier scripts. The classical Lie groups we refer to with roman
letters (GL(n,C), etc.), and we write Mat(n) for the algebra of n× n matrices. Famous fields and
rings are in black-board-bold: R,C,Q,Z, and we use K rather than k for a generic field. The
natural numbers N is always the set {0, 1, 2, . . . } of non-negative integers.

In a category with products, we use {pt} for the terminal object, and × for the monoidal
structure; a general monoidal category is written with ⊗ for the product. We do not include
associators and other higher-categorical things.

For morphisms in a category we use lower-case Greek and Roman letters α, β, a, b, c, . . . . An
element of an object A in a monoidal category is a morphism a : {pt} → A, or with {pt} replaced
by the monoidal unit; we will write this as “a ∈ A” following the usual convention. When the
category is concrete with products, this agrees with the set-theoretic meaning. The identity map
on any object A ∈ A we write as 1A or idA, or id when unambiguous. We always write the identity
matrix as 1, or 1n for the n× n identity matrix when we need to specify its size. Similarly, 0 and
0n refer to the zero matrix.

If M is a manifold (we will never need more general geometric spaces), we will write C (M) for
the continuous, smooth, analytic, or holomorphic functions on it, depending on what is natural for
the given space. Thus if M is a real manifold, we will always use the symbol C for the sheaf of
infinitely-differentiable or analytic functions on it, depending on whether the ambient category is
that of infinitely-differentiable manifolds or analytic manifolds. When working over the complex
numbers, C may refer to the sheaf of complex analytic functions or of holomorphic functions. (If
M is an algebraic variety, we write O(M) for its algebra of regular functions, and OM for the
corresponding sheaf.) Moreover, we will abuse the word “smooth” to mean any of “infinitely-

ix
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differentiable”, “analytic”, or “holomorphic”, depending on the choice of ambient category. When
a statement does not hold in this generality, we will specify. We write TM for the tangent bundle
of M , and TpM for the fiber over the point p.

Within a subsection, all things — equations, theorems, definitions, etc. — are numbered with
the same counter.



Chapter 1

Motivation: Closed Linear Groups

1.1 Definition of a Lie group

1.1.1 Group objects

1.1.1.1 Definition Let C be a category with finite products; denote the terminal object by {pt}. A
group object in C is an object G along with maps µ : G × G → G, i : G → G, and e : {pt} → G,
such that the following diagrams commute:

G×G×G G×G

G×G G

1G×µ

µ×1G µ

µ

(1.1.1.2)

G{pt} ×G

G×G

G× {pt}

e×1G
µ

∼

1G×e

∼

(1.1.1.3)

{pt}G

G×G G×G

G

G×G G×G

e

∆

∆

µ

µ

1G×i

i×1G

(1.1.1.4)

1
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In equation (1.1.1.3), the isomorphisms are the canonical ones. In equation (1.1.1.4), the map
G→ {pt} is the unique map to the terminal object, and ∆ : G→ G×G is the canonical diagonal
map.

If (G,µG, eG, iG) and (H,µH , eH , iH) are two group objects, a map f : G→ H is a group object
homomorphism if the following commute:

G×G G

H ×H H

µG

µH

f×f f {pt}

G

H

eG

eH

f

(That f intertwines iG with iH is then a corollary.)

1.1.1.5 Definition A (left) group action of a group object G in a category C with finite products
is a map ρ : G×X → X such that the following diagrams commute:

G×G×X G×X

G×X X

1G×ρ

µ×1X ρ

ρ

(1.1.1.6)

X

G×X

{pt} ×X

ρ
e×1X

∼

(1.1.1.7)

(The diagram corresponding to equation (1.1.1.4) is then a corollary.) A right action is a map
X ×G→ X with similar diagrams. We denote a left group action ρ : G×X → X by ρ : Gy X.

Let ρX : G × X → X and ρY : G × Y → Y be two group actions. A map f : X → Y is
G-equivariant if the following square commutes:

G×X X

G× Y Y

ρX

1G×f f

ρY

(1.1.1.8)

1.1.2 Analytic and algebraic groups

1.1.2.1 Definition A Lie group is a group object in a category of manifolds. In particular, a
Lie group can be infinitely differentiable (in the category C∞-Man) or analytic (in the category
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C ω-Man) when over R, or complex analytic or almost complex when over C. We will take “Lie
group” to mean analytic Lie group over either C or R. In fact, the different notions of real Lie
group coincide, a fact that we will not directly prove, as do the different notions of complex Lie
group. As always, we will use the word “smooth” for any of “infinitely differentiable”, “analytic”,
or “holomorphic”.

A Lie action is a group action in the category of manifolds.

A (linear) algebraic group over K (algebraically closed) is a group object in the category of
(affine) algebraic varieties over K.

1.1.2.2 Example The general linear group GL(n,K) of n × n invertible matrices is a Lie group
over K for K = R or C. When K is algebraically closed, GL(n,K) is an algebraic group. It acts
algebraically on Kn and on projective space P(Kn) = Pn−1(K). ♦

1.2 Definition of a closed linear group

We write GL(n,K) for the group of n×n invertible matrices over K, and Mat(n,K) for the algebra
of all n× n matrices. We regularly leave off the K.

1.2.0.1 Definition A closed linear group is a subgroup of GL(n) (over C or R) that is closed as
a topological subspace.

1.2.1 Lie algebra of a closed linear group

1.2.1.1 Lemma / Definition The following describe the same function exp : Mat(n) → GL(n),
called the matrix exponential.

1. exp(a)
def
=
∑
n≥0

an

n!
.

2. exp(a)
def
= eta

∣∣∣
t=1

, where for fixed a ∈ Mat(n) we define eta as the solution to the initial value

problem e0a = 1, d
dte

ta = aeta.

3. exp(a)
def
= lim

n→∞

Å
1 +

a

n

ãn
.

If ab− ba = 0, then exp(a+ b) = exp(a) + exp(b).

The function exp : Mat(n) → GL(n) is a local isomorphism of analytic manifolds. In a neigh-

borhood of 1 ∈ GL(n), the function log a
def
= −

∑
n>0

(1− a)n

n
is an inverse to exp. �

1.2.1.2 Lemma / Definition Let H be a closed linear group. The Lie algebra of H is the set

Lie(H) = {x ∈ Mat(n) : exp(Rx) ⊆ H}

1. Lie(H) is a R-subspace of Mat(n).
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2. Lie(H) is closed under the bracket [, ] : (a, b) 7→ ab− ba. �

1.2.1.3 Definition A Lie algebra over K is a vector space g along with an antisymmetric map
[, ] : g⊗ g→ g satisfying the Jacobi identity:

[[a, b], c] + [[b, c], a] + [[c, a], b] = 0

A homomorphism of Lie algebras is a linear map preserving the bracket. A Lie subalgebra is a
vector subspace closed under the bracket.

1.2.1.4 Example The algebra gl(n) = Mat(n) of n×nmatrices is a Lie algebra with [a, b] = ab−ba.
It is Lie(GL(n)). Lemma/Definition 1.2.1.2 says that Lie(H) is a Lie subalgebra of Mat(n). ♦

1.2.2 Some analysis

1.2.2.1 Lemma Let Mat(n) = V ⊕W as a real vector space. Then there exists an open neighbor-
hood U 3 0 in Mat(n) and an open neighborhood U ′ 3 1 in GL(n) such that (v, w) 7→ exp(v) exp(w) :
V ⊕W → GL(n) is a homeomorphism U → U ′. �

1.2.2.2 Lemma Let H be a closed subgroup of GL(n), and W ⊆ Mat(n) be a linear subspace such
that 0 is a limit point of the set {w ∈W s.t. exp(w) ∈ H}. Then W ∩ Lie(H) 6= 0.

Proof Fix a Euclidian norm on W . Let w1, w2, · · · → 0 be a sequence in {w ∈W s.t. exp(w) ∈ H},
with wi 6= 0. Then wi/|wi| are on the unit sphere, which is compact, so passing to a subsequence,
we can assume that wi/|wi| → x where x is a unit vector. The norms |wi| are tending to 0, so
wi/|wi| is a large multiple of wi. We approximate this: let ni = d1/|wi|e, whence niwi ≈ wi/|wi|,
and niwi → x. But expwi ∈ H, so exp(niwi) ∈ H, and H is a closed subgroup, so expx ∈ H.

Repeating the argument with a ball of radius r to conclude that exp(rx) is in H, we conclude
that x ∈ Lie(H). �

1.2.2.3 Proposition Let H be a closed subgroup of GL(n). There exist neighborhoods 0 ∈ U ⊆
Mat(n) and 1 ∈ U ′ ⊆ GL(n) such that exp : U

∼→ U ′ takes Lie(H) ∩ U ∼→ H ∩ U ′.

Proof We fix a complement W ⊆ Mat(n) such that Mat(n) = Lie(H) ⊕W . By Lemma 1.2.2.2,
we can find a neighborhood V ⊆ W of 0 such that {v ∈ V s.t. exp(v) ∈ H} = {0}. Then on
Lie(H) × V , the map (x,w) 7→ exp(x) exp(w) lands in H if and only if w = 0. By restricting the
first component to lie in an open neighborhood, we can approximate exp(x + w) ≈ exp(x) exp(w)
as well as we need to — there’s a change of coordinates that completes the proof. �

1.2.2.4 Corollary H is a submanifold of GL(n) of dimension equal to the dimension of Lie(H).
�

1.2.2.5 Corollary exp(Lie(H)) generates the identity component H0 of H. �

1.2.2.6 Remark In any topological group, the connected component of the identity is normal. ♦

1.2.2.7 Corollary Lie(H) is the tangent space T1H
def
= {γ′(0) s.t. γ : R → H, γ(0) = 1} ⊆

Mat(n). �
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1.3 Classical Lie groups

We mention only the classical compact semisimple Lie groups and the classical complex semisimple
Lie groups. There are other very interesting classical Lie groups, c.f. [Lan85].

1.3.1 Classical compact Lie groups

1.3.1.1 Lemma / Definition The quaternions H is the unital R-algebra generated by i, j, k with
the multiplication i2 = j2 = k2 = ijk = −1; it is a non-commutative division ring. Then R ↪→
C ↪→ H, and H is a subalgebra of Mat(4,R). We defined the complex conjugate linearly by ī = −i,
j̄ = −j, and k̄ = −k; complex conjugation is an anti-automorphism, and the fixed-point set is R.
The Euclidean norm of ζ ∈ H is given by ‖ζ‖ = ζ̄ζ.

The Euclidean norm of a column vector x ∈ Rn,Cn,Hn is given by ‖x‖2 = x̄Tx, where x̄ is the
component-wise complex conjugation of x.

If x ∈ Mat(n,R),Mat(n,C),Mat(n,H) is a matrix, we define its Hermetian conjugate to be the
matrix x∗ = x̄T ; Hermetian conjugation is an antiautomorphism of algebras Mat(n) → Mat(n).
Mat(n,H) ↪→ Mat(2n,C) is a ∗-embedding.

Let j =

Ç
0 −1

1 0

å
∈ Mat(2,Mat(n,C)) = Mat(2n,C) be a block matrix. We define GL(n,H)

def
=

{x ∈ GL(2n,C) s.t. jx = x̄j}. It is a closed linear group. �

1.3.1.2 Lemma / Definition The following are closed linear groups, and are compact:

• The (real) special orthogonal group SO(n,R)
def
= {x ∈ Mat(n,R) s.t. x∗x = 1 and detx = 1}.

• The (real) orthogonal group O(n,R)
def
= {x ∈ Mat(n,R) s.t. x∗x = 1}.

• The special unitary group SU(n)
def
= {x ∈ Mat(n,C) s.t. x∗x = 1 and detx = 1}.

• The unitary group U(n)
def
= {x ∈ Mat(n,C) s.t. x∗x = 1}.

• The (real) symplectic group Sp(n,R)
def
= {x ∈ Mat(n,C) s.t. x∗x = 1}. �

There is no natural quaternionic determinant.

1.3.2 Classical complex Lie groups

The following groups make sense over any field, but it’s best to work over an algebraically closed
field. We work over C.

1.3.2.1 Lemma / Definition The following are closed linear groups over C, and are algebraic:

• The (complex) special linear group SL(n,C)
def
= {x ∈ GL(n,C) s.t. detx = 1}.

• The (complex) special orthogonal group SO(n,C)
def
= {x ∈ SL(n,C) s.t. xTx = 1}.

• The (complex) symplectic group Sp(n,C)
def
= {x ∈ GL(2n,C) s.t. xT jx = j}. �
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1.3.3 The classical groups

In full, we have defined the following “classical” closed linear groups:

Group Group Algebra Algebra
Name Description Name Description dimR

C
o
m

p
a
ct SO(n,R) {x ∈ Mat(n,R) s.t. x∗x = 1, detx = 1} so(n,R) {x ∈ Mat(n,R) s.t. x∗ + x = 0}

(n
2

)
SU(n) {x ∈ Mat(n,C) s.t. x∗x = 1, detx = 1} su(n) {x ∈ Mat(n,C) s.t. x∗ + x = 0, trx = 0} n2 − 1
Sp(n,R) {x ∈ Mat(n,H) s.t. x∗x = 1} sp(n,R) {x ∈ Mat(n,H) s.t. x∗ + x = 0} 2n2 + n

GL(n,H) {x ∈ GL(2n,C) s.t. jx = x̄j} gl(n,H) {x ∈M2n(C) s.t. jx = x̄j} 4n2

C
om

p
le

x SL(n,C) {x ∈ Mat(n,C) s.t. detx = 1} sl(n,C) {x ∈ Mat(n,C) s.t. trx = 0} 2(n2 − 1)
SO(n,C) {x ∈ Mat(n,C) s.t. xTx = 1,detx = 1} so(n,C) {x ∈ Mat(n,C) s.t. xT + x = 0} n(n− 1)

Sp(n,C) {x ∈ Mat(n,C) s.t. xT jx = j} sp(n,C) {x ∈ Mat(n,C) s.t. xT j + jx = 0} 2
(2n+1

2

)

1.3.3.1 Proposition Via the natural embedding Mat(n,H) ↪→ Mat(2n,C), we have:

Sp(n) = GL(n,H) ∩ U(2n) (1.3.3.2)

= GL(n,H) ∩ Sp(n,C) (1.3.3.3)

= U(2n) ∩ Sp(n,C) (1.3.3.4)

1.4 Homomorphisms of closed linear groups

1.4.0.1 Definition Let H be a closed linear group. The adjoint action H y H is given by by
gh

def
= ghg−1, and this action fixes 1 ∈ H. This induces the adjoint action Ad : H y T1H = Lie(H).

It is given by g · y = gyg−1, where now y ∈ Lie(H).

1.4.0.2 Lemma Let H and G be closed linear groups and φ : H → G a smooth homomorphism.
Then φ(1) = 1, so dφ : T1H → T1G by X 7→ (φ(1 + tX))′(0). The diagram of actions commutes:

H y T1H

G y T1G

φ dφ

This is to say:

dφ(Ad(h)Y ) = Ad(φ(h)) dφ(Y )

Thus dφ [X,Y ] = [dφX,dφY ], so dφ is a Lie algebra homomorphism.

If H is connected, the map dφ determines the map φ. �
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Exercises

1. (a) Show that the orthogonal groups O(n,R) and O(n,C) have two connected components,
the identity component being the special orthogonal group SOn, and the other consisting
of orthogonal matrices of determinant −1.

(b) Show that the center of O(n) is {±In}.
(c) Show that if n is odd, then SO(n) has trivial center and O(n) ∼= SO(n) × (Z/2Z) as a

Lie group.

(d) Show that if n is even, then the center of SO(n) has two elements, and O(n) is a
semidirect product (Z/2Z) n SO(n), where Z/2Z acts on SO(n) by a non-trivial outer
automorphism of order 2.

2. Construct a smooth group homomorphism Φ : SU(2)→ SO(3) which induces an isomorphism
of Lie algebras and identifies SO(3) with the quotient of SU(2) by its center {±I}.

3. Construct an isomorphism of GL(n,C) (as a Lie group and an algebraic group) with a closed
subgroup of SL(n+ 1,C).

4. Show that the map C∗ × SL(n,C) → GL(n,C) given by (z, g) 7→ zg is a surjective ho-
momorphism of Lie and algebraic groups, find its kernel, and describe the corresponding
homomorphism of Lie algebras.

5. Find the Lie algebra of the group U ⊆ GL(n,C) of upper-triangular matrices with 1 on
the diagonal. Show that for this group, the exponential map is a diffeomorphism of the Lie
algebra onto the group.

6. A real form of a complex Lie algebra g is a real Lie subalgebra gR such that that g = gR⊕ igR,
or equivalently, such that the canonical map gR⊗RC→ g given by scalar multiplication is an
isomorphism. A real form of a (connected) complex closed linear group G is a (connected)
closed real subgroup GR such that Lie(GR) is a real form of Lie(G).

(a) Show that U(n) is a compact real form of GL(n,C) and SU(n) is a compact real form
of SL(n,C).

(b) Show that SO(n,R) is a compact real form of SO(n,C).

(c) Show that Sp(n,R) is a compact real form of Sp(n,C).
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Chapter 2

Mini-course in Differential Geometry

2.1 Manifolds

2.1.1 Classical definition

2.1.1.1 Definition Let X be a (Hausdorff) topological space. A chart consists of the data U ⊆
open

X

and a homeomorphism φ : U
∼→ V ⊆

open
Rn. Rn has coordinates xi, and ξi

def
= xi ◦ φ are local

coordinates on the chart. Charts (U, φ) and (U ′, φ′) are compatible if on U ∩ U ′ the ξ′i are smooth
functions of the ξi and conversely. I.e.:

U ∩ U ′U U ′

φ

V

φ′

V ′

φ̄

W

φ̄′

W ′⊇V ⊆ V’
φ̄′◦φ̄−1

smooth with smooth inverse

(2.1.1.2)

An atlas on X is a covering by pairwise compatible charts.

2.1.1.3 Lemma If U and U ′ are compatible with all charts of A, then they are compatible with
each other. �

2.1.1.4 Corollary Every atlas has a unique maximal extension. �

2.1.1.5 Definition A manifold is a Hausdorff topological space with a maximal atlas. It can be
real, infinitely-differentiable, complex, analytic, etc., by varying the word “smooth” in the compat-
ibility condition equation (2.1.1.2).

2.1.1.6 Definition Let U be an open subset of a manifold X. A function f : U → R is smooth if
it is smooth on local coordinates in all charts.

9
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2.1.2 Sheafs

2.1.2.1 Definition A sheaf of functions S on a topological space X assigns a ring S (U) to each
open set U ⊆

open
X such that:

1. if V ⊆ U and f ∈ S (U), then f |V ∈ S (V ), and

2. if U =
⋃
α Uα and f : U → R such that f |Uα ∈ S (Uα) for each α, then f ∈ S (U).

The stalk of a sheaf at x ∈ X is the space Sx
def
= limU3x S (U).

2.1.2.2 Lemma Let X be a manifold, and assign to each U ⊆
open

X the ring C (U) of smooth

functions on U . Then C is a sheaf. Conversely, a topological space X with a sheaf of functions
S is a manifold if and only if there exists a covering of X by open sets U such that (U,S |U ) is
isomorphic as a space with a sheaf of functions to (V,S Rn |V ) for some V ⊆ Rn open. �

2.1.3 Manifold constructions

2.1.3.1 Definition If X and Y are smooth manifolds, then a smooth map f : X → Y is a
continuous map such that for all U ⊆ Y and g ∈ C (U), then g ◦ f ∈ C (f−1(U)). Manifolds form
a category Man with products: a product of manifolds X × Y is a manifold with charts U × V .

2.1.3.2 Definition Let M be a manifold, p ∈ M a point, and γ1, γ2 : R → M two paths with
γ1(0) = γ2(0) = p. We say that γ1 and γ2 are tangent at p if (f ◦ γ1)′(0) = (f ◦ γ2)′(0) for all
smooth f on a nbhd of p, i.e. for all f ∈ Cp. Each equivalence class of tangent curves is called a
tangent vector.

2.1.3.3 Definition Let M be a manifold and C its sheaf of smooth functions. A point derivation
is a linear map δ : Cp → R satisfying the Leibniz rule:

δ(fg) = δf g(p) + f(p) δg (2.1.3.4)

2.1.3.5 Lemma Any tangent vector γ gives a point derivation δγ : f 7→ (f ◦ γ)′(0). Conversely,
every point derivation is of this form. �

2.1.3.6 Lemma / Definition Let M and N be manifolds, and f : M → N a smooth map sending
p 7→ q. The following are equivalent, and define (df)p : TpM → TqN , the differential of f at p:

1. If [γ] ∈ TpM is represented by the curve γ, then (df)p(X)
def
= [f ◦ γ].

2. If X ∈ TpM is a point-derivation on SM,p, then (df)p(X) : SN,q → R (or C) is defined by
ψ 7→ X[ψ ◦ f ].

3. In coordinates, p ∈ U ⊆
open

Rm and q ∈W ⊆
open

Rn, then locally f is given by f1, . . . , fn smooth

functions of x1, . . . , xm. The tangent spaces to Rn are in canonical bijection with Rn, and a
linear map Rm → Rn should be presented as a matrix:

Jacobian(f, x)
def
=

∂fi
∂xj

�
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2.1.3.7 Lemma We have the chain rule: if M
f→ N

g→ K, then d(g ◦ f)p = (dg)f(p) ◦ (df)p. �

2.1.3.8 Theorem (Inverse Mapping Theorem)
1. Given smooth f1, . . . , fn : U → R where p ∈ U ⊆

open
Rn, then f : U → Rn maps some

neighborhood V 3 p bijectively to W ⊆
open

Rn with s/a/h inverse iff det Jacobian(f, x) 6= 0.

2. A smooth map f : M → N of manifold restricts to an isomorphism p ∈ U → W for some
neighborhood U if and only if (df)p is a linear isomorphism. �

2.1.4 Submanifolds

2.1.4.1 Proposition Let M be a manifold and N a topological subspace with the induced topology
such that for each p ∈ N , there is a chart U 3 p in M with coordinates {ξi}mi=1 : U → Rm such that
U ∩ N = {q ∈ U s.t. ξn+1(q) = · · · = ξm(q) = 0}. Then U ∩ N is a chart on N with coordinates
ξ1, . . . , ξn, and N is a manifold with an atlas given by {U∩N} as U ranges over an atlas of M . The
sheaf of smooth functions CN is the sheaf of continuous functions on N that are locally restrictions
of smooth functions on M . The embedding N ↪→M is smooth, and satisfies the universal property
that any smooth map f : Z →M such that f(Z) ⊆ N defines a smooth map Z → N . �

2.1.4.2 Definition The map N ↪→M in Proposition 2.1.4.1 is an immersed submanifold. A map
Z →M is an immersion if it factors as Z

∼→ N ↪→M for some immersed submanifold N ↪→M .

2.1.4.3 Proposition If N ↪→M is an immersed submanifold, then N is locally closed. �

2.1.4.4 Proposition Any closed linear group H ⊆ GL(n) is an immersed analytic submanifold.
If Lie(H) is a C-subspace of Mat(n,C), then H is a holomorphic submanifold.

Proof The following diagram defines a chart near 1 ∈ H, which can be moved by left-multiplication
wherever it is needed:

U V
exp

log
M(n) ⊇

∈0
⊆ GL(n)

∈1

Lie(H) ∩ U H ∩ V �

2.1.4.5 Lemma Given TpM = V1 ⊕ V2, there is an open neighborhood U1 × U2 of p such that
Vi = TpUi. �

2.1.4.6 Lemma If s : N →M ×N is a s/a/h section, then s is a (closed) immersion. �

2.1.4.7 Proposition A smooth map f : N → M is an immersion on a neighborhood of p ∈ N if
and only if (df)p is injective. �
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2.2 Vector Fields

2.2.1 Definition

2.2.1.1 Definition Let M be a manifold. A vector field assigns to each p ∈M a vector xp, i.e. a
point derivation:

xp(fg) = f(p)xp(g) + xp(f) g(p) (2.2.1.2)

We define (xf)(p)
def
= xp(f). Then x(fg) = f x(g) + x(f) g, so x is a derivation. But it might be

discontinuous. A vector field x is smooth if x : CM → CM is a map of sheaves. Equivalently, in
local coordinates the components of xp must depend smoothly on p. By changing (the conditions
on) the sheaf C , we may define analytic or holomorphic vector fields.

Henceforth, the word “vector field” will always mean “smooth (or analytic or holomorphic)
vector field”. Similarly, we will use the word “smooth” to mean smooth or analytic or holomorphic,
depending on our category.

2.2.1.3 Lemma The commutator [x, y]
def
= xy − yx of derivations is a derivation.

Proof An easy calculation:

xy(fg) = xy(f) g + x(f) y(g) + y(f)x(g) + f xy(g) (2.2.1.4)

Switch X and Y , and subtract:

[x, y](fg) = [x, y](f) g + f [x, y](g) (2.2.1.5)

�

2.2.1.6 Definition A Lie algebra is a vector space l with a bilinear map [, ] : l× l→ l (i.e. a linear
map [, ] : l⊗ l→ l), satisfying

1. Antisymmetry: [x, y] + [y, x] = 0

2. Jacobi: [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0

2.2.1.7 Proposition Let V be a vector space. The bracket [x, y]
def
= xy− yx makes End(V ) into a

Lie algebra. �

2.2.1.8 Lemma / Definition Let l be a Lie algebra. The adjoint action ad : l→ End(l) given by
adx : y 7→ [x, y] is a derivation:

(adx)[y, z] = [(adx)y, z] + [y, (adx)z]

Moreover, ad : l→ End(l) is a Lie algebra homomorphism:

ad([x, y]) = (adx)(ad y)− (ad y)(adx) �
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2.2.2 Integral curves

Let ∂t be the vector field f 7→ d
dtf on R.

2.2.2.1 Proposition Given a smooth vector field x on M and a point p ∈M , there exists an open
interval I ⊆

open
R such that 0 ∈ I and a smooth curve γ : I →M satisfying:

γ(0) = p (2.2.2.2)

(dγ)t(∂t) = xγ(t) ∀t ∈ I (2.2.2.3)

When M is a complex manifold and x a holomorphic vector field, we can demand that I ⊆
open

C is

an open domain containing 0, and that γ : I →M be holomorphic.

Proof In local coordinates, γ : R → Rn, and we can use existence and uniqueness theorems for
solutions to differential equations; then we need that a smooth (analytic, holomorphic) differential
equation has a smooth (analytic, holomorphic) solution.

But there’s a subtlety. What if there are two charts, and solutions on each chart, that diverge
right where the charts stop overlapping? Well, since M is Hausdorff, if we have two maps I →M ,
then the locus where they agree is closed, so if they don’t agree on all of I, then we can go to the
maximal point where they agree and look locally there. �

2.2.2.4 Definition The integral curve
∫
x,p(t) of x at p is the maximal curve satisfying equa-

tions (2.2.2.2) and (2.2.2.3).

2.2.2.5 Proposition The integral curve
∫
x,p depends smoothly on p ∈M . �

2.2.2.6 Proposition Let x and y be two vector fields on a manifold M . For p ∈M and s, t ∈ R,
define q by the following picture:

p1

p2

p3

p

q
∫
x

t ∫
y

s
∫
x

−t

∫
y

−s

Then for any smooth function f , we have f(q)− f(p) = st[x, y]pf +O(s, t)3.

Proof Let α(t) =
∫
x,p(t), so that f(α(t))′ = xf(α(t)). Iterating, we see that

Ä
d
dt

än
f(α(t)) =

xnf(α(t)), and by Taylor series expansion,

f(α(t)) =
∑ 1

n!

Å
d

dt

ãn
f(α(0))tn =

∑ 1

n!
xnf(p)tn = etxf(p). (2.2.2.7)
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By varying p, we have:

f(q) =
Ä
e−syf

ä
(p3) (2.2.2.8)

=
Ä
e−txe−syf

ä
(p2) (2.2.2.9)

=
Ä
esye−txe−syf

ä
(p1) (2.2.2.10)

=
Ä
etxesye−txe−syf

ä
(p) (2.2.2.11)

We already know that etxesye−txe−sy = 1 + st[x, y] + higher terms. Therefore f(q) − f(p) =
st[x, y]pf +O(s, t)3. �

2.2.3 Group actions

2.2.3.1 Proposition Let M be a manifold, G a Lie group, and GyM a Lie group action, i.e. a
smooth map ρ : G×M →M satisfying equations (1.1.1.6) and (1.1.1.7). Let x ∈ TeG, where e is
the identity element of the group G. The following descriptions of a vector field `x ∈ Vect(M) are
equivalent:

1. Let x = [γ] be the equivalence class of tangent paths, and let γ : I → G be a representative

path. Define (`x)m = [γ̃] where γ̃(t)
def
= ρ

Ä
γ(t)−1,m

ä
. On functions, `x acts as:

(`x)mf
def
=

d

dt

∣∣∣∣
t=0

f
Ä
γ(t)−1m

ä
(2.2.3.2)

2. Arbitrarily extend x to a vector field x̃ on a neighborhood U ⊆ G of e, and lift this to ˜̃x on

U ×M to point only in the U -direction: ˜̃x(u,m)
def
= (x̃u, 0) ∈ TuU × TmM . Let `x act on

functions by:

(`x)f
def
= −˜̃x(f ◦ p)

∣∣∣
{e}×M=M

(2.2.3.3)

3. (`x)m
def
= −(dρ)(e,m)(x, 0) �

2.2.3.4 Proposition Let G be a Lie group, M and N manifolds, and G y M , G y N Lie
actions, and let f : M → N be G-equivariant. Given x ∈ TeG, define `Mx and `Nx vector fields
on M and N as in Proposition 2.2.3.1. Then for each m ∈M , we have:

(df)m(`Mx) = (`Nx)f(m) �

2.2.3.5 Definition Let G y M be a Lie action. We define the adjoint action of G on Vect(M)

by gy
def
= dg(y)gm = (dg)m(ym). Equivalently, Gy CM by g : f 7→ f ◦ g−1, and given a vector field

thought of as a derivation y : CM → CM , we define gy
def
= gyg−1.

2.2.3.6 Example Let G y G by right multiplication: ρ(g, h)
def
= hg−1. Then G y TeG by the

adjoint action Ad(g) = d(g − g−1)e, i.e. if x = [γ], then Ad(g)x = [g γ(t) g−1]. ♦
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2.2.3.7 Definition Let ρ : G y M be a Lie action. For each g ∈ G, we define gM to be the
manifold M with the action gρ : (h,m) 7→ ρ(ghg−1,m).

2.2.3.8 Corollary For each g ∈ G, the map g : M → gM is G-equivariant. We have:
g`x = dg(`x) = `

gMx = `(Ad(g)x) �

2.2.3.9 Proposition Let ρ : G y G by ρg : h 7→ hg−1. Then ` : TeG → Vect(G) is an isomor-
phism from TeG to left-invariant vector fields, such that (`x)e = x.

Proof Let λ : G y G be the action by left-multiplication: λg(h) = gh. Then for each g, λg is ρ-
equivariant. Thus dλg(`x) = λg(`x) = `x, so `x is left-invariant, and (`x)e = x since ρ(g, e) = g−1.
Conversely, a left-invariant field is determined by its value at a point:

(`x)g = (dλg)e(`xe) = (dλg)e(x) (2.2.3.10)

�

2.2.4 Lie algebra of a Lie group

2.2.4.1 Lemma / Definition Let G y M be a Lie action. The subspace of Vect(M) of G-
invariant derivations is a Lie subalgebra of Vect(M).

Let G be a Lie group. The Lie algebra of G is the Lie subalgebra Lie(G) of Vect(G) consisting
of left-invariant vector fields, i.e. vector fields invariant under the action λ : G y G given by
λg : h 7→ gh.

We identify Lie(G)
def
= TeG as in Proposition 2.2.3.9. �

2.2.4.2 Lemma Given GyM a Lie action, x ∈ Lie(G) represented by x = [γ], and y ∈ Vect(M),
we have:

d

dt

∣∣∣∣
t=0

γ(t)yf = [`x, y]f (2.2.4.3)

Proof

d

dt

∣∣∣∣
t=0

γ(t)yf (p) =
d

dt

∣∣∣∣
t=0

γ(t) y γ(t)−1f (p) (2.2.4.4)

=
d

dt

∣∣∣∣
t=0

γ(t) y f(γ(t) p) (2.2.4.5)

=
d

dt

∣∣∣∣
t=0

γ(t) y f(γ(0) p) + γ(0)
d

dt

∣∣∣∣
t=0

yf(γ(t)p) (2.2.4.6)

= `x(yf)(p) + y
d

dt

∣∣∣∣
t=0

f(γ(t)p) (2.2.4.7)

= `x(yf)(p) + y(−`x f)(p) (2.2.4.8)

= [`x, y]f (p) (2.2.4.9)

�
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2.2.4.10 Corollary Let GyM be a Lie action. If x, y ∈ Lie(G), where x = [γ], then

`M
Ä
`Ad(−x) y

ä
=

d

dt

∣∣∣∣
t=0

`
Ä
Ad(γ(t))y

ä
f = [`x, `y] f (2.2.4.11)

2.2.4.12 Lemma The Lie bracket defined on Lie(GL(n)) = gl(n) = Te GL(n) = M(n) defined in
Lemma/Definition 2.2.4.1 is the matrix bracket [x, y] = xy − yx.

Proof We represent x ∈ gl(n) by [etx]. The adjoint action on GL(n) is given by AdG(g)h = ghg−1,
which is linear in h and fixes e, and so passes immediately to the action Ad : GL(n) y Te GL(n)
given by Adg(g) y = gyg−1. Then

[x, y] =
d

dt

∣∣∣∣
t=0

etxye−tx = xy − yx. (2.2.4.13)

�

2.2.4.14 Corollary If H is a closed linear group, then Lemma/Definitions 1.2.1.2 and 2.2.4.1
agree.

Exercises

1. (a) Show that the composition of two immersions is an immersion.

(b) Show that an immersed submanifold N ⊆M is always a closed submanifold of an open
submanifold, but not necessarily an open submanifold of a closed submanifold.

2. Prove that if f : N → M is a smooth map, then (df)p is surjective if and only if there are
open neighborhoods U of p and V of f(p), and an isomorphism ψ : V ×W → U , such that
f ◦ ψ is the projection on V .

In particular, deduce that the fibers of f meet a neighborhood of p in immersed closed
submanifolds of that neighborhood.

3. Prove the implicit function theorem: a map (of sets) f : M → N between manifolds is smooth
if and only if its graph is an immersed closed submanifold of M ×N .

4. Prove that the curve y2 = x3 in R2 is not an immersed submanifold.

5. Let M be a complex holomorphic manifold, p a point of M , X a holomorphic vector field.
Show that X has a complex integral curve γ defined on an open neighborhood U of 0 in
C, and unique on U if U is connected, which satisfies the usual defining equation but in a
complex instead of a real variable t.

Show that the restriction of γ to U ∩ R is a real integral curve of X, when M is regarded as
a real analytic manifold.
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6. Let SL(2,C) act on the Riemann sphere P1(C) by fractional linear transformations
(
a b
c d

)
z =

(az+ b)/(cz+d). Determine explicitly the vector fields f(z)∂z corresponding to the infinites-
imal action of the basis elements

E =

Ç
0 1
0 0

å
, H =

Ç
1 0
0 −1

å
, F =

Ç
0 0
1 0

å
of sl(2,C), and check that you have constructed a Lie algebra homomorphism by computing
the commutators of these vector fields.

7. (a) Describe the map gl(n,R) = Lie(GL(n,R)) = Mat(n,R) → Vect(Rn) given by the
infinitesimal action of GL(n,R).

(b) Show that so(n,R) is equal to the subalgebra of gl(n,R) consisting of elements whose
infinitesimal action is a vector field tangential to the unit sphere in Rn.

8. (a) Let X be an analytic vector field on M all of whose integral curves are unbounded (i.e.,
they are defined on all of R). Show that there exists an analytic action of R = (R,+)
on M such that X is the infinitesimal action of the generator ∂t of Lie(R).

(b) More generally, prove the corresponding result for a family of n commuting vector fields
Xi and action of Rn.

9. (a) Show that the matrix
Ä−a 0

0 −b
ä

belongs to the identity component of GL(2,R) for all
positive real numbers a, b.

(b) Prove that if a 6= b, the above matrix is not in the image exp(gl(2,R)) of the exponential
map.
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Chapter 3

General Theory of Lie groups

3.1 From Lie algebra to Lie group

3.1.1 The exponential map

We state the following results for Lie groups over R. When working with complex manifolds, we can
replace R by C throughout, whence the interval I ⊆

open
R is replaced by a connected open domain

I ⊆
open

C. As always, the word “smooth” may mean “infinitely differentiable” or “analytic” or . . . .

3.1.1.1 Lemma Let G be a Lie group and x ∈ Lie(G). Then there exists a unique Lie group
homomorphism γx : R→ G such that (dγx)0(∂t) = x. It is given by γx(t) = (

∫
e `x)(t).

Proof Let γ : I → G be the maximal integral curve of `x passing through e. Since `x is left-
invariant, gγ(t) is an integral curve through q. Let g = γ(s) for s ∈ I; then γ(t) and γ(s)γ(t)
are integral curves through γ(s), to they must coincide: γ(s + t) = γ(s)γ(t), and γ(−s) = γ(s)−1

for s ∈ I ∩ (−I). So γ is a groupoid homomorphism, and by defining γ(s + t)
def
= γ(s)γ(t) for

s, t ∈ I, s+ t 6∈ I, we extend γ to I + I. Since R is archimedean, this allows us to extend γ to all
of R; it will continue to be an integral curve, so really I must have been R all along. �

3.1.1.2 Corollary There is a bijection between one-parameter subgroups of G (homomorphisms
R→ G) and elements of the Lie algebra of G. �

3.1.1.3 Definition The exponential map exp : Lie(G) → G is given by expx
def
= γx(1), where γx

is as in Lemma 3.1.1.1.

3.1.1.4 Proposition Let x(b) be a smooth family of vector fields on M parameterized by b ∈ B a

manifold, i.e. the vector field x̃ on B ×M given by x̃(b,m) = (0, x
(b)
m ) is smooth. Then (b, p, t) 7→Ä∫

p x
(b)
ä

(t) is a smooth map from an open neighborhood of B×M×{0} in B×M×R to M . When

each x(b) has infinite-time solutions, we can take the open neighborhood to be all of B ×M × R.

19
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Proof Note that Ç∫
(b,p)

x̃

å
(t) =

Ç
b,

Ç∫
p
x(b)

å
(t)

å
So B×M ×R→ B×M π→M by (b, p, t) 7→

Ä∫
(b,p) x̃

ä
(t) 7→

Ä∫
p x

(b)
ä

(t) is a composition of smooth
functions, hence is smooth. �

3.1.1.5 Theorem (Exponential Map)
For each Lie group G, there is a unique smooth map exp : Lie(G)→ G such that for x ∈ Lie(G), the
map t 7→ exp(tx) is the integral curve of `x through e; t 7→ exp(tx) is a Lie group homomorphism
R→ G.

3.1.1.6 Example When G = GL(n), the map exp : gl(n)→ GL(n) is the matrix exponential. ♦

3.1.1.7 Proposition The differential at the origin (d exp)0 is the identity map 1Lie(G).

Proof d(exp tx)0(∂t) = x. �

3.1.1.8 Corollary exp is a local homeomorphism. �

3.1.1.9 Definition The local inverse of exp : Lie(G)→ G is called “log”.

3.1.1.10 Proposition If G is connected, then exp(Lie(G)) generates G. �

3.1.1.11 Proposition If φ : H → G is a group homomorphism, then the following diagram com-
mutes:

Lie(H)

H

Lie(G)

G

exp exp

(dφ)e

φ

If H is connected, then dφ determines φ. �

3.1.2 The Fundamental Theorem

Like all good algebraists, we assume the Axiom of Choice.

3.1.2.1 Theorem (Fundamental Theorem of Lie Groups and Algebras)

1. The functor G 7→ Lie(G) gives an equivalence of categories between the category scLieGp of
simply-connected Lie groups (over R or C) and the category LieAlg of finite-dimensional
Lie algebras (over R or C).

2. “The” inverse functor h 7→ Grp(h) is left-adjoint to Lie : LieGp→ LieAlg.
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We outline the proof. Consider open neighborhood U and V so that the horizontal maps are a
homeomorphism:

U V

⊆

Lie(G)

⊆

G

∈

0

∈

e

exp

log

Consider the restriction µ : G×G→ G to (V ×V )∩µ−1(V )→ V , and use this to define a “partial
group law” b : open→ U , where open ⊆ U × U , via

b(x, y)
def
= log(expx exp y)

We will show that the Lie algebra structure of Lie(G) determines b.

Moreover, given h a finite-dimensional Lie algebra, we will need to define b and build H̃ as the
group freely generated by U modulo the relations xy = b(x, y) if x, y, b(x, y) ∈ U . We will need to
prove that H̃ is a Lie group, with U as an open submanifold.

3.1.2.2 Corollary Every Lie subalgebra h of Lie(G) is Lie(H) for a unique connected subgroup
H ↪→ G, up to equivalence. �

The standard proof of Theorem 3.1.2.1 is to first prove Corollary 3.1.2.2 and then use Theo-
rem 4.5.0.10. We will use Theorem 4.4.4.15 rather than Theorem 4.5.0.10.

3.1.2.3 Theorem (Baker-Campbell-Hausdorff Formula (second part only))

1. Let T (x, y) be the free tensor algebra generated by x and y, and T (x, y)[[s, t]] the (non-

commutative) ring of formal power series in two commuting variables s and t. Define b(tx, sy)
def
=

log(exp(tx) exp(sy)) ∈ T (x, y)[[s, t]], where exp and log are the usual formal power series.
Then

b(tx, sy) = tx+ sy + st
1

2
[x, y] + st2

1

12
[x, [x, y]] + s2t

1

12
[y, [y, x]] + . . . (3.1.2.4)

has coefficients all coefficients given by Lie bracket polynomials in x and y.

2. Given a Lie group G, there exists a neighborhood U ′ 3 0 in Lie(G) such that U ′ ⊆ U
exp

�
log

V ⊆ G

and b(x, y) converges on U ′ × U ′ to log(expx exp y).

We need more machinery than we have developed so far to prove part 1. We work with analytic
manifolds; on C manifolds, we can make an analogous argument using the language of differential
equations.

Proof (of part 2.) For a clearer exposition, we distinguish the maps exp : Lie(G) → G from
ex ∈ R[[x]].
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We begin with a basic identity. exp(tx) is an integral curve to `x through e, so by left-invariance,
t 7→ g exp(tx) is the integral curve of `x through g. Thus, for f analytic on G,

d

dt

î
f(g exp tx)

ó
=
Ä
(`x)f

ä
(g exp tx)

We iterate: Å
d

dt

ãn î
f(g exp tx)

ó
=
Ä
(`x)nf

ä
(g exp tx)

If f is analytic, then for small t the Taylor series converges:

f(g exp tx) =
∞∑
n=0

Å
d

dt

ãn î
f(g exp tx)

ó∣∣∣∣
t=0

tn

n!
(3.1.2.5)

=
∞∑
n=0

Ä
(`x)nf

ä
(g exp tx)

∣∣∣
t=0

tn

n!
(3.1.2.6)

=
∞∑
n=0

Ä
(`x)nf

ä
(g)

tn

n!
(3.1.2.7)

=
∞∑
n=0

Ç
(t `x)n

n!
f

å
(g) (3.1.2.8)

=
Ä
et `xf

ä
(g) (3.1.2.9)

We repeat the trick:

f(exp tx exp sy) =
Ä
esLyf

ä
(exp tx) =

Ä
et `xesLyf

ä
(e) =

Ä
etxesyf

ä
(e)

The last equality is because we are evaluating the derivations at e, where `x = x.
We now let f = log : V → U , or rather a coordinate of log. Then the left-hand-side is just

log(exp tx exp sy), and the right hand side is
Ä
etxesy log

ä
(e) =

Ä
eb(tx,sy) log

ä
(e), where b is the formal

power series from part 1. — we have shown that the right hand side converges. But by interpreting
the calculations above as formal power series, and expanding log in Taylor series, we see that the
formal power series

Ä
eb(tx,sy) log

ä
(e) agrees with the formal power series log

Ä
eb(tx,sy)

ä
= b(tx, sy).

This completes the proof of part 2. �

3.2 Universal enveloping algebras

3.2.1 The definition

3.2.1.1 Definition A representation of a Lie group is a homomorphism G→ GL(n,R) (or C). A
representation of a Lie algebra is a homomorphism Lie(G) → gl(n) = End(V ); the space End(V )
is a Lie algebra with the bracket given by [x, y] = xy − yx.

3.2.1.2 Definition Let V be a vector space. The tensor algebra over V is the free unital non-
commuting algebra T V generated by a basis of V . Equivalently:

T V def
=
⊕
n≥0

V ⊗n
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The multiplication is given by ⊗ : V ⊗k × V ⊗l → V ⊗(k+l). T is a functor, and is left-adjoint to
Forget : Alg→ Vect.

3.2.1.3 Definition Let g be a Lie algebra. The universal enveloping algebra is

Ug def
= T g/

¨
[x, y]− (xy − yx)

∂
U : LieAlg→ Alg is a functor, and is left-adjoint to Forget : Alg→ LieAlg.

3.2.1.4 Corollary The category of g-modules is equal to the category of Ug-modules. �

3.2.1.5 Example A Lie algebra g is abelian if the bracket is identically 0. If g is abelian, then
Ug = Sg, where SV is the symmetric algebra generated by the vector space V (so that S is
left-adjoint to Forget : ComAlg→ Vect). ♦

3.2.1.6 Example If f is the free Lie algebra on generators x1, . . . , xd, defined in terms of a universal
property, then U f = T (x1, . . . , xd). ♦

3.2.1.7 Definition A vector space V is graded if it comes with a direct-sum decomposition V =⊕
n≥0 Vn. A morphism of graded vector spaces preserves the grading. A graded algebra is an algebra

object in the category of graded vector spaces. I.e. it is a vector space V =
⊕

n≥0 along with a unital
associative multiplication V ⊗ V → V such that if vn ∈ Vn and vm ∈ Vm, then vnvm ∈ Vn+m.

A vector space V is filtered if it comes with an increasing sequence of subspaces

{0} ⊆ V≤0 ⊆ V≤1 ⊆ · · · ⊆ V

such that V =
⋃
n≥0 Vn. A morphism of graded vector spaces preserves the filtration. A filtered

algebra is an algebra object in the category of filtered vector spaces. I.e. it is a filtered vector space
along with a unital associative multiplication V ⊗ V → V such that if vn ∈ V≤n and vm ∈ V≤m,
then vnvm ∈ V≤(n+m).

Given a filtered vector space V , we define grV
def
=
⊕
n≥0 grn V , where grn V

def
= V≤n/V≤(n−1).

3.2.1.8 Lemma gr is a functor. If V is a filtered algebra, then grV is a graded algebra. �

3.2.1.9 Example Let g be a Lie algebra over K. Then Ug has a natural filtration inherited from
the filtration of T g, since the ideal 〈xy− yx = [x, y]〉 preserves the filtration. Since Ug is generated
by g, so is grUg; since xy − yx = [x, y] ∈ U≤1, grUg is commutative, and so there is a natural
projection Sg� grUg. ♦

3.2.2 Poincaré-Birkhoff-Witt theorem

3.2.2.1 Theorem (Poincaré-Birkhoff-Witt)
The map Sg→ grUg is an isomorphism of algebras.

3.2.2.2 Corollary g ↪→ Ug. Thus every Lie algebra is isomorphic to a Lie subalgebra of some
End(V ), namely V = Ug. �
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Proof (of Theorem 3.2.2.1) Pick an ordered basis {xα} of g; then the monomials xα1 . . . xαn for
α1 ≤ · · · ≤ αn are an ordered basis of Sg, where we take the “deg-lex” ordering: a monomial of lower
degree is immediately smaller than a monomial of high degree, and for monomials of the same degree
we alphabetize. Since Sg� grUg is an algebra homomorphism, the set {xα1 . . . xαn s.t. α1 ≤ · · · ≤
αn} spans grUg. It suffices to show that they are independent in grUg. For this it suffices to show

that the set S
def
= {xα1 . . . xαn s.t. α1 ≤ · · · ≤ αn} is independent in Ug.

Let I = 〈xy − yx − [x, y]〉 be the ideal of T g such that Ug = T g/I. Define J ⊆ T g to be the
span of expressions of the form

ξ = xα1 · · ·xαk (xβxγ − xγxβ − [xβ, xγ ])xν1 · · ·xνl (3.2.2.3)

where α1 ≤ · · · ≤ αk ≤ β > γ, and there are no conditions on νi, so that J is a right ideal. We
take the deg-lex ordering in T g. The leading monomial in equation (3.2.2.3) is x~αxβxγx~ν . Thus S
is an independent set in T g/J . We need only show that J = I.

The ideal I is generated by expressions of the form xβxγ − xγxβ − [xβ, xγ ] as a two-sided ideal.

If β > γ then
Ä
xβxγ − xγxβ − [xβ, xγ ]

ä
∈ J ; by antisymmetry, if β < γ we switch them and stay

in J . If β = γ, then
Ä
xβxγ − xγxβ − [xβ, xγ ]

ä
= 0. Thus J is a right ideal contained in I, and the

two-sided ideal generated by J contains I. Thus the two-sided ideal generated by J is I, and it
suffices to show that J is a two-sided ideal.

We multiply xδξ. If k > 0 and δ ≤ α1, then xδξ ∈ J . If δ > α1, then xδξ ≡ xα1xδxα2 · · · +
[xδ, xα1 ]xα2 . . . mod J . And both xδxα2 . . . and [xδ, xα1 ]xα2 . . . are in J by induction on degree.
Then since α1 < δ, xα1xδxα2 · · · ∈ J by (transfinite) induction on δ.

So suffice to show that if k = 0, then we’re still in J . I.e. if α > β > γ, then we want to show
that xα (xβxγ − xγxβ − [xβ, xγ ]) ∈ J . Well, since α > β, we see that xαxβ − xβ − [xα, xβ] ∈ J , and
same with β ↔ γ. So, working modulo J , we have

xα (xβxγ − xγxβ − [xβ, xγ ]) ≡ (xβxα + [xα, xβ])xγ − (xγxα + [xα, xγ ])xβ − xα[xβ, xγ ]

≡ xβ (xγxα + [xα, xγ ]) + [xα, xβ]xγ − xγ (xβxα + [xα, xβ])

− [xα, xγ ]xβ − xα[xβ, xγ ]

≡ xγxβxα + [xβ, xγ ]xα + xβ[xα, xγ ] + [xα, xβ]xγ − xγ (xβxα + [xα, xβ])

− [xα, xγ ]xβ − xα[xβ, xγ ]

= [xβ, xγ ]xα + xβ[xα, xγ ] + [xα, xβ]xγ − xγ [xα, xβ]− [xα, xγ ]xβ − xα[xβ, xγ ]

≡ −[xα, [xβ, xγ ]] + [xβ, [xα, xγ ]]− [xγ , [xα, xβ]]

= 0 by Jacobi. �
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3.2.3 Ug is a bialgebra

3.2.3.1 Definition An algebra over K is a vector space U along with a K-linear “multiplication”
map µ : U ⊗

K
U → U which is associative, i.e. the following diagram commutes:

U ⊗ U ⊗ U U ⊗ U

U ⊗ U U

1U⊗µ

µ⊗1U µ

µ

(3.2.3.2)

We demand that all our algebras be unital, meaning that there is a linear map e : K→ U such that

the maps U = K ⊗ U e⊗1U→ U ⊗ U µ→ U and U = U ⊗K 1U⊗e→ U ⊗ U µ→ U are the identity maps.
We will call the image of 1 ∈ K under e simply 1 ∈ U .

A coalgebra is an algebra in the opposite category. I.e. it is a vector space U along with a
“comultiplication” map ∆ : U → U ⊗ U so that the following commutes:

U U ⊗ U

U ⊗ U U ⊗ U ⊗ U

∆

∆ 1U⊗∆

∆⊗1U

(3.2.3.3)

In elements, if ∆x =
∑
x(1) ⊗ x(2), then we demand that

∑
x(1) ⊗∆(x(2)) =

∑
∆(x(1))⊗ x(1). We

demand that our coalgebras be counital, meaning that there is a linear map ε : U → K such that

the maps U
∆→ U ⊗ U

ε⊗1U
K ⊗ U = U and U

∆→ U ⊗ U
1U⊗ε
U ⊗K = U are the identity maps.

A bialgebra is an algebra in the category of coalgebras, or equivalently a coalgebra in the cat-
egory of algebras. I.e. it is a vector space U with maps µ : U ⊗ U → U and ∆ : U → U ⊗ U
satisfying equations (3.2.3.2) and (3.2.3.3) such that ∆ and ε are (unital) algebra homomor-
phisms or equivalently such that µ and e are (counital) coalgebra homomorphism. We have de-
fined the multiplication on U ⊗ U by (x ⊗ y)(z ⊗ w) = (xz) ⊗ (yw), and the comultiplication by
∆(x⊗ y) =

∑∑
x(1)⊗ y(1)⊗x(2)⊗ y(2), where ∆x =

∑
x(1)⊗x(2) and ∆y =

∑
y(1)⊗ y(2); the unit

and counit are e⊗ e and ε⊗ ε.

3.2.3.4 Definition Let U be a bialgebra, and x ∈ U . We say that x is primitive if ∆x = x⊗ 1 +
1 ⊗ x, and that x is grouplike if ∆x = x ⊗ x. The set of primitive elements of U we denote by
primU .

3.2.3.5 Proposition Ug is a bialgebra with primUg = g.

Proof To define the comultiplication, it suffices to show that ∆ : g → Ug ⊗ Ug given by x 7→
x⊗1+1⊗x is a Lie algebra homomorphism, whence it uniquely extends to an algebra homomorphism
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by the universal property. We compute:

[x⊗ 1 + 1⊗ x, y ⊗ 1 + 1⊗ y]U⊗U = [x⊗ 1, y ⊗ 1] + [1⊗ x, 1⊗ y] (3.2.3.6)

= [x, y]⊗ 1 + 1⊗ [x, y] (3.2.3.7)

To show that ∆ thus defined is coassiciative, it suffices to check on the generating set g, where we
see that ∆2(x) = x⊗ 1⊗ 1 + 1⊗ x⊗ 1 + 1⊗ 1⊗ x.

By definition, g ⊆ Ug. To show equality, we use Theorem 3.2.2.1. We filter Ug ⊗ Ug in the
obvious way, and since ∆ is an algebra homomorphism, we see that ∆

Ä
Ug≤1

ä
⊆
Ä
Ug ⊗ Ug

ä
≤1

,

whence ∆
Ä
Ug≤n

ä
⊆
Ä
Ug⊗Ug

ä
≤n. Thus ∆ induces a map ∆̄ on grUg = Sg, and ∆̄ makes Sg into

a bialgebra.
Let ξ ∈ Ug≤n be primitive, and define its image to be ξ̄ ∈ grn Ug; then ξ̄ must also be primitive.

But Sg⊗ Sg = K[yα, zα], where {xα} is a basis of g (whence Sg = K[xα]), and we set yα = xα ⊗ 1
and zα = 1⊗xα]. We check that ∆̄(xα) = yα+zα, and so if f(x) ∈ Sg, we see that ∆f(x) = f(y+z).
So f ∈ Sg is primitive if and only if f(y + z) = f(y) + f(z), i.e. iff f is homogenoues of degree 1.
Therefore prim grUg = gr1 Ug, and so if ξ ∈ Ug is primitive, then ξ̄ ∈ gr1 Ug so ξ = x+ c for some
x ∈ g and some c ∈ K. Since x is primitive, c must be also, and the only primitive constant is 0.�

3.2.4 Geometry of the universal enveloping algebra

3.2.4.1 Definition Let X be a space and S a sheaf of functions on X. We define the sheaf D of
Grothendieck differential operators inductively. Given U ⊆

open
X, we define D≤0(U) = S (U), and

D≤n(U) = {x : S (U) → S (U) s.t. [x, f ] ∈ D≤(n−1)(U) ∀f ∈ S (U)}, where S (U) y S (U) by
left-multiplication. Then D(U) =

⋃
n≥0 D≤n(U) is a filtered sheaf; we say that x ∈ D≤n(U) is an

“nth-order differential operator on U”.

3.2.4.2 Lemma D is a sheaf of filtered algebras, with the multiplication on D(U) inherited from
End(S (U)). For each n, D≤n is a sheaf of Lie subalgebras of D . �

3.2.4.3 Theorem (Grothendieck Differential Operators)
Let X be a manifold, C the sheaf of smooth functions on X, and D the sheaf of differential operators
on C as in Definition 3.2.4.1. Then D(U) is generated as a noncommutative algebra by C (U) and
Vect(U), and D≤1 = C (U)⊕Vect(U). �

3.2.4.4 Proposition Let G be a Lie group, and D(G)G the subalgebra of left-invariant differential
operators on G. The natural map Ug → D(G)G generated by the identification of g with left-
invariant vector fields is an isomorphism of algebras. �

We will revisit this algebraic notion of differential operator in Section 8.4.3.

3.3 The Baker-Campbell-Hausdorff Formula

3.3.0.1 Lemma Let U be a bialgebra with comultiplication ∆. Define ∆̂ : U [[s]] → (U ⊗ U)[[s]]
by linearity; then ∆̂ is an s-adic-continuous algebra homomorphism, and so commutes with formal
power series.
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Let ψ ∈ U [[s]] with ψ(0) = 0. Then ψ is primitive term-by-term — ∆̂(ψ) = ψ ⊗ 1 + 1 ⊗ ψ,
if and only if eψ is “group-like” in the sense that ∆̂(eψ) = eψ ⊗ eψ, where we have defined ⊗ :
U [[s]]⊗ U [[s]]→ (U ⊗ U)[[s]] by sn ⊗ sm 7→ sn+m.

Proof eψ ⊗ eψ = (1⊗ eψ)(eψ ⊗ 1) = e1⊗ψeψ⊗1 = e1⊗ψ+ψ⊗1 �

3.3.0.2 Lemma Let G be a Lie group, g = Lie(G), and identify Ug with the left-invariant differ-
ential operators on G, as in Proposition 3.2.4.4. Let C (G)e be the stalk of smooth functions defined
in some open set around e (we write C for the sheaf of functions on G; when G is analytic, we
really mean the sheaf of analytic functions on G). Then if u ∈ Ug satisfied uf(e) = 0 for each
f ∈ C (G)e, then u = 0.

Proof For g ∈ G, we have uf(g) = u(λg−1f)(e) = λg−1(uf)(e) = 0. �

3.3.0.3 Theorem (Baker-Campbell-Hausdorff Formula)
1. Let f be the free Lie algebra on two generators x, y; recall that U f = T (x, y). Define the formal

power series b(tx, sy) ∈ T (x, y)[[s, t]], where s and t are commuting variables, by

eb(tx,sy) def
= etxesy

Then b(tx, sy) ∈ f[[s, t]], i.e. b is a series all of whose coefficients are Lie algebra polynomials
in the generators x and y.

2. If G is a Lie group (in the analytic category), then there are open neighborhoods 0 ∈ U ′ ⊆
open

U ⊆
open

Lie(G) = g and 0 ∈ V ′ ⊆
open

V ⊆
open

G such that U
exp

�
log

V and U ′ � V ′ and such that

b(x, y) converges on U ′ × U ′ to log(expx exp y).

Proof 1. Let ∆̂ : T (x, y)[[s, t]] = U f[[s, t]] → (U f ⊗ U f)[[s, t]] as in Lemma 3.3.0.1. Since etxesy

is grouplike —

∆̂(etxesy) = ∆̂(etx) ∆̂(esy) =
Ä
etx ⊗ etx

ä
(esy ⊗ esy) = etxesy ⊗ etxety

— we see that b(tx, sy) is primitive term-by-term.

2. Let U, V be open neighborhoods of Lie(G) and G respectively, and pick V ′ so that µ : G×G→
G restricts to a map V ′ × V ′ → V ; let U ′ = log(V ′). Define β(x, y) = log(expx exp y); then
β is an analytic function U ′ × U ′ → U ′.

Let x, y ∈ Lie(G) and f ∈ C (G)e. Then
Ä
etxesyf

ä
(e) is the Taylor series expansion of

f(exp tx exp sy), as in the proof of Theorem 3.1.2.3. Let β̃ be the formal power series

that is the Taylor expansion of β; then eβ̃(tx,sy)f(e) is also the Taylor series expansion of

f(exp tx exp sy). This implies that for every f ∈ C (G)e, e
β̃(tx,sy)f(e) and etxesyf(e) have

the same coefficients. But the coefficients are left-invariant differential operators applied to
f , so by Lemma 3.3.0.2 the series eβ̃(tx,sy) and etxesy must agree. Upon applying the formal
logarithms, we see that b(tx, sy) = β̃(tx, sy).

But β̃ is the Taylor series of the analytic function β, so by shrinking U ′ (and hence V ′) we
can assure that it converges. �
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3.4 Lie subgroups

3.4.1 Relationship between Lie subgroups and Lie subalgebras

3.4.1.1 Definition Let G be a Lie group. A Lie subgroup of G is a subgroup H of G with its own
Lie group structure, so that the inclusion H ↪→ G is a local immersion. We will write “H ≤ G”
when H is a Lie subgroup of G.

Just to emphasize the point, a subgroup H ≤ G does not need to be a submanifold: the
manifold structures on H and G must be compatible in that H ↪→ G should be an immersion, but
the manifold structure on H is not necessarily the restriction of a manifold structure on G. The
issue is that a subgroup H ≤ G might be dense.

3.4.1.2 Theorem (Identification of Lie subalgebras and Lie subgroups)
Every Lie subalgebra of Lie(G) is Lie(H) for a unique connected Lie subgroup H ≤ G.

Proof We first prove uniqueness. If H is a Lie subgroup of G, with h = Lie(H) and g = Lie(G),
then the following diagram commutes:

h g

H G
exp exp

This shows that expG(h) ⊆ H, and so expG(h) = expH(h), and if H is connected, this generates H.
So H is uniquely determined by h as a group. Its manifold structure is also uniquely determined:
we pick U, V so that the vertical arrows are an isomorphism:

0 ∈ U ⊆ g

e ∈ V ⊆ G
exp log (3.4.1.3)

Then exp(U ∩ h)
∼→
log

U ∩ h is an immersion into g, and this defines a chart around e ∈ H, which

we can push to any other point h ∈ H by multiplication by h. This determines the topology and
manifold structure of H.

We turn now to the question of existence. We pick U and V as in equation (3.4.1.3), and then

choose V ′ ⊆
open

V and U ′
def
= log V ′ such that:

1. (V ′)2 ⊆ V and (V ′)−1 = V ′

2. b(x, y) converges on U ′ × U ′ to log(expx exp y)

3. hV ′h−1 ⊆ V for h ∈ V ′

4. eadxy converges on U ′ × U ′ to log
Ä
(expx)(exp y)(expx)−1

ä
5. b(x, y) and eadxy are elements of h ∩ U for x, y ∈ h ∩ U ′
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Each condition can be independently achieved on a small enough open set. In condition 4., we
consider extend the formal power series et to operators, and remark that in a neighborhood of
0 ∈ g, if h = expx, then Adh = eadx. Moreover, the following square always commutes:

g g

G G
exp exp

Ad(h)

g 7→hgh−1

Thus, we define W = exp(h ∩ U ′), which is certainly an immersed submanifold of G, as h ∩ U ′ is
an open subset of the immersed submanifold h ↪→ g. We define H to be the subgroup generated
by W . Then H and W satisfy the hypotheses of Proposition 3.4.1.4. �

3.4.1.4 Proposition We use the word “manifold” to mean “object in a particular chosen category
of sheaves of functions”. We use the word “smooth” to mean “morphism in this category”.

Let H be a group and U ⊆ H such that e ∈ U and U has the structure of a manifold. Assume
further that the maps U × U → H, −1 : U → H, and (for each h in a generating set of H)
Ad(h) : U → H mapping u 7→ huh−1 have the following properties:

1. The preimage of U ⊆ H under each map is open in the domain.

2. The restriction of the map to this preimage is smooth.

Then H has a unique structure as a group manifold such that U is an open submanifold.

Proof The conditions 1. and 2. are preserved under compositions, so Ad(x) satisfies both conditions
for any x ∈ H. Let e ∈ U ′ ⊆

open
U so that (U ′)3 ⊆ U and (U ′)−1 = U ′.

For x ∈ H, view each coset xU ′ as a manifold via U ′
x·→ xU ′. For any U ′′ ⊆

open
U ′ and x, y ∈ G,

consider yU ′′∩xU ′; as a subset of xU ′, it is isomorphic to x−1yU ′′∩U ′. If this set is empty, then it
is open. Otherwise, x−1yu2 = u1 for some u2 ∈ U ′′ and u1 ∈ U ′, so y−1x = u2u

−1
1 ∈ (U ′)2 and so

y−1xU ′ ⊆ U . In particular, the {y−1x}×U ′ ⊆ µ−1(U)∩(U×U). By the assumptions, U ′ → y−1xU
is smooth, and so x−1yU ′′∩U ′, the preimage of U ′′, is open in U ′. Thus the topologies and smooth
structures on xU ′ and yU ′ agree on their overlap.

In this way, we can put a manifold structure on H by declaring that S ⊆
open

H if S∩xU ′ ⊆
open

xU ′

for all x ∈ H — the topology is locally the topology of U 3 e, and so is Hausdorff — , and that a
function f on S ⊆

open
H is smooth if its restriction to each S ∩ xU ′ is smooth.

If we were to repeat this story with right cosets rather than left cosets we would get the a similar
structure: all the left cosets xU ′ are compatible, an all the right cosets U ′x are compatible. To
show that a right coset is compatible with a left coset, it suffices to show that for each x ∈ H, xU ′

and U ′x have compatible smooth structures. We consider xU ′ ∩U ′x ⊆ xU ′, which we transport to
U ′ ∩ x−1U ′x ⊆ U ′. Since we assumed that conjugation by x was a smooth map, we see that right
and left cosets are compatible.

We now need only check that the group structure is by smooth maps. We see that (xU ′)−1 =
(U ′)−1x−1 = U ′x−1, and multiplication is given by µ : xU ′ × U ′y → xUy. Left- and right-
multiplication maps are smooth with respect to the left- and right-coset structures, which are
compatible, and we assumed that µ : U ′ × U ′ → U was smooth. �
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3.4.2 Review of algebraic topology

3.4.2.1 Definition A groupoid is a category all of whose morphisms are invertible.

3.4.2.2 Definition A space X is connected if the only subsets of X that are both open and closed
are ∅ and X.

3.4.2.3 Definition Let X be a space and x, y ∈ X. A path from x to y, which we write as x y,
is a continuous function [0, 1]→ X such that 0 7→ x and 1 7→ y. Given p : x y and q : y  z, we
define the concatenation p · q by

p · q(t) def
=

®
p(2t), 0 ≤ t ≤ 1

2
q(2t− 1), 1

2 ≤ t ≤ 1

We write x ∼ y if there is a path connecting x to y; ∼ is an equivalence relation, and the equivalence
classes are path components of X. If X has only one path component, then it is path connected.

Let A be a distinguished subset of Y and f, g : Y → X two functions that agree on A. A
homotopy f ∼

A
g relative to A is a continuous map h : Y × [0, 1] → X such that h(0, y) = f(y),

h(1, y) = g(y), and h(t, a) = f(a) = g(a) for a ∈ A. If f ∼ g and g ∼ h, then f ∼ h by
concatenation. The fundamental groupoid π1(X) of X has objects the points of X and arrows
x→ y the homotopy classes of paths x y. We write π1(X,x) for the set of morphisms x→ x in
π1(X). The space X is simply connected if π1(X,x) is trivial for each x ∈ X.

3.4.2.4 Example A path connected space is connected, but a connected space is not necessarily
path connected. A path is a homotopy of constant maps {pt} → X, where A is empty. ♦

3.4.2.5 Definition Let X be a space. A covering space of X is a space E along with a “projection”
π : E → X such that there is a non-empty discrete space S and a covering of X by open sets such
that for each U in the covering, there exists an isomorphism π−1(U)

∼→ S×U such that the following
diagram commutes:

U

∼= S × Uπ−1(U)

π project

3.4.2.6 Proposition Let πE : E → X be a covering space.

1. Given any path x  y and a lift e ∈ π−1(x), there is a unique path in E starting at e that
projects to x y.

2. Given a homotopy ∼
A

: Y ⇒ X and a choice of a lift of the first arrow, there is a unique lift of

the homotopy, provided Y is locally compact.

Thus E induces a functor E : π1(X)→ Set, sending x 7→ π−1
E (X). �
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3.4.2.7 Definition A space X is locally path connected if each x ∈ X has arbitrarily small path
connected neighborhoods. A space X is locally simply connected if it has a covering by simply
connected open sets.

3.4.2.8 Proposition Assume that X is path connected, locally path connected, and locally simply
connected. Then:

1. X has a simply connected covering space π̃ : X̃ → X.

2. X̃ satisfies the following universal property: Given f : X → Y and a covering π : E → Y ,
and given a choice of x ∈ X, an element of x̃ ∈ π̃−1(x), and an element e ∈ π−1(f(x)), then
there exists a unique f̃ : X̃ → E sending x̃ 7→ e such that the following diagram commutes:

X̃ E

X Y

π̃ π

f̃

f

3. If X is a manifold, so is X̃. If f is smooth, so is f̃ . �

3.4.2.9 Proposition 1. Let G be a connected Lie group, and G̃ its simply-connected cover. Pick
a point ẽ ∈ G̃ over the identity e ∈ G. Then G̃ in its given manifold structure is uniquely a
Lie group with identity ẽ such that G̃→ G is a homomorphism. This induces an isomorphism
of Lie algebras Lie(G̃)

∼→ Lie(G).

2. G̃ satisfies the following universal property: Given any Lie algebra homomorphism α : Lie(G)→
Lie(H), there is a unique homomorphism φ : G̃→ H inducing α.

Proof 1. If X and Y are simply-connected, then so is X × Y , and so by the universal property
G̃ × G̃ is the universal cover of G ×G. We lift the functions µ : G ×G → G and i : G → G
to G̃ by declaring that µ̃(ẽ, ẽ) = ẽ and that i(ẽ) = ẽ; the group axioms (equations (1.1.1.2)
to (1.1.1.4)) are automatic.

2. Write g = Lie(G) and h = Lie(H), and let α : g→ h be a Lie algebra homomorphism. Then
the graph f ⊆ g × h is a Lie subalgebra. By Theorem 3.4.1.2, f corresponds to a subgroup
F ≤ G̃×H. We check that the map F ↪→ G̃×H → G induces the map f→ g on Lie algebras.
F is connected and simply connected, and so by the universal property, F ∼= G̃. Thus F is
the graph of a homomorphism φ : G̃→ H. �

3.5 A dictionary between algebras and groups

We have completed the proof of Theorem 3.1.2.1, the equivalence between the category of finite-
dimensional Lie algebras and the category of simply-connected Lie groups, subject only to Theo-
rem 4.4.4.15. Thus a Lie algebra includes most of the information of a Lie group. We foreshadow
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a dictionary, most of which we will define and develop later:

Lie Algebra g Lie Group G (with g = Lie(G))

Subalgebra h ≤ g Connected Lie subgroup H ≤ G

Homomorphism h→ g H̃ → G provided H̃ simply connected

Module/representation g→ gl(V ) Representation G̃→ GL(V ) (G̃ simply connected)

Submodule W ≤ V with g : W →W Invariant subspace G : W →W

V g def
= {v ∈ V s.t. gv = 0} V G̃ = {v ∈ V s.t. Gv = v}

ad : gy g via ad(x)y = [x, y] Ad : Gy G via Ad(x)y = xyx−1

An ideal a, i.e. [g, a] ≤ a, i.e. sub-g-module A is a normal Lie subgroup, provided G is connected

g/a is a Lie algebra G/A is a Lie group only if A is closed in G

Center Z(g) = gg Z0(G) the identity component of center; this is closed

Derived subalgebra g′
def
= [g, g], an ideal Should be commutator subgroup, but that’s not closed:

the closure also doesn’t work, although if G is compact,
then the commutator subgroup is closed.

Semidirect product g = h⊕ a with If A and H are closed, then A ∩H is discrete, and

hy a and a an ideal G̃ = H̃ n Ã

3.5.1 Basic examples: one- and two-dimensional Lie algebras

We classify the one- and two-dimensional Lie algebras and describe their corresponding Lie groups.
We begin by working over R.

3.5.1.1 Example The only one-dimensional Lie algebra is abelian. Its connected Lie groups are
the line R and the circle S1. ♦

3.5.1.2 Example There is a unique abelian two-dimensional Lie algebra, given by a basis {x, y}
with relation [x, y] = 0. This integrates to three possible groups: R2, R× (R/Z), and (R/Z)2. ♦

3.5.1.3 Example There is a unique nonabelian Lie algebra up to isomorphism, which we call b.
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It has a basis {x, y} and defining relation [x, y] = y:

−x y
ad y

adX

We can represent b as a subalgebra of gl(2) by x = ( 1 0
0 0 ) and y = 0100. Then b exponentiates

under exp : gl(2,R)→ GL(2,R) to the group

B =
{(

a b
0 1

)
s.t. a ∈ R+, b ∈ R

}
We check that B = R+ nR, and B is connected and simply connected. ♦

3.5.1.4 Lemma A discrete normal subgroup A of a connected Lie group G is in the center. In
particular, any discrete normal subgroup is abelian. �

3.5.1.5 Corollary The group B defined above is the only connected group with Lie algebra b.

Proof Any other must be a quotient of B by a discrete normal subgroup, but the center of B is
trivial. �

We turn now to the classification of one- and two-dimensional Lie algebras and Lie groups over
C. Again, there is only the abelian one-dimensional algebra, and there are two two-dimensional
Lie algebras: the abelian one and the nonabelian one.

3.5.1.6 Example The simply connected abelian one-(complex-)dimensional Lie group is C under
+. Any quotient factors (up to isomorphism) through the cylinder C → C× : z 7→ ez. For any
q ∈ C× with |q| 6= 1, we have a discrete subgroup qZ of C×, by which we can quotient out; we get
a torus E(q) = C×/qZ. For each q, E(q) is isomorphic to (R/Z)2 as a real Lie algebra, but the
holomorphic structure depends on q. This exhausts the one-dimensional complex Lie groups. ♦

3.5.1.7 Example The groups that integrate the abelian two-dimensional complex Lie algebra are
combinations of one-dimensional Lie groups: C2,C× E,C× × C×, etc.

In the non-abelian case, the Lie algebra b+ ≤ gl(2,C) integrates to BC ≤ GL(2,C) given by:

BC =
¶(

a b
0 1

)
s.t. a ∈ C×, b ∈ C

©
= C× nC

This is no longer simply connected. C y C by z ·w = ezw, and the simply-connected cover of B is

B̃C = Cn C (w, z)(w′, z′)
def
= (w + ezw′, z + z′)

This is an extension:

0→ Z→ B̃C → BC → 0

with the generator of Z being 2πi. Other quotients are B̃C/nZ. ♦
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Exercises

1. (a) Let S be a commutative K-algebra. Show that a linear operator d : S → S is a derivation
if and only if it annihilates 1 and its commutator with the operator of multiplication by
every function is the operator of multiplication by another function.

(b) Grothendieck’s inductive definition of differential operators on S goes as follows: the
differential operators of order zero are the operators of multiplication by functions; the
space D≤n of operators of order at most n is then defined inductively for n > 0 by
D≤n = {d s.t. [d, f ] ∈ D≤n−1 for all f ∈ S}. Show that the differential operators of all
orders form a filtered algebra D, and that when S is the algebra of smooth functions on
an open set in Rn [or Cn], D is a free left S-module with basis consisting of all monomials
in the coordinate derivations ∂/∂xi.

2. Calculate all terms of degree≤ 4 in the Baker-Campbell-Hausdorff formula (equation (3.1.2.4)).

3. Let F (d) be the free Lie algebra on generators x1, . . . , xd. It has a natural Nd grading in which
F (d)(k1,...,kd) is spanned by bracket monomials containing ki occurences of each generator Xi.
Use the PBW theorem to prove the generating function identity

∏
k

1

(1− tk11 . . . tkdd )dimF (d)(k1,...,kd)
=

1

1− (t1 + · · ·+ td)

4. Words in the symbols x1, . . . , xd form a monoid under concatentation, with identity the
empty word. Define a primitive word to be a non-empty word that is not a power of a shorter
word. A primitive necklace is an equivalence class of primitive words under rotation. Use the
generating function identity in Problem 3 to prove that the dimension of F (d)k1,...,kd is equal
to the number of primitive necklaces in which each symbol xi appears ki times.

5. A Lyndon word is a primitive word that is the lexicographically least representative of its
primitive necklace.

(a) Prove that w is a Lyndon word if and only if w is lexicographically less than v for every
factorization w = uv such that u and v are non-empty.

(b) Prove that if w = uv is a Lyndon word of length > 1 and v is the longest proper
right factor of w which is itself a Lyndon word, then u is also a Lyndon word. This
factorization of w is called its right standard factorization.

(c) To each Lyndon word w in symbols x1, . . . , xd associate the bracket polynomial pw = xi
if w = xi has length 1, or, inductively, pw = [pu, pv], where w = uv is the right standard
factorization, if w has length > 1. Prove that the elements pw form a basis of F (d).

6. Prove that if q is a power of a prime, then the dimension of the subspace of total degree
k1 + · · · + kq = n in F (q) is equal to the number of monic irreducible polynomials of degree
n over the field with q elements.

7. This problem outlines an alternative proof of the PBW theorem (Theorem 3.2.2.1).
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(a) Let L(d) denote the Lie subalgebra of T (x1, . . . , xd) generated by x1, . . . , xd. Without
using the PBW theorem—in particular, without using F (d) = L(d)—show that the value
given for dimF (d)(k1,...,kd) by the generating function in Problem 3 is a lower bound for
dimL(d)(k1,...,kd).

(b) Show directly that the Lyndon monomials in Problem 5(b) span F (d).

(c) Deduce from (a) and (b) that F (d) = L(d) and that the PBW theorem holds for F (d).

(d) Show that the PBW theorem for a Lie algebra g implies the PBW theorem for g/a,
where a is a Lie ideal, and so deduce PBW for all finitely generate Lie algebras from (c).

(e) Show that the PBW theorem for arbitrarty Lie algebras reduces to the finitely generated
case.

8. Let b(x, y) be the Baker-Campbell-Hausdorff series, i.e., eb(x,y) = exey in noncommuting
variables x, y. Let F (x, y) be its linear term in y, that is, b(x, sy) = x+ sF (x, y) +O(s2).

(a) Show that F (x, y) is characterized by the identity

∑
k,l≥0

xk F (x, y)xl

(k + l + 1)!
= exy. (3.5.1.8)

(b) Let λ, ρ denote the operators of left and right multiplication by x, and let f be the series
in two commuting variables such that F (x, y) = f(λ, ρ)(y). Show that

f(λ, ρ) =
λ− ρ

1− eρ−λ

(c) Deduce that

F (x, y) =
adx

1− e− adx
(y).

9. Let G be a Lie group, g = Lie(G), 0 ∈ U ′ ⊆ U ⊆ g and e ∈ V ′ ⊆ V ⊆ G open neighborhoods
such that exp is an isomorphism of U onto V , exp(U ′) = V ′, and V ′V ′ ⊆ V . Define β :
U ′ × U ′ → U by β(x, y) = log(exp(x) exp(y)), where log : V → U is the inverse of exp.

(a) Show that β(x, (s+ t)y) = β(β(x, ty), sy) whenever all arguments are in U ′.

(b) Show that the series (adx)/(1− e− adx), regarded as a formal power series in the coordi-
nates of x with coefficients in the space of linear endomorphisms of g, converges for all
x in a neighborhood of 0 in g.

(c) Show that on some neighborhood of 0 in g, β(x, ty) is the solution of the initial value
problem

β(x, 0) = x (3.5.1.9)

d

dt
β(x, ty) = F (β(x, ty), y), (3.5.1.10)

where F (x, y) =
Ä
(adx)/(1− e− adx)

ä
(y).
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(d) Show that the Baker-Campbell-Hausdorff series b(x, y) also satises the identity in part
(a), as an identity of formal power series, and deduce that it is the formal power series
solution to the IVP in part (c), when F (x, y) is regarded as a formal series.

(e) Deduce from the above an alternative proof that b(x, y) is given as the sum of a series
of Lie bracket polynomials in x and y, and that it converges to β(x, y) when evaluated
on a suitable neighborhood of 0 in g.

(f) Use part (c) to calculate explicitly the terms of b(x, y) of degree 2 in y.

10. (a) Show that the Lie algebra so(3,C) is isomorphic to sl(2,C).

(b) Construct a Lie group homomorphism SL(2,C) → SO(3,C) which realizes the isomor-
phism of Lie algebras in part (a), and calculate its kernel.

11. (a) Show that the Lie algebra so(4,C) is isomorphic to sl(2,C)× sl(2,C).

(b) Construct a Lie group homomorphism SL(2,C) × SL(2,C) → SO(4,C) which realizes
the isomorphism of Lie algebras in part (a), and calculate its kernel.

12. Show that every closed subgroup H of a Lie group G is a Lie subgroup, so that the inclusion
H ↪→ G is a closed immersion.

13. Let G be a Lie group and H a closed subgroup. Show that G/H has a unique manifold
structure such that the action of G on it is smooth.

14. Show that the intersection of two Lie subgroups H1, H2 of a Lie group G can be given a
canonical structure of Lie subgroup so that its Lie algebra is Lie(H1) ∩ Lie(H2) ⊆ Lie(G).

15. Find the dimension of the closed linear group SO(p, q,R) ⊆ SL(p+q,R) consisting of elements
which preserve a non-degenerate symmetric bilinear form on Rp+q of signature (p, q). When
is this group connected?

16. Show that the kernel of a Lie group homomorphism G→ H is a closed subgroup of G whose
Lie algebra is equal to the kernel of the induced map Lie(G)→ Lie(H).

17. Show that if H is a normal Lie subgroup of G, then Lie(H) is a Lie ideal in Lie(G).



Chapter 4

General Theory of Lie algebras

4.1 Ug is a Hopf algebra

4.1.0.1 Definition A Hopf algebra over K is a (unital, counital) bialgebra (U, µ, e,∆, ε) along
with a bialgebra map S : U → Uop called the antipode, where Uop is U as a vector space, with
the opposite multiplication and the opposite comultiplication. I.e. we define µop : U ⊗ U → U by
µop(x⊗y) = µ(y⊗x), and ∆op : U → U⊗U by ∆op(x) =

∑
x(2)⊗x(1), where ∆(x) =

∑
x(1)⊗x(2).

The antipode S is required to make the following pentagons commute:

KU

U ⊗ U U ⊗ U

U

U ⊗ U U ⊗ U

ε e

∆

∆

µ

µ

1G⊗S

S⊗1G

(4.1.0.2)

4.1.0.3 Definition An algebra (U, µ, e) is commutative if µop = µ. A coalgebra (U,∆, ε) is co-
commutative if ∆op = ∆.

4.1.0.4 Example Let G be a finite group and C (G) the algebra of functions on it. Then C (G) is
a commutative Hopf algebra with ∆(f)(x, y) = f(xy), where we have identified C (G)⊗C (G) with
C (G×G), and S(f)(x) = f(x−1).

Let G be an algebraic group, and C (G) the algebra of polynomial functions on it. Then
Then C (G) is a commutative Hopf algebra with ∆(f)(x, y) = f(xy), where we have identified
C (G)⊗ C (G) with C (G×G), and S(f)(x) = f(x−1).

Let G be a group and K[G] the group algebra of G, with mutliplication defined by µ(x⊗y) = xy
for x, y ∈ G. Then G is a cocommutative Hopf algebra with ∆(x) = x ⊗ x and S(x) = x−1 for
x ∈ G.

37
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Let g be a Lie algebra and Ug its universal enveloping algebra. We have seen already (Propo-
sition 3.2.3.5) that Ug is naturally a bialgebra with ∆(x) = x ⊗ 1 + 1 ⊗ x for x ∈ g; we make Ug
into a Hopf algebra by defining S(x) = −x for x ∈ g. ♦

4.1.0.5 Lemma / Definition Let U be a cocommutative Hopf algebra. Then the antipode is an
involution. Moreover, the category of (algebra-) representations of U has naturally the struc-
ture of a symmetric monoidal category with duals. In particular, to each pair of representa-
tions V,W of U , there are natural ways to make V ⊗K W and HomK(V,W ) into U -modules.
Then any (di)natural functorial contruction of vector spaces — for example V ⊗ W ∼= W ⊗ V ,
Hom(U ⊗V,W ) ∼= Hom(U,Hom(V,W ), and W : V 7→ Hom(Hom(V,W ),W ) — in fact corresponds
to a homomorphism of U -modules.

Proof Proving the last part would require we go further into category theory than we would like.
We describe the U -action on V ⊗K W and on HomK(V,W ) when V and W are U -modules. For
u ∈ U , let ∆(u) =

∑
u(1)⊗u(2) =

∑
u(2)⊗u(1), and write the actions of u on v ∈ V and on w ∈W

as u · v ∈ V and u · w ∈W . Let φ ∈ HomK(V,W ). Then we define:

u · (v ⊗ w)
def
=
∑

(u(1) · v)⊗ (u(2) · w) (4.1.0.6)

u · φ def
=
∑

u(1) ◦ φ ◦ S(u(2)) (4.1.0.7)

Moreover, the counit map ε : U → K makes K into U -module, and it is the unit of the monoidal
structure. �

4.1.0.8 Remark Equation (4.1.0.6) makes the category of U -modules into a monoidal category
for any bialgebra U . One can define duals via equation (4.1.0.7), but if U is not cocommutative,
then S may not be an involution, so a choices is required as to which variation of equation (4.1.0.7)
to take. Moreover, when U is not cocommutative, we do not, in general, have an isomorphism
V ⊗W ∼= W ⊗ V . See [Res09] and references therein for more discussion of Hopf algebras. ♦

4.1.0.9 Example When U = Ug and x ∈ g, then x acts on V ⊗W by v ⊗ w 7→ xv ⊗ w + v ⊗ w,
and on Hom(V,W ) by φ 7→ x ◦ φ− φ ◦ x. ♦

4.1.0.10 Definition Let (U, µ, e, ε) be a “counital algebra” over K, i.e. an algebra along with an
algebra map ε : U → K; thus ε makes K into a U -module. Let V be a U -module. An element v ∈ V
is U -invariant if the linear map K → V given by 1 7→ v is a U -module homomorphism. We write
V U for the vector space of U -invariant elements of V .

4.1.0.11 Lemma When U is a cocommutative Hopf algebra, the space HomK(V,W )U of U -invariant
linear maps is the same as the space HomU (V,W ) of U -module homomorphisms. �

4.1.0.12 Example The Ug-invariant elements of a g-module V is the set V g = {v ∈ V s.t. x · v =
0 ∀x ∈ g}. We shorten the word “Ug-invariant” to “g-invariant”. A linear map φ ∈ HomK(V,W ) is
g-invariant if and only if x ◦ φ = φ ◦ x for every x ∈ g. ♦

4.1.0.13 Definition The center of a Lie algebra g is the space of g-invariant elements of g under

the adjoint action: Z(g)
def
= gg = {x ∈ g s.t. [g, x] = 0}.
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4.2 Structure theory of Lie algebras

4.2.1 Many definitions

As always, we write “g-module” for “Ug-module”.

4.2.1.1 Definition A g-module V is simple or irreducible if there is no submodule W ⊆ V with
0 6= W 6= V . A Lie algebra is simple if it is simple as a g-module under the adjoint action. An
ideal of g is a g-submodule of g under the adjoint action.

4.2.1.2 Proposition If a and b are ideals in g, then so is [a, b].

4.2.1.3 Definition The upper central series of a Lie algebra g is the series g ≥ g1 ≥ g2 ≥ . . .

where g0
def
= g and gn+1

def
= [g, gn]. The Lie algebra g is nilpotent if gn = 0 for some n.

4.2.1.4 Definition The derived subalgebra of a Lie algebra g is the algebra g′
def
= [g, g]. The

derived series of g is the series g ≥ g′ ≥ g′′ ≥ . . . given by g(0) def
= g and g(n+1) def

= [g(n), g(n)]. The
Lie algebra g is solvable if g(n) = 0 for some n. An ideal r in g is solvable if it is solvable as a
subalgebra. By Proposition 4.2.1.2, if r is an ideal of g, then so is r(n).

4.2.1.5 Example The Lie algebra of upper-triangular matrices in gl(n) is solvable. A converse
to this statement is Corollary 4.2.3.5. The Lie algebra of strictly upper triangular matrices is
nilpotent. ♦

4.2.1.6 Definition A Lie algebra g is semisimple if its only solvable ideal is 0.

4.2.1.7 Remark If r is a solvable ideal of g with r(n) = 0, then r(n−1) is abelian. Conversely, any
abelian ideal of g is solvable. Thus it is equivalent to replace the word “solvable” in Definition 4.2.1.6
with the word “abelian”. ♦

4.2.1.8 Proposition Any nilpotent Lie algebra is solvable. A non-zero nilpotent Lie algebra has
non-zero center. �

4.2.1.9 Proposition A subquotient of a solvable Lie algebra is solvable. A subquotient of a nilpo-
tent algebra is nilpotent. If a is an ideal of g and if a and g/a are both solvable, then g is solvable.
If a is an ideal of g and a is nilpotent and if gy a nilpotently, then g is nilpotent. Thus a central
extension of a nilpotent Lie algebra is nilpotent.

Proof The derived and upper central series of subquotients are subquotients of the derived and
upper central series. For the second statement, we start taking the derived series of g, eventually
landing in a (since g/a→ 0), which is solvable. The nilpotent claim is similar.

4.2.1.10 Example Let g = 〈x, y : [x, y] = y〉 be the two-dimensional nonabelian Lie algebra.
Then g(1) = 〈y〉 and g(2) = 0, but g2 = [g, 〈y〉] = 〈y〉 so g is solvable but not nilpotent.
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4.2.1.11 Definition The lower central series of a Lie algebra g is the series 0 ≤ Z(g) ≤ z2 ≤ . . .
defined by z0 = 0 and zk+1 = {x ∈ g s.t. [g, x] ⊆ zk}.

4.2.1.12 Proposition For any of the derived series, the upper central series, and the lower central
series, quotients of consecutive terms are abelian. �

4.2.1.13 Proposition Let g be a Lie algebra and {zk} its lower central series. Then zn = g for
some n if and only if g is nilpotent. �

4.2.2 Nilpotency: Engel’s theorem and corollaries

4.2.2.1 Lemma / Definition A matrix x ∈ End(V ) is nilpotent if xn = 0 for some n. A Lie
algebra g acts by nilpotents on a vector space V if for each x ∈ g, its image under g → End(V )
is nilpotent. If g y V,W by nilpotents, then g y V ⊗W and g y Hom(V,W ) by nilpotents. If
v ∈ V and gy V , define the annihilator of v to be anng(v) = {x ∈ g s.t. xv = 0}. For any v ∈ V ,
ann( v) is a Lie subalgebra of g. �

4.2.2.2 Theorem (Engel’s Theorem)
If g is a finite-dimensional Lie algebra acting on V (possibly infinite-dimensional) by nilpotent
endomorphisms, and V 6= 0, then there exists a non-zero vector v ∈ V such that gv = 0.

Proof It suffices to look at the image of g in gl(V ) = Hom(V, V ). Then ad : gy g is by nilpotents.
Pick v0 ∈ V so that anng(v0) has maximal dimension and let h = anng(v0). It suffices to show

that h = g; suppose to the contrary that h ( g. By induction on dimension, the theorem holds for
h. Consider the vector space g/h; then hy g/h by nilpotents, so we can find x ∈ g/h nonzero with

hx = 0. Let x̂ be a preimage of x in g. Then x̂ ∈ g r h and [h, x̂] ⊆ h. Then h1
def
= 〈x̂〉 + h is a

subalgebra of g.

The space U
def
= {u ∈ V s.t. hu = 0} is non-zero, since v0 ∈ U . We see that U is an h1-

submodule of h1 y V : hu = 0 ∈ U for h ∈ h, and h(x̂u) = [h, x̂]u+ x̂hu = 0u+ x̂0 = 0 so x̂u ∈ U .
All of g acts on all of V by nilpotents, so in particular x|U is nilpotent, and so there is some vector
v1 ∈ U with xv1 = 0. But then h1v1 = 0, contradicting the maximality of h = ann(v0). �

4.2.2.3 Corollary 1. If gy V by nilpotents and V is finite dimension, then V has a basis in
which g is strictly upper triangular.

2. If adx is nilpotent for all x ∈ g finite-dimensional, then g is a nilpotent Lie algebra.

3. Let V be a simple g-module. If an ideal a ≤ g acts nilpotently on V then a acts as 0 on V .�

4.2.2.4 Lemma / Definition If V is a finite-dimensional g module, then there exists a Jordan-
Holder series 0 = M0 < M1 < M2 < · · · < M(n) = V such that each Mi is a g-submodule and each
Mi+1/Mi is simple. �

4.2.2.5 Corollary Let V be a finite-dimensional g-module and 0 = M0 < M1 < M2 < · · · <
M(n) = V a Jordan-Holder series for V . An ideal a ≤ g acts by nilpotents on V if and only if a
acts by 0 on each Mi+1/Mi. Thus there is a largest ideal of g that acts by nilpotents on V . �
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4.2.2.6 Definition The largest ideal of g that acts by nilpotents on V is the nilpotency ideal of
the action gy V .

4.2.2.7 Proposition Any nilpotent ideal a ≤ g acts nilpotently on g. �

4.2.2.8 Corollary Any finite-dimensional Lie algebra has a largest nilpotent ideal: the nilpotency
ideal of ad. �

4.2.2.9 Remark Not every ad-nilpotent element of a Lie algebra is necessarily in the nilpotency
ideal of ad. ♦

4.2.2.10 Definition Let g be a Lie algebra and V a finite-dimensional g-module. Then V defines

a trace form βV : a symmetric bilinear form on g given by βV (x, y)
def
= trV (x, y). The radical or

kernel of βV is the set kerβV
def
= {x ∈ g s.t. βV (x, g) = 0}.

4.2.2.11 Remark The more standard notation seems to be radβ for what we call kerβ, c.f.
[Hai08]. We prefer the term “kernel” largely to avoid the conflict of notation with Lemma/Definition 4.2.3.1.
Any bilinear form β on V defines two linear maps V → V ∗, where V ∗ is the dual vector space to
V , given by x 7→ β(x,−) and x 7→ β(−, x). Of course, when β is symmetric, these are the same
map, and we can unambiguously call the map β : V → V ∗. Then kerβV defined above is precisely
the kernel of the map βV : g→ g∗. ♦

The following proposition follows from considering Jordan-Holder series:

4.2.2.12 Proposition If and ideal a ≤ g of a finite-dimensional Lie algebra acts nilpotently on a
finite-dimensional vector space V , then a ≤ kerβV . �

4.2.3 Solvability: Lie’s theorem and corollaries

4.2.3.1 Lemma / Definition Let g be a finite-dimensional Lie algebra. Then g has a largest
solvable ideal, the radical rad g.

Proof If ideals a, b ≤ g are solvable, then a + b is solvable, since we have an exact sequence of
g-modules

0→ a→ a + b→ (a + b)/a→ 0

which is also an extension of a solvable algebra (a quotient of b) by a solvable ideal. �

4.2.3.2 Theorem (Lie’s Theorem)
Let g be a finite-dimensional solvable Lie algebra over K of characteristic 0, and V a non-zero
g-module. Assume that K contains eigenvalues of the actions of all x ∈ g. Then V has a one-
dimensional g-submodule.

Proof Without loss of generality g 6= 0; then g′ 6= g by solvability. Pick any g ≥ h ≥ g′ a
codimension-1 subspace. Since h ≥ g′, h is an ideal of g. Pick x ∈ gr h, whence g = 〈x〉+ h.
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Being a subalgebra of g, h is solvable, and by induction on dimension h y V has a one-
dimensional h-submodule 〈w〉. Thus there is some linear map λ : h → K so that h · w = λ(h)w
for each h ∈ h. Let W = K[x]w for x ∈ g r h as above. Then W = U(g)w, as g = h + 〈x〉 and
hw ⊆ Kw.

By induction on m, each 〈1, x, . . . , xm〉w is an h-submodule of W :

h(xmw) = xmhw +
∑

k+l=m−1

xk[h, x]xlw (4.2.3.3)

= λ(h)xmw + xkh′xlw (4.2.3.4)

where h′ = [h, x] ∈ h. Thus h′xlw ∈ 〈1, . . . , xl〉w by induction, and so xkh′xlw ∈ 〈1, . . . , xk+l〉w =
〈1, . . . , xm−1〉w.

Moreover, we see that W is a generalized eigenspace with eigenvalue λ(h) for all h ∈ h, and
so trW h = (dimW )λ(h), by working in a basis where h is upper triangular. But for any a, b,
tr[a, b] = 0; thus trW [h, x] = 0 so λ([h, x]) = 0. Then equations (4.2.3.3) to (4.2.3.4) and induction
on m show that W is an actual eigenspace.

Thus we can pick v ∈W an eigenvector of x, and then v generates a one-dimensional eigenspace
of x+ h = g, i.e. a one-dimensional g-submodule. �

4.2.3.5 Corollary Let g and V satisfy the conditions of Theorem 4.2.3.2. Then V has a basis in
which g is upper-diagonal. �

4.2.3.6 Corollary Let g be a solvable finite-dimensional Lie algebra over an algebraically closed
field of characteristic 0. Then every simple finite-dimensional g-module is one-dimensional. �

4.2.3.7 Corollary Let g be a solvable finite-dimensional Lie algebra over a field of characteristic
0. Then g′ acts nilpotently on any finite-dimensional g-module. �

4.2.3.8 Remark In spite of the condition on the ground field in Theorem 4.2.3.2, Corollary 4.2.3.7
is true over any field of characteristic 0. Indeed, let g be a Lie algebra over K and K ≤ L a field
extension. The upper central, lower central, and derived series are all preserved under L⊗K, so
L⊗K g is solvable if and only if g is. Moreover, gy V nilpotently if and only if L⊗K gy L⊗K V
nilpotently. Thus we may as well “extend by scalars” to an algebraically closed field. ♦

4.2.3.9 Corollary Corollary 4.2.2.8 asserts that any Lie algebra g has a largest ideal that acts
nilpotently on g. When g is solvable, then any element of g′ is ad-nilpotent. Hence the set of
ad-nilpotent elements of g is an ideal. �

4.2.4 The Killing form

We recall Definition 4.2.2.10.

4.2.4.1 Proposition Let g be a Lie algebra and V a g-module. The trace form βV : (x, y) 7→
trV (xy) on g is invariant under the g-action:

βV
Ä
[z, x], y

ä
+ βV

Ä
x, [z, y]

ä
= 0 �
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4.2.4.2 Definition Let g be a Lie algebra. The Killing form β
def
= β(g,ad) on g is the trace form of

the adjoint representation gy g.

4.2.4.3 Proposition Let g be a Lie algebra, V a g-module, and W ⊆ V a g-submodule. Then
βV = βW + βV/W . �

4.2.4.4 Corollary Let g be a Lie algebra and a ≤ g an ideal. Then β(g/a,ad)|a×g = 0, so β|a×g =
βa|a×g. In particular, the Killing form of a is β|a×a. �

4.2.4.5 Proposition Let V be a g-module of a Lie algebra g. Then kerβV is an ideal of g.

Proof The invariance of βV implies that the map βV : g→ g∗ given by x 7→ βV (x,−) is a g-module
homomorphism, whence kerβV is a submodule a.k.a. and ideal of g. �

The following is a corollary to Theorem 4.2.2.2, using the Jordan-form decomposition of matri-
ces:

4.2.4.6 Proposition Let g be a Lie algebra, V a g-module, and a an ideal of g that acts nilpotently
on V . Then a ⊆ kerβV . �

4.2.4.7 Corollary If the Killing form β of a Lie algebra g is nondegenerate (i.e. if kerβ = 0),
then g is semisimple. �

4.2.5 Jordan form

1

4.2.5.1 Theorem (Jordan decomposition)
Let V be a finite-dimensional vector space over an algebraically closed field K. Then:

1. Every a ∈ gl(V ) has a unique Jordan decomposition a = s + n, where s is diagonalizable, n
is nilpotent, and they commute.

2. s, n ∈ K[a], in the sense that they are linear combinations of powers of a; as a varies, s and
n need not depend polynomially on a.

1The statement of the Jordan decomposition in [Hai08, Proposition 20.3] is stronger than in [BRS06, Lemma 12.4]:
in the former, not only do we assert that s, n ∈ K[x], but that they are in xK[x]. This is probably equivalent, but I
haven’t thought about it enough to be sure. The two statements in this section are leading towards the statement
and proof of Proposition 4.2.6.1. It seems that this theorem requires an unmotivated piece of linear algebra; for us,
this is Lemma 4.2.5.2. [BRS06, Lemma 12.3] states this result differently; only by inspecting the proofs are they
obviously equivalent:

Lemma Let s be a diagonalizable linear operator on a vector space V over K algebraically closed of characteristic 0.
If s = adiag(λ1, . . . , λn)a−1 for a an invertible matrix over V , and given f : K→ K an arbitrary function, we define
f(x) as adiag(f(λ1), . . . , f(λn))a−1. Suppose that tr(xf(x)) = 0 for any Q-linear map f : K → K that restricts to
the identity on Q ↪→ K. Then s = 0.
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Proof We write a in Jordan form; since strictly-upper-triangular matrices are nilpotent, existence
of a Jordan decomposition of a is guaranteed. In particular, the diagonal part s clearly commutes
with a, and hence with n = a−s. We say this again more specifically, showing that s, n constructed
this way are polynomials in x:

Let the characteristic polynomial of a be
∏
i(x−λi)ni . In particular, (x−λi) are relatively prime,

so by the Chinese Remainder Theorem, there is a polynomial f such that f(x) = λi mod (x−λi)ni .
Choose a basis of V in which a is in Jordan form; since restricting to a Jordan block b of a is an
algebra homomorphism K[a] � K[b], we can compute f(a) block-by-block. Let b be a block of a
with eigenvalue λi. Then (b− λi)ni = 0, so f(b) = λi. Thus s = f(a) is diagonal in this basis, and
n = a− f(a) is nilpotent.

For uniqueness in part 1., let x = n′ + s′ be any other Jordan decomposition of a. Then n′ and
s′ commut with a and hence with any polynomial in a, and in particular n′ commutes with n and
s′ commutes with s. But n′+ s′ = a = n+ s, so n′−n = s′− s. Since everything commutes, n′−n
is nilpotent and s′ − s is diagonalizable, but the only nilpotent diagonal is 0. �

We now move to an entirely unmotivated piece of linear algebra:

4.2.5.2 Lemma Let V be a finite-dimensional vector space over an algebraically closed field K of
characteristic 0. Let B ⊆ A ⊆ gl(V ) be any subspaces, and define T = {x ∈ gl(V ) : [x,A] ⊆ B}.
Then if t ∈ T satisfies trv(tu) = 0 ∀u ∈ T , then t is nilpotent.

We can express this as follows: Let βV be the trace form on gl(V ) y V . Then kerβV |T×T consists
of nilpotents.

Proof Let t = s+n be the Jordan decomposition; we wish to show that s = 0. We fix a basis {ei}
in which s is diagonal: sei = λiei. Let {eij} be the corresponding basis of matrix units for gl(V ).
Then (ad s)eij = (λi − λj)eij .

Now let Λ = Q{λi} be the finite-dimensional Q-vector-subspace of K. We consider an arbitrary
Q-linear functional f : Λ→ Q; we will show that f = 0, and hence that Λ = 0.

By Q-linearity, f(λi) − f(λj) = f(λi − λj), and we chose a polynomial p(x) ∈ K[x] so that
p(λi − λj) = f(λi)− f(λj); in particular, p(0) = 0.

Now we define u ∈ gl(V ) by uei = f(λi)ei, and then (adu)eij = (f(λi)− f(λj))eij = p(ad s)eij .
So adu = p(ad s).

Since ad : g→ gl(g) is a Lie algebra homomorphism, ad t = ad s+adn, and ad s, adn commute,
and ad s is diagonalizable and adn is nilpotent. So ad s+ adn is the Jordan decomposition of ad t,
and hence ad s = q(ad t) for some polynomial q ∈ K[x]. Then adu = (p ◦ q)(ad t), and since every
power of t takes A into B, we have (adu)A ⊆ B, so u ∈ T .

But by construction u is diagonal in the {ei} basis and t is upper-triangular, so tu is upper-
triangular with diagonal diag(λif(λi)). Thus 0 = tr(tu) =

∑
λif(λi). We apply f to this: 0 =∑

(f(λi))
2 ∈ Q, so f(λi) = 0 for each i. Thus f = 0. �

4.2.6 Cartan’s criteria

4.2.6.1 Proposition Let V be a finite-dimensional vector space over a field K of characteristic 0.
Then a subalgebra g ≤ gl(V ) is solvable if and only if βV (g, g′) = 0, i.e. g′ ≤ kerβV .
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Proof We can extend scalars and assume thatK is algebraically closed, thus we can use Lemma 4.2.5.2.
The forward direction follows by Lie’s theorem (Theorem 4.2.3.2): we can find a basis of V in

which g acts by upper-triangular matrices, and hence g′ acts by strictly upper-triangular matrices.
For the reverse, we’ll show that g′ acts nilpotently, and hence is nilpotent by Engel’s theorem

(Theorem 4.2.2.2). We use Lemma 4.2.5.2, taking V = V , A = g, and B = g′. Then T = {t ∈
gl(V ) s.t. [t, g] ≤ g′}, and in particular g ≤ T , and so g′ ≤ T .

So if [x, y] = t ∈ g′, then trV (tu) = trV ([x, y]u) = trV (y[x, u]) by invariance, and y ∈ g and
[x, u] ∈ g′ so trV (y[x, u]) = 0. Hence t is nilpotent. �

The following is a straightforward corollary:

4.2.6.2 Theorem (Cartan’s First Criterion)
Let g be a Lie algebra over a field of characteristic 0. Then g is solvable if and only if g′ ≤ kerβ.

Proof We have not yet proven Theorem 4.5.0.10, so we cannot assume that g ↪→ gl(V ) for some V .
Rather, we let V = g and g̃ = g/Z(g), whence g̃ ↪→ gl(V ) by the adjoint action. Then g is a central
extension of g̃, so by Proposition 4.2.1.9 g is solvable if and only if g̃ is. By Proposition 4.2.6.1, g̃
is solvable if and only if βg̃(g̃, g̃

′) = 0. But βg facrots through βg̃:

βg = {g× g
/Z(g)−→ g̃× g̃

βg̃→ K}

Moreover, g′
/Z(g)
� g̃′, and so βg(g, g

′) = βg̃(g̃, g̃
′). �

4.2.6.3 Corollary For any Lie algebra g in characteristic zero with Killing form β, we have that
kerβ is solvable, i.e. kerβ ≤ rad g.

The reverse direction of the following is true in any characteristic (Corollary 4.2.4.7). The
forward direction is an immediate corollary of Corollary 4.2.6.3.

4.2.6.4 Theorem (Cartan’s Second Criterion)
Let g be a Lie algebra over characteristic 0, and β its Killing form. Then g is semisimple if and
only if kerβ = 0. �

4.2.6.5 Corollary Let g be a Lie algebra over characteristic 0. The g is semisimple if and only if
any extension by scalars of g is semisimple. �

4.2.6.6 Remark For any Lie algebra g, g/ rad g is semisimple. We will see latter (Theorem 4.4.4.12)
that in characteristic 0, rad g is a direct summand and g. ♦

4.3 Examples: three-dimensional Lie algebras

The classification of three-dimensional Lie algebras over R or C is long but can be done by hand
[Bia]. The classification of four-dimensional Lie algebras has been completed, but beyond this it is
hopeless: there are too many extensions of one algebra by another. In Chapter 5 we will classify
all semisimple Lie algebras. For now we list two important Lie algebras:
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4.3.0.1 Lemma / Definition The Heisenberg algebra is a three-dimensional Lie algebra with a
basis x, y, z, in which z is central and [x, y] = z. The Heisenberg algebra is nilpotent. �

4.3.0.2 Lemma / Definition We define sl(2) to be the three-dimensional Lie algebra with a basis
e, h, f and relations [h, e] = 2e, [h, f ] = −2f , and [e, f ] = h. So long as we are not working over
characteristic 2, sl(2) is semisimple; simplicity follows from Corollary 4.3.0.5.

Proof Just compute the Killing form βsl(2). �

We conclude this section with two propositions and two corollaries; these will play an important
role in Chapter 5.

4.3.0.3 Proposition Let g be a Lie algebra such that every ideal a of g and every quotient g/a
of g is semisimple. Then g is semisimple. Conversely, let g be a semisimple Lie algebra over
characteristic 0. Then all ideals and all quotients of g are semisimple.

Proof We prove only the converse direction. Let g be semisimple, so that β is nondegenerate. Let
α⊥ be the orthogonal subspace to a with respet to β. Then a⊥ = ker{x 7→ β(−, x) : g→ Hom(a, g)},
so a⊥ is an ideal. Then a ∩ a⊥ = kerβ|a ≤ rad a, and hence it’s solvable and hence is 0. So a is
semisimple, and also a⊥ is. In particular, the projection a⊥

∼→ g/a is an isomorphism of Lie
algebras, so g/a is semisimple. �

4.3.0.4 Corollary Every finite-dimensional semisimple Lie algebra g over characteristic 0 is a
direct product g = g1 × · · · × gm of simple nonabelian algebras.

Proof Let a be a minimal and hence simple idea. Then [a, a⊥] ⊆ a ∩ a⊥ = 0. Rinse and repeat.�

4.3.0.5 Corollary sl(2) is simple. �

4.4 Some homological algebra

We will not need too much homological algebra; any standard textbook on the subject, e.g. [CE99,
GM03, Wei94], will contain fancier versions of many of these constructions.

4.4.1 The Casimir

The following piece of linear algebra is a trivial exercise in definition-chasing, and is best checked
in either the physicists’ index notation or Penrose’s graphical language:

4.4.1.1 Proposition Let 〈, 〉 be a nondegenerate not-necessarily-symmetric bilinear form on finite-
dimensional V . Let (xi) and (yi) be dual bases, so 〈xi, yj〉 = δij. Then θ =

∑
xi ⊗ yi ∈ V ⊗ V

depends only on the form 〈, 〉. If z ∈ gl(V ) leaves 〈, 〉 invariant, then θ is also invariant. �

4.4.1.2 Corollary Let β be a nondegenerate invariant (symmetric) form on a finite-dimensional
Lie algebra g, and define cβ =

∑
xiyi to be the image of θ in Proposition 4.4.1.1 under the multi-

plication map g⊗ g→ Ug. Then cβ is a central element of Ug. �
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4.4.1.3 Lemma / Definition Let g be a finite-dimensional Lie algebra and V a g-module so that
the trace form βV is nondegenerate. Define the Casimir operator cV = cβV as in Corollary 4.4.1.2.
Then cV has the following properties:

1. cV only depends on βV .

2. cV ∈ Z(U(g))

3. cV ∈ U(g)g, i.e. it acts as 0 on K.

4. trV (cV ) =
∑

trV (xiyi) = dim g.

In particular, cV distinguishes V from the trivial representation. �

4.4.2 Review of Ext

4.4.2.1 Definition Let C be an abelian category. A complex (with homological indexing) in C is

a sequence A• = . . . Ak
dk→ Ak−1 → . . . of maps in C such that dk ◦ dk+1 = 0 for every k. The

homology of A• are the objects Hk(A•)
def
= ker dk/ Im dk+1. For each k, ker dk is the object of

k-cycles, and Im dk+1 is the object of k-boundaries.

We can write the same complex with cohomological indexing by writing Ak
def
= A−k, whence

the arrows go · · · → Ak−1 δk→ Ak → . . . . The cohomology of a complex is Hk(A•)
def
= H−k(A•) =

ker δk+1/ Im δk. The k-cocycles are ker δk+1 and the k-coboundaries are Im δk.
A complex is exact at k if Hk = 0. A long exact sequence is a complex, usually infinite, that

is exact everywhere. A short exact sequence is a three-term exact complex of the form 0 → A →
B → C → 0. In particular, A = ker(B → C) and C = A/B.

4.4.2.2 Definition Let U be an associative algebra and U-mod its category of left modules. A
free module is a module U y F that is isomorphic to a possibly-infinite direct sum of copies of
U y U . Let M be a U -module. A free resolution of M is a complex F• = · · · → F1 → F0 → 0 that
is exact everywhere except at k = 0, where Hk(F•) = M . Equivalently, the augmented complex
F• →M → 0 is exact.

4.4.2.3 Lemma Given any module M , a free resolution F• of M exists.

Proof Let F−1
def
= M0

def
= M and Mk+1

def
= ker(Fk → Fk−1). Define Fk to be the free module on a

generating set of Mk. �

4.4.2.4 Lemma / Definition Let U be an associative algebra and M,N two left U modules. Let
F• be a free resolution of M , and construct the complex

HomU (F•, N) = HomU (F0, N)
δ1→ HomU (F1, N)

δ2→ . . .

by applying the contravariant functor HomU (−, N) to the complex F•. Define ExtiU (M,N)
def
=

H i(HomU (F•, N)). Then Ext0
U (M,N) = Hom(M,N). Moreover, ExtiU (M,N) does not depend on

the choice of free resolution F•, and is functorial in M and N .
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Proof It’s clear that for each choice of a free-resolution of M , we get a functor Ext•(M,−).
Let M →M ′ be a U -morphism, and F ′• a free resolution of M ′. By freeness we can extend the

morphism M →M ′ to a chain morphism, unique up to chain homotopy:

M

M ′

F0F1· · ·

F ′0F ′1· · ·

Chain homotopies induce isomorphisms on Hom, so Ext•(M,N) is functorial in M ; in particular,
letting M ′ = M with a different free resolution shows that Ext•(M,N) is well-defined. �

4.4.2.5 Lemma / Definition The functor Hom(−, N) is left-exact but not right-exact, i.e. if
0→ A→ B → C → 0 is a short exact sequence then Hom(A,N)← Hom(B,N)← Hom(C,N)← 0
is exact, but 0 ← Hom(A,N) ← Hom(B,N) is not necessarily exact. Rather, we get a long exact
sequence in Ext:

0Ext0(C,N)Ext0(B,N)Ext0(A,N)

Ext1(C,N)Ext1(B,N)Ext1(A,N)

Ext2(C,N)Ext2(B,N)Ext2(A,N). . .

When N = A, the image of 1A ∈ Hom(A,A) = Ext0(A,A) in Ext1(C,A) is the characteristic class
of the extension 0 → A → B → C → 0. The characteristic class determines B up to equivalence;
in particular, when 1A 7→ 0, then B ∼= A⊕ C. �

4.4.3 Complete reducibility

4.4.3.1 Lemma Let g be a Lie algebra over K, Ug its universal enveloping algebra, N a g-module,
and F a free g-module. Then F ⊗K N is free.

Proof Let F =
⊕Ug; then F ⊗ N =

Ä⊕Ugä ⊗K N =
⊕

(Ug ⊗K N), so it suffices to show that

G
def
= Ug⊗K N is free.
We understand the Ug-action on G: let x ∈ g and u⊗n ∈ G, then x·(u⊗n) = (xu)⊗n+u⊗(x·n)

as ∆x = x⊗ 1 + 1⊗ x. Here xu is the product in Ug and x · n is the action gy N .
We can put a filtration on G by G≤n = Ug≤n ⊗K N . This makes G into a filtered module:

U(g)≤kG≤l ⊆ G≤k+l

Thus grG is a grUg-module, but grUg = Sg, and S(g) acts through the first term, so S(g)⊗N is
a free S(g)-module, by picking any basis of N .

let {nβ} be a basis of N and {xα} a basis of g. Then {x~αnβ} is a basis of grG = S(g) ⊗ N ,
hence also a basis of U(g) ⊗ N . Thus U(g) ⊗ N is free. We have used Theorem 3.2.2.1 implicitly
multiple times. �
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4.4.3.2 Corollary If M and N are finite-dimensional g-modules, then:

Exti(M,N) ∼= Exti(Hom(N,M),K) ∼= Exti(K,Hom(M,N))

Proof It suffices to prove the first equality.
Let F• →M be a free resolution. A U(g)-module homomorphism is exactly a g-invariant linear

map:

HomU(g)(F,N)• = HomK(F•, N)g (4.4.3.3)

= HomK(F• ⊗K N∗,K)g (4.4.3.4)

= Ext•(M ⊗N∗,K) (4.4.3.5)

Using the finite-dimensionality of N and the lemma that F •⊗N∗ is a free resolution of M ⊗N∗.�

4.4.3.6 Lemma If M,N are finite-dimensional g-modules and c ∈ Z(Ug) such that the charac-
teristic polynomials f and g of c on M and N are relatively prime, then Exti(M,N) = 0 for all
i.

Proof By functoriality, c acts Exti(M,N). By centrality, the action of c on Exti(M,N) must satisfy
both the characteristic polynomials: f(c), g(c) annihilate Exti(M,N). If f and g are relatively
prime, then 1 = af + bg for some polynomials a, b; thus 1 annihilates Exti(M,N), which must
therefore be 0. �

4.4.3.7 Theorem (Schur’s Lemma)
Let U be an algebra and N a simple non-zero U -module, and let α : N → N a U -homomorphism;
then α = 0 or α is an isomorphism.

Proof The image of α is a submodule of N , hence either 0 or N . If Imα = 0, then we’re done. If
Imα = N , then kerα 6= 0, so kerα = N by simplicity, and α is an isom. �

4.4.3.8 Corollary Let M,N be finite-dimensional simple U -modules such that c ∈ Z(U) annihi-
lates M but not N ; then Exti(M,N) = 0 for every i.

Proof By Theorem 4.4.3.7, c acts invertibly on N , so all its eigenvalues (over the algebraic closure)
are non-zero. But the eigenvalues of c on M are all 0, so the characteristic polynomials are relatively
prime. �

4.4.3.9 Theorem (Ext1 vanishes over a semisimple Lie algebra)
Let g be a semisimple Lie algebra over a field K of characteristic 0, and let M and N be finite-
dimensional g-modules. Then Ext1(M,N) = 0.

Proof Using Corollary 4.4.3.2 we may assume that M = K. Assume that N is not a trivial module.
Then g = g1×· · ·×gk by Corollary 4.3.0.4 for gi simple, and some gi acts non-trivially on N . Then
βN does not vanish on gi by Theorem 4.2.6.4, and so kergi βN = 0 by simplicity. Thus we can find
a Casimir c ∈ Z(Ugi) ⊆ Z(Ug). In particular, trN (c) = dim gi 6= 0, but c annihilates K, and so by
Corollary 4.4.3.8 Ext1(K, N) = 0.
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If N is a trivial module, then we use the fact that Ext1(K, N) classifies extensions 0 → N →
L → K → 0, which we will classify directly. (See Example 4.4.4.6 for a direct verification that
Ext1 classifies extensions in the case of g-modules.) Writing L in block form (as a vector space,

L = N ⊕ K), we see that g acts on L like

ñ
0 ∗
0 0

ô
. Then g acts by nilpotent matrices, but g is

semisimple, so g annihilates L. Thus the only extension is the trivial one, and Ext1(K, N) = 0. �

We list two corollaries, which are important enough to call theorems. We recall the following
definition:

4.4.3.10 Definition An object in an abelian category is simple if it has no non-zero proper sub-
objects. An object is completely reducible if it is a direct sum of simple objects.

4.4.3.11 Theorem (Weyl’s Complete Reducibility Theorem)
Every finite-dimensional representation of a semisimple Lie algebra over characteristic zero is com-
pletely reducible. �

4.4.3.12 Theorem (Whitehead’s Theorem)
If g is a semisimple Lie algebra over characteristic zero, and M and N are finite-dimensional

non-isomorphic simple g-modules, then Exti(M,N) vanishes for all i. �

4.4.4 Computing Exti(K,M)

4.4.4.1 Proposition Let g be a Lie algebra over K, and K the trivial representation. Then K has
a free Ug resolution given by:

· · · → U(g)⊗K
∧2g

d2→ U(g)⊗K g
d1→ U(g)

ε→ K→ 0 (4.4.4.2)

The maps dk : U(g)⊗∧kg→ U(g)⊗∧k−1g for k ≤ 1 are given by:

dk(x1 ∧ · · · ∧ xk) =
∑
i

(−1)i−1xi ⊗ (x1 ∧ · · · x̂i · · · ∧ xk)

−
∑
i<j

(−1)i−j+11⊗ ([xi, xj ] ∧ x1 ∧ · · · x̂i · · · x̂j · · · ∧ xk) (4.4.4.3)

Proof That dk is well-defined requires only checking that it is antisymmetric. That dk−1 ◦ dk = 0
is more or less obvious: terms cancel either by being sufficiently separated to appear twice with
opposite signs (like in the free resolution of the symmetric polynomial ring), or by syzygy, or by
Jacobi.

For exactness, we quote a general principle: Let F•(t) be a t-varying complex of vector spaces,
and choose a basis for each one. Assume that the vector spaces do not change with t, but that the
matrix coefficients of the differentials dk depend algebraically on t. Then the dimension of H i can
jump for special values of t, but does not fall at special values of t. In particular, exactness is a
Zariski open condition.
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Thus consider the complex with the vector spaces given by equation (4.4.4.2), but with the
differential given by

dk(x1 ∧ · · · ∧ xk) =
∑
i

(−1)i−1xi ⊗ (x1 ∧ · · · x̂i · · · ∧ xk)

− t
∑
i<j

(−1)i−j+11⊗ ([xi, xj ] ∧ x1 ∧ · · · x̂i · · · x̂j · · · ∧ xk) (4.4.4.4)

This corresponds to the Lie algebra gt = (g, [x, y]t
def
= t[x, y]). When t 6= 0, gt ∼= g, by x 7→ tx, but

when t = 0, g0 is abelian, and the complex consists of polynomial rings and is obviously exact.

Thus the t-varying complex is exact at t = 0 and hence in an open neighborhood of 0. If K is
not finite, then an open neighborhood of 0 contains non-zero terms, and so the complex is exact
for some t 6= 0 and hence for all t. If K is finite, we replace it by its algebraic closure. �

4.4.4.5 Corollary Ext•(K,M) is the cohomology of the Chevalley complex with coefficients in M :

0→M
δ1→ HomK(g,M)

δ2→ Hom(
∧2g,M)→ . . .

If g ∈ HomK(
∧k−1g,M), then the differential δkg is given by:

δkg(x1 ∧ · · · ∧ xk) =
∑
i

(−1)i−1xig(x1 ∧ · · · x̂i · · · ∧ xk)

−
∑
i<j

(−1)i−j+1g([xi, xj ] ∧ x1 ∧ · · · x̂i · · · x̂j · · · ∧ xk) �

4.4.4.6 Example Let M and N be finite-dimensional g-modules. Then Exti(M,N) is the coho-

mology of · · · δ
k

→ HomK(
∧lg,M∗ ⊗N)

δk+1

→ · · · . We compute Ext1(M,N).

If φ ∈M∗⊗N and x ∈ g, then the action of x on φ is given by x ·φ = xN ◦φ−φ◦xM = “[x, φ]”.
A 1-cocycle is a map f : g→M∗⊗N such that 0 = δ1f(x∧y) = f([x, y])−

Ä
(x ·f)(y)−(y ·f)(x)

ä
=

“[x, f(y)]− [y, f(x)]”.

Let 0 → N → V → M → 0 be a K-vector space, and choose a splitting σ : M → V as vector

spaces. Then g acts on M ⊕N by x 7→
ñ
xN f(x)
0 xM

ô
, and the cocycles f exactly classify the possible

ways to put something in the upper right corner.

The ways to change the splitting σ 7→ σ′ = σ + h correspond to K-linear maps h : M → N .
This changes f(x) by xN ◦ h− h ◦ xM = δ1(h).

We have seen that the 1-cocycles classify the splitting, and changing the 1-cocycle by a 1-
coboundary changes the splitting but not the extension. So Ext1(M,N) classifies extensions up to
isomorphism. ♦

4.4.4.7 Example Consider abelian extensions of Lie algebras 0→ m→ ĝ→ g→ 0 where m is an
abelian ideal of ĝ. Since m is abelian, the action ĝ y m factors through g = ĝ/m. Conversely, we
can classify abelian extensions 0→ m→ ĝ→ g→ 0 given g and a g-module m.
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We pick a K-linear splitting σ : g→ ĝ; then ĝ = {σ(x) +m} as x ranges over g and m over m,
and the bracket is

[σ(x) +m,σ(y) + n] = σ([x, y]) + [σ(x), n]− [σ(y),m] + g(x, y)

where g is the error term measuring how far off σ is from being a splitting of g-modules. There is
no [m,n] term, because m is assumed to be an abelian ideal of ĝ.

Then g is antisymmetric. The Jacobi identity on ĝ is equivalent to g satisfying:

0 = x g(y ∧ z)− y g(x ∧ z) + z g(x ∧ y)− g([x, y] ∧ z) + g([x, z] ∧ y)− g([y, z] ∧ x) (4.4.4.8)

= x g(y ∧ z)− g([x, y] ∧ z) + cycle permutations (4.4.4.9)

I.e. g is a 2-cocycle in HomK(g,m). In particular, the 2-cocycles classify extensions of g by m along
with a splitting. If we change the splitting by f : g→ m, then g changes by (x · f)(y)− (y · f)(x)−
f([x, y]) = δ2(f). We have proved: ♦

4.4.4.10 Proposition Ext2
Ug(K,m) classifies abelian extensions 0 → m → ĝ → g → 0 up to

isomorphism. The element 0 ∈ Ext2 corresponds to the semidirect product ĝ = gnm. �

4.4.4.11 Corollary Abelian extensions of semisimple Lie groups are semidirect products. �

4.4.4.12 Theorem (Levi’s Theorem)
Let g be a finite-dimensional Lie algebra over characteristic 0, and let r = rad(g). Then g has a
Levi decomposition: semisimple Levi subalgebra s ⊆ g such that g = sn r.

Proof Without loss of generality, r 6= 0, as otherwise g is already semisimple.
Assume first that r is not a minimal non-zero ideal. In particular, let m 6= 0 be an ideal of g

with m ( r. Then r/m = rad(g/m) 6= 0, and by induction on dimension g/m has a Levi subalgebra.
Let s̃ be the preimage of this subalgebra in g/m. Then s̃ ∩ r = m and s̃/m

∼→ (g/m)/(r/m) = g/r.
Hence m = rad(s̃). Again by induction on dimension, s̃ has a Levi subalgebra s; then s̃ = s ⊕ m
and s ∩ r = 0, so s

∼→ g/r. Thus s is a Levi subalgebra of g.
We turn now to the case when r is minimal. Being a radical, r is solvable, so r′ 6= r, and

by minimality r′ = 0. So r is abelian. In particular, the action g y r factors through g/r,
and so 0 → r → g → g/r → 0 is an abelian extension of g/r, and thus must be semidirect by
Corollary 4.4.4.11. �

4.4.4.13 Remark We always have Z(g) ≤ r, and when r is minimal, Z(g) is either 0 or r. When
Z(g) = r, then 0 → r → g → g/r → 0 is in fact an extension of g/r-modules, and so is a direct
product by Example 4.4.4.6. ♦

We do not prove the following, given as an exercise in [Hai08]:

4.4.4.14 Theorem (Malcev-Harish-Chandra Theorem)
All Levi subalgebras of a given Lie algebra are conjugate under the action of the group exp ad n ⊆
GL(V ), where n is the largest nilpotent ideal of g. (In particular, ad : n y g is nilpotent, so the
power series for exp terminates.) �
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We are now ready to complete the proof of Theorem 3.1.2.1, with a theorem of Cartan:

4.4.4.15 Theorem (Lie’s Third Theorem)
Let g be a Lie algebra over R. Then g = Lie(G) for some analytic Lie group G.

Proof Find a Levi decomposition g = s n r. If s = Lie(S) and r = Lie(R) where S and R are
connected and simply connected, then the action s y r lifts to an action S y R. Thus we can
construct G = S nR, and it is a direct computation that g = Lie(G) in this case.

So it suffices to find groups S and R with the desired Lie algebras. We need not even assure
that the groups we find are simply-connected; we can always take universal covers. In any case,
s is simply connected, so the action s → gl(s) is faithful, and thus we can find S ⊆ GL(s) with
Lie(S) = s.

On the other hand, r is solvable: the chain r ≥ r′ ≥ r′′ ≥ . . . eventually gets to 0. We can
interpolate between r and r′ by one-co-dimensional vector spaces, which are all necessarily ideals of
some r(k), and the quotients are one-dimensional and hence abelian. Thus any solvable Lie algebra
is an extension by one-dimensional algebras, and this extension also lifts to the level of groups. So
r = Lie(R) for some Lie group R. �

4.5 From Zassenhaus to Ado

Ado’s Theorem (Theorem 4.5.0.10) normally is not proven in a course in Lie Theory. For example,
[BRS06, page 8] mentions it only in a footnote, referring the reader to [FH91, Appendix E]. [Kna02]
also relegates Ado’s Theorem to an appendix (B.3). In fact, we will see that Ado’s Theorem is a
direct consequence of Theorem 4.4.4.12, although we will need to develop some preliminary facts.

4.5.0.1 Lemma / Definition A Lie derivation of a Lie algebra a is a linear map f : a→ a such
that f([x, y]) = [f(x), y] + [x, f(y)]. Equivalently, a derivation is a one-cocycle in the Chevalley
complex with coefficients in a.

A derivation of an associative algebra A is a linear map f : A → A so that f(xy) = f(x) y +
x f(x).

The product (composition) of (Lie) derivations is not necessarily a (Lie) derivation, but the
commutator of derivations is a derivation. We write Der a for the Lie algebra of Lie derivations
of a, and DerA for the algebra of associative derivations of A. Henceforth, we drop the adjective
“Lie”, talking about simply derivations of a Lie algebra.

We say that hy a by derivations if the map h→ gl(a) in fact lands in Der a. �

In very general language, let A and B be vector spaces, and a : A⊗n → A and b : B⊗n → B
n-linear maps. Then a homomorphism from (A, a) to (B, b) is a linear map φ : A → B so that
φ ◦ a = b ◦ φ⊗n, and a derivation from (A, a) to (B, b) is a linear map φ : A → B such that

φ ◦ a = b ◦ (
∑n
i=1 φi), where φi

def
= 1 ⊗ · · · ⊗ φ ⊗ · · · ⊗ 1, with the φ in the ith spot. Then the

space Hom(A,B) of homomorphisms is not generally a vector space, but the space Der(A,B)
of derivations is. If (A, a) = (B, b), then Hom(A,A) is closed under composition and hence a
monoid, whereas Der(A,A) is closed under the commutator and hence a Lie algebra. The notions
of “derivation” and “homomorphism” agree for n = 1, whence the map φ must intertwine a with
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b. The difference between derivations and homomorphisms is the difference between grouplike and
primitive elements of a bialgebra.

4.5.0.2 Proposition Let a be a Lie algebra.

1. Every derivation of a extends uniquely to a derivation of U(a).

2. Der a→ DerU(a) is a Lie algebra homomorphism.

3. If hy a by derivations, then h(U(a)) ⊆ U(a) ·h(a) ·U(a) the two-sided ideal of U(a) generated
by the image of the h action in a.

4. If N ≤ U(a) is an h-stable two-sided ideal, so is Nn.

Proof 1. Let d ∈ Der a, and define â
def
= Kd ⊕ a; then U(a) ⊆ U(â). The commutative [d,−]

preserves U(a) and is the required derivation. Uniqueness is immediate: once you’ve said how
something acts on the generators, you’ve defined it on the whole algebra.

2. This is an automatic consequence of the uniqueness: the commutator of two derivations is a
derivation, so if it’s unique, it must be the correct derivation.

3. Let a1, . . . , ak ∈ a and h ∈ h. Then h(a1 · · · ak) =
∑k
i=1 a1 · · ·h(ai) · · · ak ∈ U(a) h(a)U(a).

4. Nn is spanned by monomials a1 · · · an where all ai ∈ N . Assuming that h(ai) ∈ N for each
h ∈ h, we see that h(a1 · · · ak) =

∑k
i=1 a1 · · ·h(ai) · · · ak ∈ Nn. �

4.5.0.3 Lemma / Definition Let h and a be Lie algebras and let h y a by derivations. The
semidirect product h n a is the vector space h ⊕ a with the bracket given by [h1 + a1, h2 + a2] =
[h1, h2]h + [a1, a2]a + h1 · a2 − h2 · a1, where be h · a we mean the action of h on a. Then hn a is a
Lie algebra, and 0→ a→ hn a→ h→ 0 is a split short exact sequence in LieAlg. �

4.5.0.4 Proposition Let hy a by derivations, and let g = hn a be the semidirect product. Then
the actions h y Ua by derivations and a y Ua by left-multiplication together make a g-action on
Ua.

Proof We need only check the commutator of h with a. Let u ∈ U(a), h ∈ h, and a ∈ a. Then
(h ◦ a)u = h(au) = h(a)u + a h(u) = [h, a]u + a h(u). Thus [h, a] ∈ g acts as the commutator of
operators h and a on U(a). �

4.5.0.5 Definition An algebra U is left-noetherian if left ideals of U satisfy the ascending chain
condition. I.e. if any chain of left ideals I1 ≤ I2 ≤ . . . of U stabilizes.

We refer the reader to any standard algebra textbook for a discussion of noetherian rings. For
noncommutative ring theory see [Lam01, MR01, GW04].

4.5.0.6 Proposition Let U be a filtered algebra. If grU is left-noetherian, then so is U .
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In particular, U(a) is left-noetherian, since grU(a) is a polynomial ring on dim a generators.

Proof Let I ≤ U be a left ideal. We define I≤n = I ∩ U≤n, and hence I =
⋃
I≤n. We define

gr I =
⊕
I≤n/I≤n−1, and this is a left ideal in grU . If I ≤ J , then gr I ≤ gr J , using the fact that

U injects into grU as vector spaces.
So if we have an ascending chain I1 ≤ I2 ≤ . . . , then the corresponding chain gr I1 ≤ gr I2 ≤ . . .

eventually terminate by assumption: gr In = gr In0 for n ≥ n0. But if gr I = gr J , then by induction
on n, I≤n = J≤n, and so I = J . Hence the original sequence terminates. �

4.5.0.7 Lemma Let j = h + n be a finite-dimensional Lie algebra, where h is a subalgebra of j
and n an ideal. Assume that g y W is a finite-dimensional representation such that h, n y W
nilpotently. Then gyW nilpotently.

Proof If W = 0 there is nothing to prove. Otherwise, by Theorem 4.2.2.2 there is some w ∈ W n,
where W n is the subspace of W annihilated by n. Let h ∈ h and x ∈ n. Then:

xhw = [x, h]︸ ︷︷ ︸
∈n

w + h xw︸︷︷︸
=0

= 0

Thus hw ∈ V n, and so w ∈ V g. By modding out and iterating, we see that gy V nilpotently. �

4.5.0.8 Theorem (Zassenhaus’s Extension Lemma)
Let h and a be finite-dimensional Lie algebras so that h y a by derivations, and let g = h n a.
Moreover, let V be a finite-dimensional a-module, and let n be the nilpotency ideal of a y V .
If [h, a] ≤ n, then there exists a finite-dimensional g-module W and a surjective a-module map
W � V , and so that the nilpotency ideal m of gy W contains n. If hy a by nilpotents, then we
can arrange for m ⊆ h as well.

Proof Consider a Jordan-Holder series 0 = M0 ⊆M1 ⊆ · · · ⊆ M(n) = V . Then n =
⋂

ker(Mi/Mi−1)
by Corollary 4.2.2.5. We define N =

⋂
ker
Ä
Ua → End(Mi/Mi−1)

ä
, an ideal of Ua. Then

N ⊇ n ⊇ [h, a], and so N is an h-stable ideal of Ua by the third part of Proposition 4.5.0.2,
and Nk is h-stable by the fourth part.

Since Ua is left-noetherian (Proposition 4.5.0.6), Nk is finitely generated for each k, and hence
Nk/Nk+1 is a finitely generated Ua module. But the action Ua y (Nk/Nk+1) factors through
Ua/N , so in fact Nk/Nk+1 is a finitely generated (Ua/N)-module. But Ua/N ∼=

⊕
Im
Ä
Ua →

End(Mi/Mi−1)
ä
⊆ ⊕End(Mi/Mi−1), which is finite-dimensional. So Ua/N is finite-dimensional,

Nk/Nk+1 a finitely-generated (Ua/N)-module, and hence Nk/Nk+1 is finite-dimensional.
By construction, N(Mk) ⊆ Mk−1, so Nn annihilates V , where n is the length of the Jordan-

Holder series 0 = M0 ⊆M1 ⊆ · · · ⊆ M(n) = V . Let dimV = d, and define

W
def
=

d⊕
i=1

Ua/Nn

Then W is finite-dimensional since Ua/Nn ∼= Ua/N ⊕ N/N2 ⊕ · · · ⊕ Nn−1/Nn as a vector space,
and each summand is finite-dimensional. To construct the map W � V , we pick a basis {vi}di=1
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of V , and send (0, . . . , 1, . . . , 0) 7→ vi, where 1 is the image of 1 ∈ Ua in Ua/Nn, and it is in the
ith spot. By construction Ua≤0 acts as scalars, and so N does not contain Ua≤0; thus the map
is well-defined. Moreover, g y Ua by Proposition 4.5.0.2, and N is h-stable and hence g-stable.
Thus g y W naturally, and the action Ua y V factors through Nn, and so W � V is a map of
g-modules.

By construction, N and hence n acts nilpotently on W . But n is an ideal of g: a general element
of g is of the form h+a for h ∈ h and a ∈ a, and [h+a, n] = [h, n]+[a, n] ⊆ [h, a]+[a, n] ⊆ n+n = n.
So m ⊇ n, as m is the largest nilpotency ideal of gyW .

We finish by considering the case when hy a nilpotently. Then hy W nilpotently, and since
[h, a] ⊆ n, h+n is an ideal of g. By Lemma 4.5.0.7, h+n acts nilpotently on W , and so is a subideal
of m. �

4.5.0.9 Corollary Let r be a solvable Lie algebra over characteristic 0, and let n be its largest
nilpotent ideal. Then every derivation of r has image in n. In particular, if r is an ideal of some
larger Lie algebra g, then [g, r] ⊆ n.

Proof Let d be a derivation of r and h = Kd ⊕ r. Then h is solvable by Proposition 4.2.1.9, and
h′ y h nilpotently by Corollary 4.2.3.7. But d(r) ⊆ h′ and r is an ideal of h, and so d(r) acts
nilpotently on r, and is thus a subideal of n.

The second statement follows from the fact that [g,−] is a derivation; this follows ultimately
from the Jacobi identity. �

4.5.0.10 Theorem (Ado’s Theorem)
Let g be a finite-dimensional Lie algebra over characteristic 0. Then g has a faithful representation
g ↪→ gl(V ), and this representation can be chosen so that the largest nilpotent ideal n ≤ g acts
nilpotently on V .

Ado originally proved a weaker version of Theorem 4.5.0.10 over R. Harish-Chandra [HC49]
gave essentially the version we present. A year earlier, Iwasawa [Iwa48] removed the dependence
on characteristic, but without the nilpotency refinement. In fact, the theorem as stated holds over
an arbitrary field in arbitrary characteristic, although our proof requires characteristic zero — the
general theorem is due to Hochschild [Hoc66].

Proof We induct on dim g. The g = 0 case is trivial, and we break the induction step into cases:

Case I: g = n is nilpotent. Then g 6= g′, and so we choose a subspace a ⊇ g′ of codimensional 1
in g. This is automatically an ideal, and we pick x 6∈ a, and h = 〈x〉. Any one-dimensional
subspace is a subalgebra, and g = h n a. By induction, a has a faithful module V ′ and acts
nilpotently.

The hypotheses of Theorem 4.5.0.8 are satisfied, and we get an a-module homomorphism
W � V ′ with g y W nilpotently. As yet, this might not be a faithful representation of g:
certainly a acts faithfully on W because it does so on V ′, but x might kill W . We pick a

faithful nilpotent g/a = K-module W1, e.g. x 7→
ñ

0 1
0 0

ô
∈ gl(2). Then V = W ⊕W1 is a

faithful nilpotent g representation.
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Case II: g is solvable but not nilpotent. Then g′ ≤ n � g. We pick an ideal a of codimension
1 in g such that n ⊆ a, and x and h = Kx as before, so that g = hn a. Then n(a) ⊇ n — if a
matrix acts nilpotently on g, then certainly it does so on a, and by construction n ⊆ a — and
we have a faithful module ay V ′ by induction, with n(a) y V ′ nilpotently. Then [h, a] y V ′

nilpotently, since [h, a] ⊆ n(a) by Corollary 4.5.0.9, so we use Theorem 4.5.0.8 to get gy W
and an a-module map W � V ′, such that n y W nilpotently. We form V = W ⊕W1 as
before so that g y V is faithful. Since n is contained in a and a acts as 0 on W1, n acts
nilpotently on W .

Case III: general. By Theorem 4.4.4.12, there is a splitting g = s n r with s semisimple and
r solvable. By Case II, we have a faithful r-representation V ′ with n(r) y V ′ nilpotently.
By Corollary 4.5.0.9 the conditions of Theorem 4.5.0.8 apply, so we have g y W and an
r-module map W � V ′, and since n ≤ r we have n ≤ n(r) so n y W nilpotently. We want
to get a faithful representation, and we need to make sure it is faithful on s. But s = g/r is
semisimple, so has no center, so ad : sy s is faithful. So we let W1 = s = g/r as g-modules,
and gy V = W ⊕W1 is faithful with n acting as 0 on W1 and nilpotently on W . �

Exercises

1. Classify the 3-dimensional Lie algebras g over an algebraically closed field K of characteristic
zero by showing that if g is not a direct product of smaller Lie algebras, then either

• g ∼= sl(2,K),

• g is isomorphic to the nilpotent Heisenberg Lie algebra h with basis X,Y, Z such that Z
is central and [X,Y ] = Z, or

• g is isomorphic to a solvable algebra s which is the semidirect product of the abelian
algebra K2 by an invertible derivation. In particular s has basis X,Y, Z such that
[Y,Z] = 0, and adX acts on KY +KZ by an invertible matrix, which, up to change of
basis in KY + KZ and rescaling X, can be taken to be either ( 1 1

0 1 ) or
(
λ 0
0 1

)
for some

nonzero λ ∈ K.

2. (a) Show that the Heisenberg Lie algebra h in Problem 1 has the property that Z acts nilpo-
tently in every finite-dimensional module, and as zero in every simple finite-dimensional
module.

(b) Construct a simple infinite-dimensional h-module in which Z acts as a non-zero scalar.
[Hint: take X and Y to be the operators d/dt and t on K[t].]

3. Construct a simple 2-dimensional module for the Heisenberg algebra h over any field K of
characteristic 2. In particular, if K = K̄, this gives a counterexample to Lie’s theorem in
non-zero characteristic.

4. Let g be a finite-dimensional Lie algebra over K.
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(a) Show that the intersection n of the kernels of all finite-dimensional simple g-modules can
be characterized as the largest ideal of g which acts nilpotently in every finite-dimensional
g-module. It is called the nilradical of g.

(b) Show that the nilradical of g is contained in g′ ∩ rad(g).

(c) Let h ⊆ g be a subalgebra and V a g-module. Given a linear functional λ : h → K,
define the associated weight space to be Vλ = {v ∈ V : Hv = λ(H)v for all H ∈ h}.
Assuming char(K) = 0, adapt the proof of Lie’s theorem to show that if h is an ideal
and V is finite-dimensional, then Vλ is a g-submodule of V .

(d) Show that if char(K) = 0 then the nilradical of g is equal to g′ ∩ rad(g). [Hint: assume
without loss of generality that K = K̄ and obtain from Lie’s theorem that any finite-
dimensional simple g-module V has a non-zero weight space for some weight λ on g′ ∩
rad(g). Then use (c) to deduce that λ = 0 if V is simple.]

5. Let g be a finite-dimensional Lie algebra over K, char(K) = 0. Prove that the largest nilpotent
ideal of g is equal to the set of elements of r = rad g which act nilpotently in the adjoint action
on g, or equivalently on r. In particular, it is equal to the largest nilpotent ideal of r.

6. Prove that the Lie algebra sl(2,K) of 2× 2 matrices with trace zero is simple, over a field K
of any characteristic 6= 2. In characteristic 2, show that it is nilpotent.

7. In this exercise, well deduce from the standard functorial properties of Ext groups and their
associated long exact sequences that Ext1(N,M) bijectively classifies extensions 0 → M →
V → N → 0 up to isomorphism, for modules over any associative ring with unity.

(a) Let F be a free module with a surjective homomorphism onto N , so we have an exact
sequence 0→ K → F → N → 0. Use the long exact sequence to produce an isomorphism
of Ext1(N,M) with the cokernel of Hom(F,M)→ Hom(K,M).

(b) Given φ ∈ Hom(K,M), construct V as the quotient of F ⊕M by the graph of −φ (note
that this graph is a submodule of K ⊕M ⊆ F ⊕M).

(c) Use the functoriality of Ext and the long exact sequences to show that the characteristic
class in Ext1(N,M) of the extension constructed in (b) is the element represented by the
chosen φ, and conversely, that if φ represents the characteristic class of a given extension,
then the extension constructed in (b) is isomorphic to the given one.

8. Calculate Exti(K,K) for all i for the trivial representation K of sl(2,K), where char(K) = 0.
Conclude that the theorem that Exti(M,N) = 0 for i = 1, 2 and all finite-dimensional
representations M,N of a semi-simple Lie algebra g does not extend to i > 2.

9. Let g be a finite-dimensional Lie algebra. Show that Ext1(K,K) can be canonically identified
with the dual space of g/g′, and therefore also with the set of 1-dimensional g-modules, up
to isomorphism.

10. Let g be a finite-dimensional Lie algebra. Show that Ext1(K, g) can be canonically identified
with the quotient Der(g)/ Inn(g), where Der(g) is the space of derivations of g, and Inn(g) is
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the subspace of inner derivations, that is, those of the form d(x) = [y, x] for some y ∈ g. Show
that this also classifies Lie algebra extensions ĝ containing g as an ideal of codimension 1.

11. Let g be a finite-dimensional Lie algebra over K, char(K) = 0. The Malcev-Harish-Chandra
theorem says that all Levi subalgebras s ⊆ g are conjugate under the action of the group
exp ad n, where n is the largest nilpotent ideal of g (note that n acts nilpotently on g, so the
power series expression for exp adX reduces to a finite sum when X ∈ n).

(a) Show that the reduction we used to prove Levi’s theorem by induction in the case where
the radical r = rad g is not a minimal ideal also works for the Malcev-Harish-Chandra
theorem. More precisely, show that if r is nilpotent, the reduction can be done using
any nonzero ideal m properly contained in r. If r is not nilpotent, use Problem 4 to show
that [g, r] = r, then make the reduction by taking m to contain [g, r].

(b) In general, given a semidirect product g = hnm, where m is an abelian ideal, show that
Ext1

U(h)(K,m) classifies subalgebras complementary to m, up to conjugacy by the action

of exp adm. Then use the vanishing of Ext1(M,N) for finite-dimensional modules over
a semi-simple Lie algebra to complete the proof of the Malcev-Harish-Chandra theorem.
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Chapter 5

Classification of Semisimple Lie
Algebras

5.1 Classical Lie algebras over C

5.1.1 Reductive Lie algebras

Henceforth every Lie algebra, except when otherwise marked, is finite-dimensional over a field of
characteristic 0.

5.1.1.1 Lemma / Definition A Lie algebra g is reductive if (g, ad) is completely reducible.
A Lie algebra is reductive if and only if it is of the form g = s× a where s is semisimple and a

is abelian. Moreover, a = Z(g) and s = g′.

Proof Let g be a reductive Lie algebra; then g =
⊕

ai as g-modules, where each ai is an ideal of
g and [ai, aj ] ⊆ ai ∩ aj = 0 for i 6= j. Thus g =

∏
ai as Lie algebras, and each ai is either simple

non-abelian or one-dimensional. �

5.1.1.2 Proposition Any ∗-closed subalgebra of gl(n,C) is reductive.

Proof We define a symmetric real-valued bilinear form (, ) on gl(n,C) by (x, y) = real
Ä
tr(xy∗)

ä
.

Then (x, x) =
∑ |xij |2, so (, ) is positive-definite. Moreover:

([z, x], y) = −(x, [z∗, y])

so [z∗,−] is adjoint to [−, z].
Let g ⊆ gl(n,C) be any subalgebra and a ≤ g an ideal. Then a⊥ ⊆ g∗ by invariance, where g∗

is the Lie algebra of Hermitian conjugates of elements of g. If g is ∗-closed, then g∗ = g and a⊥ is
an ideal of g. By positive-definiteness, g = a⊕ a⊥, and we rinse and repeat to write g is a sum of
irreducibles. �

5.1.1.3 Example The classical Lie algebras sl(n,C)
def
= {x ∈ gl(n) s.t. trx = 0}, so(n,C)

def
= {x ∈

gl(n) s.t. x+ xT = 0}, and sp(n,C)
def
= {x ∈ gl(2n) s.t. jx+ xT j = 0} are reductive. Indeed, since

61
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they have no center except in very low dimensions, they are all semisimple. We will see later that
they are all simple, except in a few low dimensions.

Since a real Lie algebra g is semisimple if g⊗R C is, the real Lie algebras sl(n,R), so(n,R), and
sp(n,R) also are semisimple. ♦

5.1.2 Guiding examples: sl(n) and sp(n) over C

Let g = sl(n) or sp(n). We extract an abelian subalgebra h ⊆ g. For sln we use the diagonal
traceless matrices:

h
def
=


 z1

. . .

zn

 s.t.
∑

zi = 0


For sp(n)

def
= {x ∈ gl(2n) s.t. jx + xT j = 0}, it will be helpful to redefine j. We can use any j

which defines a non-degenerate antisymmetric bilinear form, and we take:

j =



1

0 . .
.

1

−1

. .
.

0
−1


Let aR be the matrix a reflected across the antidiagonal. Then we can define sp(n) in block diagonal
form:

sp(n) =

®ñ
a b

c d

ô
∈ Mat(2n) = Mat(2,Mat(n)) s.t. d = −aR, b = bR, c = cR

´
(5.1.2.1)

In this basis, we take as our abelian subalgebra

h
def
=





z1

. . . 0
zn
−zn

0
. . .

−z1




5.1.2.2 Proposition Let g = sl(n) or sp(n). For h ≤ g defined above, the adjoint action ad : hy g
is diagonal.

Proof We make explicit the basis of g. For g = sl(n), the natural basis is {eij}i 6=j ∪ {eii −
ei+1,i+1}n−1

i=1 , where eij is the matrix with a 1 in the (ij) spot and 0s elsewhere. In particular,
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{eii − ei+1,i+1}n−1
i=1 is a basis of h. Let h ∈ h be

h =

 z1

. . .

zn


Then [h, eij ] = (zi − zj)eij , and [h, h′] = 0 when h′ ∈ h.

For g = sp(n), the natural basis suggested by equation (5.1.2.1) is®
aij

def
=

ñ
eij 0

0 −en+1−j,n+1−i

ô´
∪
®
bij

def
=

ñ
0 eij + en+1−j,n+1−i
0 0

ô
s.t. i+ j ≤ n+ 1

´
∪
®
cij

def
=

ñ
0 0

eij + en+1−j,n+1−i 0

ô
s.t. i+ j ≤ n+ 1

´
(5.1.2.3)

Of course, when i = j, then

®ñ
eii 0

0 −en+1−i,n+1−i

ô´
is a basis of h. Let h ∈ h be given by

h =



z1

. . . 0
zn
−zn

0
. . .

−z1


Then [h, aij ] = (zi − zj)aij , [h, bij ] = (zi + zj)bij , and [h, cij ] = (−zi − zj)cij . �

5.1.2.4 Definition Let h be a maximal abelian subalgebra of a finite-dimensional Lie algebra g so
that ad : hy g is diagonalizable, so diagonal in an eigenbasis. Write h∗ for the vector space dual to
h. Each eigenbasis element of g defines an eigenvalue to each h ∈ h, and this assignment is linear
in h; thus, the eigenbasis of g picks out a vector α ∈ h∗. The set of such vectors are the roots of
the pair (g, h).

We will refine this definition in Definition 5.4.1.1, and we will prove that the set of roots of a
semisimple Lie algebra g is determined up to isomorphism by g (in particular, it does not depend
on the subalgebra h).

5.1.2.5 Example When g = sl(n) and h is as above, the roots are {0} ∪ {zi − zj}i 6=j , where
{zi}ni=1 are the natural linear functionals h→ C. When g = sp(n) and h is as above, the roots are
{0} ∪ {±2zi} ∪ {±zi ± zj}i 6=j . ♦

5.1.2.6 Lemma / Definition Let g and h ≤ g as in Definition 5.1.2.4. Then the roots break g
into eigenspaces:

g =
⊕

α a root

gα = h⊕
⊕

α 6=0 a root

gα

In particular, since h is a maximal abelian subalgebra, the 0-eigenspace of hy g is precisely g0 = h.
Then the spaces gα are the root spaces of the pair (g, h). By the Jacobi identity, [gα, gβ] ⊆ gα+β.�
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5.1.2.7 Lemma When g = sl(n) or sp(n) and h is as above, then for α 6= 0 the root space gα ⊆ g

is one-dimensional. Let hα
def
= [gα, g−α]. Then hα = h−α is one-dimensional, and gα ⊕ g−α ⊕ hα is

a subalgebra of g isomorphic to sl(2).

Proof For each root α, pick a basis element g±α ∈ g±α (in particular, we can use the eigenbasis

of hy g given above), and define hα
def
= [gα, g−α]. Define α(hα) = a so that [hα, g±α] = ±agα; one

can check directly that a 6= 0. For the isomorphism, we use the fact that C is algebraically closed.�

5.1.2.8 Definition Let g and h ≤ g as in Definition 5.1.2.4. The rank of g is the dimension of h,
or equivalently the dimension of the dual space h∗.

5.1.2.9 Example The Lie algebras sl(3) and sp(2) are rank-two. For g = sl(3), the dual space
h∗ to h spanned by the vectors z1 − z2 and z2 − z3 naturally embeds in a three-dimensional vector
space spanned by {z1, z2, z3}, and we choose an inner product on this space in which {zi} is an
orthonormal basis. Let α1 = z1− z2, α2 = z2− z3, and α3 = z1− z3. Then the roots {0,±αi} form
a perfect hexagon:

• 0

•
α2•

α3

•
α1

•
−α2 •

−α3

•
−α1

For g = sp(2), we have h∗ spanned by {z1, z2}, and we choose an inner product in which this is
an orthonormal basis. Let α1 = z1 − z2 and α2 = 2z2. The roots form a diamond:

•
0

·
z2

·
z1

•
α2

•
α1

•
α2 + α1

•
α2 + 2α1

•

••

• ♦

5.1.2.10 Lemma Let g, h ≤ g be as in Definition 5.1.2.4. Let v ∈ h be chosen so that α(v) 6= 0
for every root α. Then v divides the roots into positive roots and negative roots according to the
sign of α(v). A simple root is any positive root that is not expressible as a sum of positive roots.�

5.1.2.11 Example Let g = sl(n) or sp(n), and choose v ∈ h so that z1(v) > z2(v) > · · · > zn(v) >
0. The positive roots of sl(n) are {zi − zj}i<j , and the positive roots of sp(n) are {zi − zj}i<j ∪
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{zi + zi} ∪ {2zi}. The simple roots of sl(n) are {αi = zi − zi+1}n−1
i=1 , and the simple roots of sp(n)

are {αi = zi − zi+1}n−1
i=1 ∪ {2zn}. In each case, the simple roots are a basis of h∗. Moreover, the

roots are in the Z-span of the simple roots, i.e. the lattice generated by the simple roots, and the
positive roots are in the intersection of this lattice with the positive cone, so that the positive roots
are in the N-span of the simple roots.

We partially order the positive roots by saying that α < β if β − α is a positive root. Under
this partial order there is a unique maximal positive root θ, the highest root; for sl(n) we have
θ = z1 − zn = α1 + · · ·+ αn−1, and for sp(n) we have θ = 2z1 = 2(α1 + · · ·+ αn−1) + αn. We draw
these partial orders:

•
α1

•
α2

•
α3

· · · •
αn−1

• •
• • • •
• • •
• •

· · ·

•
θ=α1+···+αn−1

•
α1+α2

•
αn−2+αn−1

sl(n)

•
α1

•
α2

· · · •
αn−1

•
αn

• • • •
• • • •
• • • •
• • •
• • •
• •
• •
•
•

•

•

•

•

· · ·

•
θ=2(α1+···+αn−1)+αn

sp(n)

♦

To make this very clear, we draw the rank-three pictures fully labeled (edges by the difference
between consecutive nodes):

•
α1 = z1 − z2

•
α2 = z2 − z3

•
α3 = z3 − z4

•
z1 − z3

•
z2 − z4

•
θ = z1 − z4

α2 α1 α3 α2

α3 α1

sl(4)
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•
α1 = z1 − z2

•
α2 = z2 − z3

•
α3 = 2z3

•
z1 − z3

• z2 + z3

•
z1 + z3

• 2z2

•
z1 + z2

• θ = 2z1

α2 α1 α3 α2

α3 α1

α2 α1

α2

α1

sp(3)

Using these pictures of sl(n) and sp(n), we can directly prove the following:

5.1.2.12 Proposition The Lie algebras sl(n,C) and sp(n,C) are simple.

Proof Let g = sl(n) or sp(n), and h, the systems of positive and simple roots, and θ the highest
root as above. Recall that for each root α 6= 0, the root space gα is one-dimensional, and we pick
an eigenbasis {gα}α 6=0 ∪ {hi}rank

i=1 for the action hy g.

Let x ∈ g. It is a standard exercise from linear algebra that hx is the span of the eigenvectros
gα, α 6= 0, for which the coefficient of x in the eigenbasis is non-zero. In particular, if x ∈ g r h,
then [h, x] includes some gα. By switching the roles of positive and negative roots if necessary, we
can assure that α is positive; thus [h, x] ⊇ gα for some positive α.

One can check directly that if α, β, α + β are all nonzero roots, then [gα, gβ] = gα+β. In
particular, for any positive root α, θ − α is a positive root, and so [g, gα] ⊇ [gθ−α, gα] = gθ. In
particular, gθ ∈ [g, x].

But [gθ−α, gθ] = gα, and so [g, gθ] generates all gα for α a positive root. We saw already
(Lemma 5.1.2.7) that [gα, g−α] = hα is non-zero, and that [g±α, hα] = g±α. Thus [g, gα] ⊇ g−α, and
in particular gθ generates every gα for α 6= 0, and every hα. Then gθ generates all of g.

Thus x generates all of g for any x ∈ g r h. If x ∈ h, then α(x) 6= 0 for some α, and then
[gα, x] = gα, and we repeat the proof with some nonzero element of gα. Hence g is simple. �

When g = sl(n), let εi refer to the matrix eii, and when g = sp(n), let εi refer to the matrixñ
eii 0

0 −en+1−i,n+1−i

ô
. We construct a linear isomorphism h∗

∼→ h by assigning an element α∨i of

h to each simple root αi as follows: to αi = zi − zi+1 for 1 ≤ i ≤ n − 1 we assign α∨i = εi − εi+1,
and to αn = 2zn a root of sp(n) we assign α∨n = εn. In particular, αi(hi) = 2 for each simple root.

We define the Cartan matrix a by aij
def
= αi(hj).
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5.1.2.13 Example For sl(n), we have the following (n− 1)× (n− 1) matrix:

a =



2 −1 0 . . . 0

−1 2 −1
...

0 −1
. . .

. . . 0
...

. . . 2 −1
0 . . . 0 −1 2


For sp(n), we have the following n× n matrix:

a =



2 −1 0 . . . 0 0

−1 2 −1
...

...

0 −1
. . .

. . . 0
...

...
. . . 2 −1 0

0 . . . 0 −1 2 −1

0 . . . . . . 0 −2 2


♦

To each of the above matrices we associate a Dynkin diagram. This is a graph with a node
for each simple root, and edges assigned by: i and j are not connected if aij = 0; they are

singly connected if aij is a block

ñ
2 −1
−1 2

ô
; we put a double arrow from j to i when the (i, j)-

block is

ñ
2 −1
−2 2

ô
. So for sl(n) we get the graph • • · · · • , and for sp(n) we get

• • · · · •• .

5.1.2.14 Lemma / Definition The identification h∗
∼→ h lets us construct reflections of h∗ by

si : α 7→ α− 〈α, α∨i 〉α, where 〈, 〉 is the pairing h∗ ⊗ h→ C that we had earlier written as 〈α, β〉 =
α(β). These reflections generated the Weyl group W .

For each of sl(n) and sp(n), let R ⊆ h∗ be the set of roots and W the Weyl group. Then
W y R r {0}. In particular, for sl(n), we have W = Sn the symmetric group on n letters, where
the reflection (i, i+ 1) acts as si; W y Rr{0} is transitive. For sp(n), we have W = Snn (Z/2)n,
the hyperoctahedral group, generated by the reflections si = (i, i+ 1) ∈ Sn and sn the sign change,
and the action W y Rr {0} has two orbits. �

We will spend the rest of this chapter showing that the picture of sl(n) and sp(n) in this section
is typical of simple Lie algebras over C.

5.2 Representation theory of sl(2)

Our hero for this section is the Lie algebra sl(2,C)
def
= 〈e, h, f : [e, f ] = h, [h, e] = 2e, [h, f ] =

−2f〉 = {x ∈ Mat(2,C) s.t. trx = 0}.
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5.2.0.1 Example As a subalgebra of Mat(2,C), sl(2) has a tautological representation on C2,

given by E 7→
ñ

0 1
0 0

ô
, F 7→

ñ
0 0
1 0

ô
, and H 7→

ñ
1 0
0 −1

ô
. Let v0 and v1 be the basis vectors

of C2. Then the representation sl(2) y C2 has the following picture:

•v0

•v1

H

H

FE

This is the infinitesimal verion of the action SL(2) y C2 given by

(exp(−te))
ñ
x
y

ô
=

ñ
1 −t
0 1

ô ñ
x
y

ô
=

ñ
x− ty
y

ô
(5.2.0.2)

d

dt

∣∣∣∣
t=0

exp(−te) =

®ñ
x
y

ô
7→
ñ
−y
0

ô´
(5.2.0.3)

d

dt

∣∣∣∣
t=0

exp(−tf) =

®ñ
x
y

ô
7→
ñ

0
−x

ô´
(5.2.0.4)

♦

5.2.0.5 Example Since SL(2) y C2, it acts also on the space of functions on C2; by the previous
calculations, we see that the action is:

e = −y∂x, f = −x∂y, h = −x∂x + y∂y

These operations are homogenous — they preserve the total degree of any polynomial — and so
the symmetric tensor product Sn(C2) = {homogeneous polynomials of degree n in x and y} is a

submodule of SL(2) y {functions}. Let vi
def
=
(n
i

)
xiyn−i be a basis vector in Sn(Cx ⊕ Cy). Then

the action SL(2) y S2(C2) has the following picture:

•yn = v0

•nxyn−1 = v1

•
(n

2

)
x2yn−2 = v2

...

•
( n
n−1

)
xn−1y = vn−1

•xn = vn

h=n

h=n−2

h=n−4

h=2−n

h=−n

f=1

f=2

f=n

n=e

n−1=e

1=e

(5.2.0.6)
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Let us call this module Vn. Then Vn is irreducible, because applying e enough times to any non-zero
element results in a multiple of v0, and v0 generated the module. ♦

5.2.0.7 Proposition Let V be any (n+ 1)-dimensional irreducible module over sl(2). Then V ∼=
Vn.

Proof Suppose that v ∈ V is an eigenvector of h, so that hv = λv. Then hev = [h, e]v + ehv =
2ev + λev, so ev is an h-eigenvector with eigenvalue λ + 2. Similarly, fv is an h-eigenvector with
eigenvalue λ − 2. So the space spanned by h-eigenvectors of V is a submodule of V ; by the
irreducibility of V , and using the fact that h has at least one eigenvector, this submodule must be
the whole of V , and so h acts diagonally.

By finite-dimensionality, there is an eigenvector v0 of h with the highest eigenvalue, and so

ev0 = 0. By Theorem 3.2.2.1, {fkelhm} spans Usl(2), and so {vi
def
= f iv0/i!} is a basis of V (by

irreducibility, V is generated by v0). In particular, vn = fnv0/n!, the (n+1)st member of the basis,
has fvn = 0, since V is (n+ 1)-dimensional.

We compute the action of e by induction, using the fact that hvk = (λ0 − 2k)vk:

ev0 = 0 (5.2.0.8)

ev1 = efv0 = [e, f ]v0 + fev0 = hv0 = λ0v0 (5.2.0.9)

ev2 = efv1/2 = [e, f ]v1/2 + fev1/2 = hv1/2 + fλ0v0/2

= (λ0 − 2)v1/2 + λ0v1/2 = (λ0 − 1)v1 (5.2.0.10)

. . .

evk = efvk−1/k = hvk−1/k + fevk−1/k = (λ0 − 2k + 2)vk−1/k + (λ0 − k + 2)fvk−2/k

=
Ä
(λ0 − 2k + 2)/k + (k − 1)(λ0 − k + 2)/k

ä
vk−1 = (λ0 − k + 1)vk−1 (5.2.0.11)

But fvn = 0, and so:

0 = efvn = [e, f ]vn + fevn = hvn + (λ0 − n+ 1)fvn−1

= (λ0 − 2n)vn + (λ0 − n+ 1)nvn =
Ä
(n+ 1)λ0 − (n+ 1)n

ä
vn (5.2.0.12)

Thus λ0 = n and V is isomorphic to Vn defined in equation (5.2.0.6). �

5.3 Cartan subalgebras

5.3.1 Definition and existence

5.3.1.1 Lemma Let h be a nilpotent Lie algebra over a field K, and h y V a finite-dimensional
representation. For h ∈ h and λ ∈ C, define Vλ,h = {v ∈ V s.t. ∃n s.t. (h− λ)nv = 0}. Then Vλ,h
is an h-submodule of V .

Proof Let ad : h y h be the adjoint action; since h is nilpotent, adh ∈ End(h) is a nilpotent

endomorphism. Define h(m)
def
= ker

Ä
(adh)m

ä
; then h(m) = h for m large enough. We will show that

h(m)Vλ,h ⊆ Vλ,h by induction on m; when m = 0, h(0) = 0 and the statement is trivial.
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Let y ∈ h(m), whence [h, y] ∈ h(m−1), and let v ∈ Vλ,h. Then (h− λ)nv = 0 for n large enough,
and so

(h− λ)nyv = y(h− λ)nv + [(h− λ)n, y]v (5.3.1.2)

= 0 + [(h− λ)n, y]v (5.3.1.3)

=
∑

k+1=n−1

(h− λ)k[h, y](h− λ)lv (5.3.1.4)

since [λ, y] = 0. By increasing n, we can assure that for each term in the sum at least one of the
following happens: l is large enough that (h− λ)lv = 0, or k is large enough that (h− λ)kVλ,h = 0.
The large-l terms vanish immediately; the large-k terms vanish upon realizing that (h−λ)Vh,λ ⊆ Vh,λ
by definition and [h, y]Vh,λ ⊆ h(m−1)Vh,λ ⊆ Vh,λ by induction on m. �

5.3.1.5 Corollary Let h be a nilpotent Lie algebra over K, hy V a finite-dimensional represen-

tation, and λ : h→ K a linear map. Then Vλ
def
=
⋂
h∈h Vλ(h),h is an h-submodule of V . �

5.3.1.6 Proposition Let h be a finite-dimensional nilpotent Lie algebra over an algebraically closed
field K of characteristic 0, and V a finite-dimensional h-module. For each λ ∈ h∗, define Vλ as in
Corollary 5.3.1.5. Then V =

⊕
λ∈h∗ Vλ.

Proof Let h1, . . . , hk ∈ h, and let Hk ⊆ h be the linear span of the hi. Let W
def
=
⋂k
i=1 Vλ(hi),hi .

It follows from Theorem 4.2.3.2 that W =
⋂
h∈H Vλ(h),h, since we can choose a basis of V in which

hy V by upper-triangular matrices.
We have seen already that W is a submodule of V . Let hk+1 6∈ Hk; then we can decompose W

into generalized eigenspaces of hk+1. We proceed by induction on k until we have a basis of h. �

5.3.1.7 Definition For λ ∈ h∗, the space Vλ in Corollary 5.3.1.5 is a weight space of V , and
V =

⊕
λ∈h∗ Vλ the weight space decomposition.

5.3.1.8 Lemma Let h be a finite-dimensional nilpotent Lie algebra over an algebraically closed
field of characteristic 0, and let V and W be two finite-dimensional h modules. Then the weight
spaces of V ⊗W are given by (V ⊗W )λ =

⊕
α+β=λ Vα ⊗Wβ.

Proof h(v ⊗ w) = hv ⊗ w + v ⊗ hw �

5.3.1.9 Corollary Let g be a finite-dimensional Lie algebra over an algebraically closed field of
characteristic 0, and h ⊆ g a nilpotent subalgebra. Then the weight spaces of ad : h y g satisfy
[gα, gβ] ⊆ gα+β. �

5.3.1.10 Proposition Let g be a finite-dimensional Lie algebra over an algebraically closed field
of characteristic 0, and let h ⊆ g be a nilpotent subalgebra. The following are equivalent:

1. h = N(h)
def
= {x ∈ g s.t. [x, h] ⊆ h}, the normalizer of h in g.

2. h = g0 is the 0-weight space of ad : hy g.
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Proof Define N (i) def
= {x ∈ g s.t. (ad h)ix ⊆ h}. Then N (0) = h and N (1) = N(h), and N (i) ⊆

N (i+1). By finite-dimensionality, the sequence N (0) ⊆ N (1) ⊆ . . . must eventually stabilize. By
definition

⋃
N (i) = g0, so 2. implies 1. But N (i+1) = N(N (i)), and so 1. implies 2. �

5.3.1.11 Definition A subalgebra h of g satisfying the equivalent conditions of Proposition 5.3.1.10
is a Cartan subalgebra of g.

5.3.1.12 Theorem (Existence of a Cartan Subalgebra)
Every finite-dimensional Lie algebra over an algebraically closed field of characteristic 0 has a
Cartan subalgebra.

Before we prove this theorem, we will need some definitions and lemmas.

5.3.1.13 Definition Let K be a field; we say that X ⊆ Kn is Zariski closed if X = {x ∈
Kn s.t. pi(x) = 0 ∀i} for some possibly infinite set {pi} of polynomials in K[x1, . . . , xn]. A sub-
set X ⊆ Kn is Zariski open if Kn rX is Zariski closed.

5.3.1.14 Lemma If K is infinite and U, V ⊆ Kn are two non-empty Zariski open subsets, then
U ∩ V is non-empty.

Proof Let Ū
def
= Kn r U and similarly for V̄ . Let u ∈ U and v ∈ V . If u = v we’re done,

and otherwise consider the line L ⊆ Kn passing through u and v, parameterized K ∼→ L by
t 7→ tu + (1 − t)v. Then L ∩ Ū and L ∩ V̄ are finite, as their preimages under K → L are loci of
polynomials. Since K is infinite, L contains infinitely many points in U ∩ V . �

5.3.1.15 Lemma / Definition Let g be a finite-dimensional Lie algebra over an algebraically
closed field of characteristic 0. An element x ∈ g is regular if g0,x has minimal dimension. If x is
regular, then g0,x is a nilpotent subalgebra of g.

Proof We will write h for g0,x. That h is a subalgebra follows from Corollary 5.3.1.9. Sup-

pose that h is not nilpotent, and let U
def
= {h ∈ h s.t. adh|h if not nilpotent} 6= 0. Then U = {h ∈

h s.t. (adh|h)d 6= 0} is a Zariski-open subset of h. Moreover, V
def
= {h ∈ h s.t. h acts invertibly on g/h}

is also a non-empty Zariski-open subset of h, where V is the quotient of h-modules; it is non-empty
because x ∈ V . By Lemma 5.3.1.14 (recall that any algebraically closed field is infinite), there
exists y ∈ U ∩ V . Then ad y preserves gα,x for every α, as y ∈ h = g0,x, and y acts invertibly
on every gα,x for α 6= 0. Theng0,y ⊆ g0,x = h, but y ∈ U and so g0,y 6= h. This contradicts the
minimality of h. �

Proof (of Theorem 5.3.1.12) We let g, x ∈ g, and h = g0,x be as in Lemma/Definition 5.3.1.15.
Then h ⊆ g0,h because h is nilpotent, and g0,h ⊆ g0,x = h because x ∈ h. Thus h is a Cartan
subalgebra of g. �

We mention one more fact about the Zariski topology:

5.3.1.16 Lemma Let U be a Zariski open set over C. Then U is path connected.
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Proof Let u, v ∈ U and construct the line L as in the proof of Lemma 5.3.1.14. Then L ∩ U is
isomorphic to Cr {finite}, and therefore is path connected. �

5.3.1.17 Proposition Let g be a finite-dimensional Lie algebra over C. Then all Cartan subalge-
bras of g are conjugate by automophisms of g.

Proof Consider ad : g → gl(g). Then ad g ⊆ gl(g) is a Lie subalgebra, and so corresponds to
a connected Lie subgroup Int g ⊆ GL(g) generated by exp(ad g). Since g y g be derivations,
exp(ad g) y g by automorphisms, and so Int g ⊆ Aut g.

Let h ⊆ g be a Cartan subalgebra, and g =
⊕

gα,h the corresponding weight-space decomposi-
tion. Since g is finite-dimensional, the set

Rh
def
= {h ∈ h s.t. α(h) 6= 0 if α 6= 0 and gα,h 6= 0} = {h ∈ h s.t. g0,h = h}

is non-empty and open, since we can take α to range over a finite set (by finite-dimensionality).
Let σ : Int g× g→ g be the canonical action, and consider the restriction to σ : Int g×Rh → g.

Pick y ∈ Rh and let e ∈ Int g be the identity element. We compute the image of the infinitesimal

action dσ
Ä
T(e,y)(Int g×Rh)

ä
⊆ Tyg ∼= g. By construction, varying the first component yields an

action by conjugation: x 7→ [x, y]. Thus the image of Te Int g × {0 ∈ TyRh} is (ad y)(g). Since y
acts invertibly, (ad y)(g) ⊇ ⊕α 6=0 gα,h. By varying the second coordinate (recall that Rh is open),

we see that dσ
Ä
T(e,y)(Int g×Rh)

ä
⊇ h = g0,h also. Thus dσ

Ä
T(e,y)(Int g×Rh)

ä
= g = Tyg, and so

the image (Int g)(Rh) contains a neighborhood of y and therefore is open.
For each y ∈ g, consider the generalized nullspace g0,y; the dimension of g0,y depends on

the characteristic polynomial of y, and the coefficients of the characteristic polynomial depend
polynomially on the matrix entries of ad y. In particular, dim g0,y ≥ r if and only if the last r
coefficients of the characteristic polynomial of ad y are 0, and so {y ∈ g s.t. dim g0,y ≥ r} is Zariski
closed. Therefore y 7→ dim g0,y is upper semi-continuous in the Zariski topology. In particular,
let r be the minimum value of dim g0,y, which exists since dim g0,y takes values in integers. Then

Reg
def
= {y ∈ g s.t. dim g0,y = r}, the set of regular elements, is Zariski open and therefore dense.

In particular, Reg intersects (Int g)(Rh).
But if y ∈ (Int g)(Rh) then dim g0,y = dim h. Therefore dim h is the minimal value of dim g0,y

and in particular Rh ⊆ Reg. Conversely, Reg =
⋃

h′ a CartanRh′ =
⋃

h′ a Cartan(Int g)Rh′ .
However, Int g is a connected group, Rh is connected being Cn minus some hyperplanes, and

Reg is connected on account of being Zariski open. But the orbits of (Int g)Rh are disjoint, and
their union is all of Reg, so Reg must consist of a single orbit.

To review: h is Cartan and so contains regular elements of g, and any other regular element of g
is in the image under Int g of a regular element of h. Thus every Cartan subalgebra is in (Int g)h.�

5.3.2 More on the Jordan decomposition and Schur’s lemma

Recall Theorem 4.2.5.1 that every x ∈ End(V ), where V is a finite-dimensional vector spce over
an algebraically closed field, has a unique decomposition x = xs + xn where xs is diagonalizable
and xn is nilpotent. We will strengthen this result in the case when x ∈ g → End(V ) and g is
semisimple.
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5.3.2.1 Lemma Let g be a finite-dimensional Lie algebra over an algebraically closed field, and
Der g ⊆ End g the algebra of derivations of g. If x ∈ Der g, then xs, xn ∈ Der g.

Proof For x ∈ Der g, construct the weight-space decomposition g =
⊕

λ gλ,x of generalized
eigenspaces of x. Since x is a derivation, the weight spaces add: [gµ,x, gν,x] ⊆ gµ+ν,x. Let y ∈ End g
act as λ on gλ,x; then y is a derivation by the additive property. But y is diagonalizable and
commutes with x, and x− y is nilpotent because all its eigenvalues are 0 so y = xs. �

We have an immediate corollary:

5.3.2.2 Lemma / Definition If g is a semisimple finite-dimensional Lie algebra over an alge-
braically closed field K, then every x ∈ g has a unique Jordan decomposition x = xs +xn such that
[xs, xn] = 0, adxs is diagonalizable, and adxn is nilpotent.

Proof If g is semisimple then ad : g → Der g is injective as Z(g) = 0 and surjective because
Der g/ ad g = Ext1(g,K) = 0. �

5.3.2.3 Theorem (Schur’s Lemma over an algebraically closed field)
Let U be an algebra over K an algebraically closed field, and let V be a finite-dimensional (over K)
irreducible U -module. Then EndU (V ) = K.

Proof Let φ ∈ EndU (V ) and λ ∈ K an eigenvalue of φ. Then φ − λ is singular and hence 0 by
Theorem 4.4.3.7. �

5.3.2.4 Proposition Let g be a finite-dimensional semisimple Lie algebra over an algebraically
closed field of characteristic 0, and let σ : gy V be a finite-dimensional g module. For x ∈ g, write
xs and xn as in Lemma/Definition 5.3.2.2, and write σ(x)s and σ(x)n for the diagonalizable and
nilpotent parts of σ(x) ∈ gl(g) as given by Theorem 4.2.5.1. Then σ(x)s = σ(xs) and σ(x)n = σ(xn).

Proof We reduce to the case when V is an irreducible g-module using Theorem 4.4.3.11, and we
write g =

∏
gi a product of simples using Corollary 4.3.0.4. Then gi y V as 0 for every i except

one, for which the action gi y V is faithful. We replace g by that gi, whence σ : g ↪→ gl(V ) with g
simple.

It suffices to show that σ(x)s ∈ σ(g), since then σ(xs) = σ(s) for some s ∈ g, σ(x)n =
σ(x) − σ(s) = σ(x − s), and s and n = x − s commute, sum to x, and act diagonalizably and
nilpotently since the adjoint action ad : gy g is a submodule of gy gl(V ), so s = xs and n = xn.

By semisimplicity, g = g′ ⊆ sl(V ). By Theorem 5.3.2.3, the centralizer of g in gl(V ) consists
of scalars. In characteristic 0, the only scalar in sl(V is 0, so the centralizer of g in sl(V ) is 0.
Define the normalizer N(g) = {x ∈ sl(V ) s.t. [x, g] ⊆ g}; then N(g) is a Lie subalgebra of sl(V )
containing g, and N(g) acts faithfully on g since the centralizer of g in sl(V ) is 0, and this action
is by derivations. But all derivations are inner, as in the proof of Lemma/Definition 5.3.2.2, and
so N(g) y g factors through gy g, and hence N(g) = g.

So it suffices to show that σ(x)s ∈ N(g) for x ∈ g. Since σ(x)n is nilpotent, it’s traceless, and
hence in sl(V ); then σ(x)s ∈ sl(V ) as well. We construct a generalized eigenspace decomposition of
V with respect to σ(x) : V =

⊕
Vλ,x. Then σ(x)s acts on Vλ,x by the scalar λ. We also construct
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a generalized eigenspace decomposition g =
⊕

gα,x with respect to the adjoint action ad : g y g.
Since g ⊆ gl(V ), we have gα,x = g∩EndK(V )α =

⊕
HomK(Vλ,x, Vλ+α,x), by tracking the eigenvalues

of the right and left actions of g on V .

Moreover, ad(σ(x)s) = ad(σ(xs)) because both act by α on HomK(Vλ,x, Vλ+α,x) and hence on
gα. Thus σ(x)s fixes g since σ(xs) does. Therefore σ(x)s ∈ N(g). �

5.3.3 Precise description of Cartan subalgebras

5.3.3.1 Lemma Let g be a semisimple Lie algebra over characteristic 0, h ⊆ g a nilpotent subal-
gebra, and g =

⊕
gα the root space decomposition with respect to h. Then the Killing form β pairs

gα with g−α nondegenerately, and β(gα, gα′) = 0 if α+ α′ 6= 0.

Proof Let x ∈ gα and y ∈ gα′ . For any h ∈ h, (adh− α(h))nx = 0 for some n. So

0 = β
Ä
(adh− α(h))n x, y

ä
= β

Ä
x, (− adh− α(h))n y

ä
but (− adh− α(h))n is invertible on gα′ unless α′ = −α. Nondegeneracy follows from nondegener-
acy of β on all of g. �

5.3.3.2 Corollary If g is a finite-dimensional semisimple Lie algebra over characteristic 0, and
let h ⊆ g a nilpotent subalgebra, then the largest nilpotency ideal in g0 of the action ad : g0 y g is
the 0 ideal.

Proof The Killing form β pairs g0 with itself nondegenerately. As β is the trace form of ad : g0 y g,
and ad(g)-nilpotent ideal of g0 must be in kerβ = 0. �

5.3.3.3 Proposition Let g be a finite-dimensional semisimple Lie algebra over an algebraically
closed field K of characteristic 0, and let h ⊆ g be a Cartan subalgebra. Then h is abelian and
ad : hy g is diagonalizable.

Proof By definition, h is nilpotent and hence solvable, and by Theorem 4.2.3.2 we can find a basis
of g in which hy g by upper triangular matrices. Thus h′ = [h, h] acts by strictly upper triangular
matrices and hence nilpotently on g. But h = g0, and so h′ = 0 by Corollary 5.3.3.2. This proves
that h is abelian.

Let x ∈ h. Then adxs = (adx)s acts as α(x) on gα, and in particular xs centralizes h. So
xs ∈ g0 = h and so xn = x − xs ∈ h. But if n ∈ h acts nilpotently on g, then Kn is an ideal
of h, since h is abelian, and acts nilpotently on g, so Kn = 0 by Corollary 5.3.3.2. Thus xn = 0
and x = xs. In particular, x acts diagonalizably on g. To show that h acts diagonalizably, we use
finite-dimensionality and the classical fact that if n diagonalizable matrices commute, then they
can by simultaneously diagonalized. �

5.3.3.4 Corollary Let g be a finite-dimensional semisimple Lie algebra over an algebraically closed
field of characteristic 0. Then a subalgebra h ⊆ g is Cartan if and only if h is a maximal diagonal-
izable abelian subalgebra.
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Proof We first show the maximality of a Cartan subalgebra. Let h be a Cartan subalgebra and
h1 ⊇ h abelian. Then h1 ⊆ g0 = h because it normalizes h.

Conversely, let h be a maximal diagonalizable abelian subalgebra of g, and write g =
⊕

gα the
weight space decomposition of h y g. We want to show that h = g0, the centralizer of h. Pick
x ∈ g0; then xs, xn ∈ g0, and so xs ∈ h by maximality. In particular, g0 is spanned by h and
ad-nilpotent elements. Thus g0 is nilpotent by Theorem 4.2.2.2 and therefore solvable, so g′0 acts
nilpotently on g. But g′0 is an ideal of g0 that acts nilpotently, so g′0 = 0, so g0 is abelian. Then
any one-dimensional subspace of g0 is an ideal of g0, and a subspace spanned by a nilpotent acts
nilpotently, so g0 doesn’t have any nilpotents. Therefore g0 = h. �

5.4 Root systems

5.4.1 Motivation and a quick computation

In any semisimple Lie algebra over C we can choose a Cartan subalgebra, to which we assign
combinatorial data. Since all Cartan subalgebras are conjugate, this data, called a root system, will
not depend on our choice. Conversely, this data will uniquely describe the Lie algebra, based on
the representation theory of sl(2).

5.4.1.1 Definition Let g be a semisimple Lie algebra over C, and h a Cartan subalgebra. The
root space decomposition of g is the weight decomposition g =

⊕
α gα of ad : h y g; each gα is

a root space, and the set of weights α ∈ h∗ that appear in the root space decomposition comprise
the roots of g. By Proposition 5.3.1.17 the structure of the set of roots depends up to isomorphism
only on g.

5.4.1.2 Lemma / Definition Let g be a semisimple Lie algebra over C with Killing form β, h a
Cartan subalgebra, and xα ∈ gα for α 6= 0. To xα we can associate yα ∈ g−α with β(xα, yα) = −1
and to the root α we associate a coroot hα with β(hα,−) = α. Then {xα, yα, hα} span a subalgebra
sl(2)α of g isomorphic to sl(2).

Proof That hα and yα are well-defined follows from the nondegeneracy of β. For any h ∈ h, x ∈ gα,
and y ∈ g−α, we have

β(h, [x, y]) = β([x, h], y) (5.4.1.3)

= −α(h)β(x, y) (5.4.1.4)

Thus [x, y] = −β(x, y)hα. Moreover, since xα ∈ gα, [hα, xα] = α(hα)xα, and since yα ∈ g−α,
[hα, yα] = −α(hα)yα.

Thus xα, yα, hα span a three-dimensional Lie subalgebra of g, which is isomorphic to either
sl(2) or or the Heisenberg algebra. But in every finite-dimensional representation the Heisenberg
algebra acts nilpotently, whereas ad(hα) ∈ End(g) is diagonalizable. Therefore this subalgebra is
isomorphic to sl(2), and α(hα) 6= 0. �

5.4.1.5 Corollary Let α be a root of g. Then ±α are the only non-zero roots of g in Cα, and
dim gα = 1. In particular, sl(2)α = gα ⊕ g−α ⊕ Chα.
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Proof We consider jα
def
=
⊕

α′∈Cαr{0} gα′ ⊕ Chα; it is a subalgebra of g and an sl(2)α-submodule,
since [gα, gα′ ] ⊆ gα+α′ , and hcα = chα for c ∈ C. Let α′ ∈ Cα r {0} be a root; as a weight of the
sl(2)α representation, we see that α′ ∈ Zα/2. If any half-integer multiple of α actually appears,
then α/2 appears, and by switching α to α/2 if necessary we can assure that jα contains only
representations V2m. But each V2m has contributes a basis vector in weight 0, and the only part
of jα in weight 0 is Chα. Therefore jα is irreducible as an sl(2)α module, contains sl(2)α, and so
equals sl(2)α. �

5.4.1.6 Corollary The roots α span h∗, and the coroots hα span h.

Proof We let α range over the non-zero roots. Then⋂
α 6=0

kerα = Z(g) = 0 (5.4.1.7)

∑
α 6=0

Chα = g′ ∩ h = h (5.4.1.8)

That β−1 : α 7→ hα is a linear isomorphism h∗ → h completes the proof. �

5.4.1.9 Proposition Let g be a finite-dimensional semisimple Lie algebra over C, and h ⊆ g a
Cartan subalgebra. Let R ⊆ h∗ be the set of nonzero roots and R∨ ⊆ h the set of nonzero coroots.

Then α 7→ α∨
def
= 2hα

α(hα) defines a bijection ∨ : R → R∨, and the triple (R,R∨,∨) comprise a root
system in h.

We will define the words “root system” in the next section to generalize the data already computed.

5.4.2 The definition

5.4.2.1 Definition A root system is a complex vector space h, a finite subset R ⊆ h∗, a subset
R∨ ⊆ h, a bijection ∨ : R→ R∨, subject to

RS1 〈α, β∨〉 ∈ Z

RS2 R = −R and R∨ = −R∨, with (−α)∨ = −(α∨)

RS3 〈α, α∨〉 = 2

RS4 If α, β ∈ R are not proportional, then (β + Cα) ∩R consists of a “string”:¨
(β + Cα) ∩R,α∨

∂
= {m,m− 2, . . . ,−m+ 2,−m}

Nondeg R spans h∗ and R∨ spans h

Reduced Cα ∩R = {±α} for α ∈ R.

Two root systems are isomorphic if there is a linear isomorphism of the underlying vector spaces,
inducing an isomorphism on dual spaces, that carries each root system to the other. The rank of a
root system is the dimension of h.
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5.4.2.2 Definition Given a root system (R,R∨) on a vector space h, the Weyl group W ⊆ GL(h∗)
is the group generated by the reflections sα : λ 7→ λ− 〈λ, α∨〉α as α ranges over R.

5.4.2.3 Proposition 1. It follows from RS3 that s2
α = e ∈W for each root α.

2. It follows from RS4 that WR = R. Thus W is finite. Moreover, W preserves h∗R, the R-span
of R.

3. The W -average of any positive-definite inner product on h∗R is a W -invariant positive-definite
inner product. Let (, ) be a W -invariant positive-definite inner product. Then sα is orthogonal

with respect to (, ), and so sα : λ 7→ λ− 2(λ,α)
(α,α) α. This inner product establishes an isomorphism

h
∼→ h∗, under which α∨ 7→ 2α/(α, α).

4. Therefore Reduced holds with R replaced by R∨ if it holds at all.

5. Let W act on h dual to its action on h∗. Then w(α∨) = (wα)∨ for w ∈W and α ∈ R. Thus
swα = wsαw

−1.

6. If V ⊆ h∗ is spanned by any subset of R, then R ∩ V and its image under ∨ form another
nondegenerate root system.

7. Two root systems with the same Weyl group and lattices are related by an isomorphism. �

5.4.2.4 Definition Let R be a root system in h∗. Define the weight lattice to be P
def
= {λ ∈

h∗ s.t. 〈λ, α∨〉 ∈ Z∀α∨ ∈ R∨} and the root lattice Q to be the Z-span of R. Then RS1 implies
that R ⊆ Q ⊆ P ⊆ h∗; by Nondeg, both P and Q are of full rank and so the index P : Q is finite.
We define the coweight lattice to be P∨ and the coroot lattice to be Q∨.

5.4.3 Classification of rank-two root systems

By Reduced, there is a unique rank-one root system up to isomorphism, the root system of sl(2).

Let R be a rank-two root system; then its Weyl group W is a finite subgroup W ⊆ GL(2,R)
generated by reflections. The only finite subgroups of GL(2,R) are the cyclic and dihedral groups;
only the dihedral groups are generated by reflections, and so W ∼= D2m for some m. Moreover, W
preserves the root lattice Q.

5.4.3.1 Lemma The only dihedral groups that preserve a lattice are D4, D6, D8, and D12.

Proof Let rθ be a rotation by θ. Its eigenvalues are e±iθ, and so tr(rθ) = 2 cos θ. If rθ preserves
a lattice, its trace must be an integer, and so 2 cos θ ∈ {1, 0,−1,−2}, as 2 cos θ = 2 corresponds
to the identity rotation, and | cos θ| ≤ 1. Therefore θ ∈ {π, 2π/3, π/2, π/3}, i.e. θ = 2π/m for
m ∈ {2, 3, 4, 6}, and the only valid dihedral groups are D2m for these values of m. �

5.4.3.2 Corollary There are four rank-2 root systems, corresponding to the rectangular lattice,
the square lattice, and the hexagonal lattice twice:
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θ = π θ = 2π/3 θ = π/2 θ = π/3
�

For each dihedral group, we can pick two reflections α1, α2 with a maximally obtuse angle;
these generate W and the lattice. On the next page we list the four rank-two root systems with
comments on their corresponding Lie groups:
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m Picture Name notes

2
α2

α1
A1 ×A1 = D2 corresponding to the Lie algbera sl(2)× sl(2) = so(4)

3
α2

α1
A2 corresponding to sl(3) acting on the traceless diagonals

4
α2

α1
B2 = C2

so(5) = sp(4). (When we get higher up, the Bs and Cs will
separate, and we will have a new sequence of Ds.)

6
α2

α1
G2

a new simple algebra of dimension 14 = number of roots plus
dimension of root space. We will see later that its smallest
representation has dimension 7. There are many descriptions
of this representation and the corresponding Lie algebra; the
seven-dimensional representation comes from the Octonians,
a non-associative, non-commutative “field”, and G2 is the
automorphism group of the pure-imaginary part of the Oc-
tonians.
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5.4.3.3 Lemma / Definition The axioms of a finite root system are symmetric under the inter-
change R↔ R∨. This interchange assigns a dual to each root system.

Proof Only RS4 is not obviously symmetric. We did not use RS4 to classify the two-dimensional
root systems; we needed only a corollary:

RS4’ W (R) = R,

which is obviously symmetric. But RS4 describes only the two-dimensional subspaces of a root
system, and every rank-two root system with RS4’ replacing RS4 in fact satisfies RS4. This
suffices to show that RS4’ implies RS4 for finite root systems. �

We remark that the statement is false for infinite root systems, and we presented the definition
we did to accommodate the infinite case. We will not discuss infinite root systems further.

5.4.4 Positive roots

5.4.4.1 Definition A positive root system consists of a (finite) root system R ⊆ h∗R and a vector
v ∈ hR so that α(v) 6= 0 for every root α ∈ R. A root α ∈ R is positive if α(v) > 0, and negative
otherwise. Let R+ be the set of positive roots and R− the set of negative ones; then R = R+ tR−,
and by RS2, R+ = −R−.

The R≥0-span of R+ is a cone in h∗R, and we let ∆ be the set of extremal rays in this cone.
Since the root system is finite, extremal rays are generated by roots, and we use Reduced to identify
extremal rays with positive roots. Then ∆ ⊆ R is the set of simple roots.

5.4.4.2 Lemma If α and β are two simple roots, then α − β is not a root. Moreover, (α, β) ≤ 0
for α 6= β.

Proof If α − β is a positive root, then α = β + (α − β) is not simple; if α − β is negative then β
is not simple.

For the second statement, assume that α and β are any two roots with (α, β) > 0. If α 6= β,
then they cannot be proportional, and we assume without loss of generality that (α, α) ≤ (β, β).

Then sβ(α) = α − 2(α,β)
(β,β) β = α − β, because 2(α, β)/(β, β) = 〈α, β∨〉 is a positive integer strictly

less than 2. Thus α− β is a root if (α, β) > 0. �

5.4.4.3 Lemma Let Rn have a positive definite inner product (, ), and suppose that v1, . . . , vn ∈ Rn
satisfy (vi, vj) ≤ 0 if i 6= j, and such that there exists v0 with (v0, vi) > 0 for every i. Then
{v1, . . . , vn} is an independent set.

Proof Suppose that 0 = c1v1+· · ·+cnvn. Renumbering as necessary, we assume that c1, . . . , ck ≥ 0,
and ck+1, . . . , cn ≤ 0. Let v = c1v1 + · · · + ckvk = |ck+1|vk+1 + · · · + |cn|vn. Then 0 ≤ (v, v) =
(
∑k
i=1 civi,

∑n
j=k+1−ckvk) =

∑
j,k |cicj |(vi, vj) ≤ 0, which can happen only if v = 0. But then

0 = (v, v0) =
∑k
i=1 ci(vi, v0) > 0 unless all ci are 0 for i ≤ k. Similarly we must have cj = 0 for

j ≥ k + 1, and so {vi} is independent. �

5.4.4.4 Corollary In any positive root system, the set ∆ of simple roots is a basis of h∗.



5.5. CARTAN MATRICES AND DYNKIN DIAGRAMS 81

Proof By Lemma 5.4.4.2, ∆ satisfies the conditions of Lemma 5.4.4.3 and so is independent. But
∆ generates R+ and hence R, and therefore spans h∗. �

5.4.4.5 Lemma Let ∆ = {α1, . . . , αn} be a set of vectors in Rm with inner product (, ), and assume
that αi are all on one side of a hyperplane: there exists v such that (αi, v) > 0 ∀i. Let W be the group
generated by reflections Sαi. Let R+ be any subset of R≥0∆ r {0} such that si(R+ r {αi}) ⊆ R+

for each i, and such that the set of heights {(α, v)}α∈R+ ⊆ R≥0 is well-ordered. Then R+ ⊆W (∆).

Proof Let β ∈ R+. We proceed by induction on its height.
There exists i such that (αi, β) > 0, because if (β, αi) ≤ 0 ∀i, then (β, β) = 0 since β is a

positive combination of the αis. Thus si(β) = β − (positive)αi; in particular,
Ä
v, si(β)

ä
< (v, β).

If β 6= αi, then si(β) ∈ R+ by hypothesis, so by induction si(β) ∈ W (∆), and hence β =
si(si(β)) ∈W (∆). If β = αi, it’s already in W (∆). �

5.4.4.6 Corollary Let R be a finite root system, R+ a choice of positive roots, and ∆ the corre-
sponding set of simple roots. Then R = W (∆), and the set {sαi}αi∈∆ generates W . �

5.4.4.7 Corollary Let R be a finite root system, R+ a choice of positive roots, and ∆ the corre-
sponding set of simple roots. Then R ⊆ Z∆ and R+ ⊆ Z≥0∆. �

5.4.4.8 Proposition Let R be a finite root system, and R+ and R′+ two choices of positive roots.
Then R+ and R′+ are W -conjugate.

Proof Let ∆ be the set of simple roots corresponding to R+. If ∆ ⊆ R′+, then R+ ⊆ R′+. Then
R− ⊆ R′− by negating, and R+ ⊇ R′+ by taking complements, so R+ = R′+.

Suppose αi ∈ ∆ but αi 6∈ R′+, and consider the new system of positive roots si(R
′
+), where

si = sαi is the reflection corresponding to αi. Then si(R
′
+)∩R+ ⊇ si(R′+ ∩R+), because a system

of roots that does not contain αi does not lose anything under si. But αi ∈ R′−, so −αi ∈ R′+, and

so αi ∈ si(R′+) and hence in si(R
′
+) ∩R+. Therefore

∣∣∣si(R′+) ∩R+

∣∣∣ > ∣∣∣R′+ ∩R+

∣∣∣.
If si(R

′
+) 6= R+, then we can find αj ∈ ∆ r si(R

′
+). We repeat the argument, at each step

making the set
∣∣∣w(R′+) ∩ R+

∣∣∣ strictly bigger, where w = · · · sjsi ∈ W . Since R+ is a finite set,

eventually we cannot get any bigger; this can only happen when ∆ ⊆ w(R′+), and so R+ = w(R′+).�

5.5 Cartan matrices and Dynkin diagrams

5.5.1 Definitions

5.5.1.1 Definition A finite-type Cartan matrix of rank n is an n × n matrix aij satisfying the
following:

• aii = 2 and aij ∈ Z≤0 for i 6= j.

• a is symmetrizable: there exists an invertible diagonal matrix d with da symmetric.

• a is positive: all principle minors of a are positive.
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An isomorphism between Cartan matrices aij and bij is a permutation σ ∈ Sn such that aij = bσi,σj.

5.5.1.2 Lemma / Definition Let R be a finite root system, R+ a system of positive roots, and

∆ = {α1, . . . , αn} the corresponding simple roots. The Cartan matrix of R is the matrix aij
def
=

〈αj , α∨i 〉 = 2(αi, αj)/(αi, αi).

The Cartan matrix of a root system is a Cartan matrix. It depends (up to isomorphism) only on
the root system. Conversely, a root system is determined up to isomorphism by its Cartan matrix.

Proof That the Cartan matrix depends only on the root system follows from Proposition 5.4.4.8.
That the Cartan matrix determines the root system follows from Corollary 5.4.4.6.

Given a choice of root system and simple roots, let di
def
= (αi, αi)/2, and let dij

def
= diδij be the

diagonal matrix with the dis on the diagonal. Then d is invertible because di > 0, and da = (αi, αj)
is obviously symmetric. Let I ⊆ {1, . . . , n}; then the I × I principle minor of da is just

∏
i∈I di

times the corresponding principle minor of a. Since di > 0 for each i and da is the matrix of a
positive-definite symmetric bilinear form, we see that a is positive. �

5.5.2 Classification of finite-type Cartan matrices

We classify (finite-type) Cartan matrices by encoding their information in graph-theoretic form
(“Dynkin diagrams”) and then classifying (indecomposable) Dynkin diagrams.

5.5.2.1 Definition Let a be an integer matrix so that every principle 2 × 2 sub-matrix has the

form

ñ
2 −k
−l 2

ô
with k, l ∈ Z≥0 and either both k and l are 0 or one of them is 1. Let us call such

a matrix generalized-Cartan.

5.5.2.2 Lemma A Cartan matrix is generalized-Cartan. A generalized-Cartan matrix is not Car-
tan if any entry is −4 or less.

Proof Consider a 2× 2 sub-matrix

ñ
2 −k
−l 2

ô
. Then if one of k and l is non-zero, the other must

also be non-zero by symmetrizability. Moreover, kl < 4 by positivity, and so one of k and l must
be 1. �

5.5.2.3 Definition Let a be a rank-n generalized-Cartan matrix. Its diagram is a graph on n
vertices with (labeled, directed) edges determined as follows:

Let 1 ≤ i, j ≤ n, and consider the {i, j} × {i, j} submatrix of a. By definition, either k and l
are both 0, or one of them is 1 and the other is a positive integer. We do not draw an edge between
vertices i and j if k = l = 0. We connect i and j with a single undirected edge if k = l = 1. For

k = 2, 3, we draw an arrow with k edges from vertex i to vertex j if the {i, j} block is

ñ
2 −1
−k 2

ô
.

5.5.2.4 Definition A diagram is Dynkin if its corresponding generalized-Cartan matrix is in fact
Cartan.
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5.5.2.5 Lemma / Definition The diagram of a generalized-Cartan matrix a is disconnected if
and only if a is block diagonal, and connected components of the diagram correspond to the blocks
of a. A block diagonal matrix a is Cartan if and only if each block is. A connected diagram is
indecomposable. We write “×” for the disjoint union of Dynkian diagrams. �

5.5.2.6 Example There is a unique indecomposable rank-1 diagram, and it is Dynkin: A1 = •.
The indecomposable rank-2 Dynkin diagrams are:

A2 = • • B2 = C2 = • • G2 = • • ♦

5.5.2.7 Lemma / Definition A subdiagram of a diagram is a subset of the vertices, with edges
induced from the parent diagram. Subdiagrams of a Dynkin diagram correspond to principle sub-
matrices of the corresponding Cartan matrix. Any subdiagram of a Dynkin diagram is Dynkin.
�

By symmetrizability, if we have a triangle
•
k • l

•m

, then the multiplicities must be related:

m = kl. So k or l is 1, and you can check that the three possibilities all have determinant ≤ 0.
Moreover, a triple edge cannot attach to an edge, and two double edges cannot attach, again by
positivity. As such, we will never need to discuss the triple-edge again.

5.5.2.8 Example There are three indecomposable rank-3 Dynkin diagrams:

A3 = • • • B3 = • • • C3 = • • • ♦

5.5.2.9 Definition Let a be a generalized-Cartan rank-n matrix. We can specify a vector in Rn
by assigning a “weight” to each vertex of the corresponding diagram. The neighbors of a vertex are
counted with multiplicity: an arrow leaving a vertex contributes only one neighbor to that vertex,
but an arrow arriving contributes as many neighbors as the arrow has edges. Naturally, each vertex
of a weighted diagram has some number of “weighted neighbors”: each neighbor is counted with
multiplicity and multiplied by its weight, and these numbers are summed.

5.5.2.10 Lemma Let a be a generalized-Cartan matrix, and think of a vector ~x as a weighting
of the corresponding diagram. With the weighted-neighbor conventions in Definition 5.5.2.9, the
multiplication a~x can be achieved by subtracting the number of weighted neighbors of each vertex
from twice the weight of that vertex.

Thus, a generalized-Cartan matrix is singular if its corresponding diagram has a weighting such
that each vertex has twice as many (weighted) neighbors as its own weight. �

5.5.2.11 Corollary A ring of single edges, and hence any diagram with a ring as a subdiagram,
is not Dynkin.
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Proof We assign weight 1 to each vertex; this shows that the determinant of the ring is 0:

·

•

•

••

•

•

• •
· ·

·

1

1

1
1

1

1

1
1

· ·

a

( )
= 0

�

5.5.2.12 Corollary The following diagrams correspond to singular matrices and hence are not
Dynkin:

· · ·• • •

•

•

•

•

•

•

•

•

•

· · ·• • •

•

•

• · · ·• • •

•

•

•

· · ·• • •• • • • • • •

· · ·• • •• •

• • • • •· · ·• • •• •

Proof For example, we can show the last two as singular with the following weightings:

1 2 3 2 1

2 4 3 2 1 �

5.5.2.13 Lemma The following diagrams are not Dynkin:

•

• •

•
det = −4

•

•
•

•

•
det = −4

•

• •

•
det = −8

•

• •

•
not symmetrizable �
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5.5.2.14 Corollary The indecomposable Dynkin diagrams with double edges are the following:

Bn = • • · · · • •
Cn = • • · · · • •
F4 = • • • •

Proof Any indecomposable Dynkin diagram with a double edge is a chain. The double edge must
come at the end of the chain, unless the diagram has rank 4. �

5.5.2.15 Lemma Consider a Y -shaped indecomposable diagram. Let the lengths of the three arms,
including the middle vertex, be k, l,m. Then the diagram is Dynkin if and only if 1

k + 1
l + 1

m > 1.

Proof One can show directly that the determinant of such a diagram is klm( 1
k + 1

l + 1
m − 1). We

present null-vectors for the three “Egyptian fraction” decompositions of 1 — triples k, l,m such
that 1

k + 1
l + 1

m = 1:

321

2 1

2 1 4

3 2

2

1

3 2 1

6

3

42 5 4 3 2 1 �

5.5.2.16 Corollary The indecomposable Dynkin diagrams made entirely of single edges are:

An = • • · · · •

Dn = • • · · · •

•

•

E6 = • • •

•

• •

E7 = • • •

•

• • •

E8 = • • •

•

• • • •

�
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All together, we have proven:

5.5.2.17 Theorem (Classification of indecomposable Dynkin diagrams)
A diagram is Dynkin if and only if it is a disjoint union of indecomposable Dynkin diagrams. The
indecomposable Dynkin diagrams comprise four infinite families and five “sporadic” cases:

An = • • · · · •
Bn = • • · · · • •
Cn = • • · · · • •

Dn = • • · · · •

•

•

E6 = • • •

•

• •

E7 = • • •

•

• • •

E8 = • • •

•

• • • •
F4 = • • • •
G2 = • •

�

5.5.2.18 Example We mention the small-rank coindidences. We can continue the E series for
smaller n: E5 = D5, E4 = A4, and E3 is sometimes defined as the disjoint union A1 × A2 (E1, E2

are never defined). The B, C, and D series make sense for n ≥ 2, whence B2 = C2 and D2 = A1×A1

and D3 = A3. Some diagrams have nontrivial symmetries: for n ≥ 1, the symmetry group of An
has order 2, and similarly for Dn for n 6= 4. The diagram D4 has an unexpected symmetry: its
symmetry group is S3, with order 6. The symmetry group of E6 is order-2. ♦

5.6 From Cartan matrix to Lie algebra

In Theorem 5.5.2.17, we classified indecomposable finite-type Cartan matrices, and therefore all
finite-type Cartan matrices. We can present generators and relations showing that each indecompos-
able Cartan matrix is the Cartan matrix of some simple Lie algebra — indeed, the infinite families
An, Bn, Cn, and Dn correspond respectively to the classical Lie algebras sl(n,C), so(2n + 1,C),
sp(n,C), and so(2n,C) — and it is straightforward to show that a disjoint union of Cartan matrices
corresponds to a direct product of Lie algebras.

In this section, we explain how to construct a semisimple Lie algebra for any finite-type Cartan
matrix, and we show that a semisimple Lie algebra is determined by its Cartan matrix. This
will complete the proof of the classification of semisimple Lie algebras. Most, but not all, of the
construction applies to generalized-Cartan matrices; the corresponding Lie algebras are Kac-Moody,
which are infinite-dimensional versions of semisimple Lie algebras. We will not discuss Kac-Moody
algebras here.

5.6.0.1 Lemma / Definition Let ∆ be a rank-n Dynkin diagram with vertices labeled a basis
{α1, . . . , αn} of a vector space h∗, and let aij be the corresponding Cartan matrix. Since aij is
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nondegenerate, it defines a map ∨ : h∗ → h by aij = 〈αj , α∨i 〉. We define g̃ = g̃∆ to be the Lie
algebra generated by {ei, fi, hi}ni=1 subject to the relations

[hi, ej ] = aijej (5.6.0.2)

[hi, fj ] = −aijfj (5.6.0.3)

[ei, fj ] = δijhi (5.6.0.4)

[hi, hj ] = 0 (5.6.0.5)

For each i, we write sl(2)i for the subalgebra spanned by {ei, fi, hi}; clearly sl(2)i ∼= sl(2).

Let Q = Z∆ be the root lattice of ∆. Then the free Lie algebra generated by {ei, fi, hi}ni=1 has a
natural Q-grading, by deg ei = αi, deg fi = −αi, and deg hi = 0; under this grading, the relations
are homogeneous, so the grading passes to the quotient g̃∆.

Let h̃ ⊆ g̃ be the subalgebra generated by {hi}ni=1; then it is abelian and spanned by {hi}ni=1. The
adjoint action ad : h y g̃ is diagonalized by the grading: hi acts on anything of degree q ∈ Q by
〈q, α∨i 〉.

Let ñ+ be the subalgebra of g̃ generated by {ei}ni=1 and let ñ− be the subalgebra of g̃ generated
by {fi}ni=1; the algebras ñ± are called the “upper-” and “lower-triangular” subalgebras. �

5.6.0.6 Proposition Let ∆, g̃, h̃, ñ± be as in Lemma/Definition 5.6.0.1. Then g̃ = ñ−⊕ h̃⊕ ñ+ as
vector spaces; this is the “triangular decomposition” of g̃.

Proof That ñ−, h̃, ñ+ intersect trivially follows form the grading, so it suffices to show that g̃ =
ñ− + h̃ + ñ+. By inspecting the relations, we see that (ad fi)ñ− ⊆ ñ−, (ad fi)h̃ ⊆ 〈fi〉 ⊆ ñ−, and
(ad fi)ñ+ ⊆ h̃+ ñ+. Therefore ad fi preserves ñ−+ h̃+ ñ+, h̃ does so obviously, and ad ei does so by
the obvious symmetry fi ↔ ei. Therefore ñ− + h̃ + ñ+ is an ideal of g̃ and therefore a subalgebra,
but it contains all the generators of g̃. �

5.6.0.7 Proposition Let ∆, g̃ be as in Lemma/Definition 5.6.0.1, and let λ ∈ h∗. Write C〈f1, . . . , fn〉
for the free algebra generated by noncommuting symbols f1, . . . , fn and Mλ

def
= C〈f1, . . . , fn〉vλ for

its free module generated by the symbol vλ. Then there exists an action of g̃ on Mλ such that:

fi
Ä∏

fjkvλ
ä

=
Ä
fi
∏

fjk
ä
vλ (5.6.0.8)

hi
Ä∏

fjkvλ
ä

=

(
λ(hi)−

∑
k

ai,jk

) Ä∏
fjkvλ

ä
(5.6.0.9)

ei
Ä∏

fjkvλ
ä

=
∑

k s.t. jk=i

fj1 · · · fjk−1
hifjk+1

· · · fjl vλ (5.6.0.10)

Proof We have only to check that the action satisfies the relations equations (5.6.0.2) to (5.6.0.5).
The Q-grading verifies equations (5.6.0.2), (5.6.0.3), and (5.6.0.5); we need only to check equa-
tion (5.6.0.4). When i 6= j, the action by ei ignores any action by fj , and so we need only check
that [ei, fi] acts by hi. Write f for some monomial fj1 · · · fjn . Then eifi(fvλ) = ei(fifvλ) =
hifvλ + fiei(fvλ), clear by the construction. �
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5.6.0.11 Definition The g̃-module Mλ defined in Proposition 5.6.0.7 is the Verma module of g̃
with weight λ.

5.6.0.12 Corollary The map h → h̃ is an isomorphism, so h ↪→ h̃. The upper- and lower-
triangular algebras ñ− and ñ+ are free on {fi} and {ei} respectively. �

5.6.0.13 Proposition Assume that ∆ is an indecomposable system of simple roots, in the sense
that the Dynkin diagram of the Cartan matrix of ∆ is connected. Construct g̃ as in Lemma/Definition 5.6.0.1.
Then any proper ideal of g̃ is graded, contained in ñ− + ñ+, and does not contain any ei or fi.

Proof The grading on g̃ is determined by the adjoint action of h = h̃. Let a be an ideal of g̃ and
a ∈ a. Let a =

∑
aqgq where gq are homogeneous of degree q ∈ Q. Then [hi, a] =

∑〈q, α∨i 〉aqgq, and
so [h, a] has the same dimension as the number of non-zero coefficients aq; in particular, gq ∈ [h, a].
Thus a is graded.

Suppose that a has a degree-0 part, i.e. suppose that there is some h ∈ h∩ a. Since the Cartan
matrix a is nonsingular, there exists αi ∈ ∆ with αi(h) 6= 0. Then [fi, h] = αi(h)fi 6= 0, and so
fi ∈ a.

Now let a be any ideal with fi ∈ a for some i. Then hi = [ei, fi] ∈ a and ei = −1
2 [ei, hi] ∈ a.

But let αj be any neighbor of αi in the Dynkin diagram. Then aij 6= 0, and so [fj , hi] = aijfj 6= 0;
then fj ∈ a. Therefore, if the Dynkin diagram is connected, then any ideal of g̃ that contains some
fi (or some ei by symmetry) contains every generator of g̃. �

5.6.0.14 Corollary Under the conditions of Proposition 5.6.0.13, g̃ has a unique maximal proper
ideal.

Proof Let a and b be any two proper ideals of g̃. Then the ideal a + b does not contain h or any
ei or fi, and so is a proper ideal. �

5.6.0.15 Definition Let ∆ be a system of simple roots with connected Dynkin diagram, and let
g̃ = g̃∆ be defined as in Lemma/Definition 5.6.0.1. We define g = g∆ as the quotient of g̃ by its
unique maximal proper ideal. Then 〈hi, ei, fi〉 ↪→ g, where by 〈hi, ei, fi〉 we mean the linear span of
the generators of g̃. Since we quotiented by a maximal ideal, g is simple.

5.6.0.16 Theorem (Serre Relations)
Let g be as in Definition 5.6.0.15, and ei, fi the images of the corresponding generators of g̃. Then:

(ad ej)
1−ajiei = 0 (5.6.0.17)

(ad fj)
1−ajifi = 0 (5.6.0.18)

Proof We will check equation (5.6.0.18); equation (5.6.0.17) is exactly analogous. Let s be the
left-hand-side of equation (5.6.0.18), interpreted as an element of g̃. We will show that the ideal
generated by s is proper.

When i = j, s = 0, and when i 6= j, aji ≤ 0, and so the degree of s is −αi − (≥ 1)αj . In
particular, bracketing with fk and hk only moves the degree further from 0. Therefore, the claim
follows from the following equation:

[ek, s]g̃ = 0 for any k (5.6.0.19)
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When k 6= i, j, [ek, fi] = [ek, fj ] = 0. So it suffices to check equation (5.6.0.19) when k = i, j.
Let m = −aji. When k = j, we compute:

(ad ej)(ad fj)
1+mfi =

î
ad ej , (ad fj)

1+m
ó
fi + (ad fj)

1+m(ad ej)fi (5.6.0.20)

=
î
ad ej , (ad fj)

1+m
ó
fi + 0 (5.6.0.21)

=
m∑
l=0

(ad fj)
m−l

Ä
ad[ej , fj ]

ä
(ad fj)

lfi (5.6.0.22)

=
m∑
l=0

(ad fj)
m−l(adhj)(ad fj)

lfi (5.6.0.23)

=
m∑
l=0

Ä
l(−〈αj , α∨j 〉)− 〈αi, α∨j 〉

ä
(ad fj)

mfi (5.6.0.24)

=

(
m∑
l=0

Ä
−2l +m

ä)
(ad fj)

mfi (5.6.0.25)

=

Ç
−2

m(m+ 1)

2
+ (m+ 1)m

å
(ad fj)

mfi = 0 (5.6.0.26)

where equation (5.6.0.21) follows by [ei, fj ] = 0, equation (5.6.0.22) by the fact that ad is a Lie
algebra homomorphism, and the rest is equations (5.6.0.3) and (5.6.0.4), that m = −aji, and
arithmetic.

When k = i, ei and fj commute, and we have:

(ad ei)(ad fj)
1+mfi =

î
ad ej , (ad fj)

1+m
ó
fi + (ad fj)

1+m(ad ei)fi (5.6.0.27)

= 0 + (ad fj)
1+m(ad ei)fi (5.6.0.28)

= (ad fj)
1+mhi = 0 (5.6.0.29)

provided that m ≥ 1. When m = 0, we use the symmetrizability of the Cartan matrix: if aji = 0
then aij = 0. Therefore

(ad ei)(ad fj)
1−ajifi = (ad ei)[fj , fi] = −(ad ei)(ad fi)

1−aijfj

which vanishes by the first computation. �

We have defined for each indecomposable Dynkin diagram ∆ a simple Lie algebra g∆. If

∆ = ∆1 ×∆2 is a disjoint union of Dynkin diagrams, we define g∆
def
= g∆1 × g∆2 .

5.6.0.30 Definition Let V be a (possibly-infinite-dimensional) g-module. An element v ∈ V is
integrable if for each i, the sl(2)i-submodule of V generated by v is finite-dimensional. We write
I(V ) for the set of integrable elements of V .

5.6.0.31 Lemma Let V be a g-module. Then I(V ) is a g-submodule.
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Proof Let N ⊆ V be an (n + 1)-dimensional irreducible representation of sl(2)i; then it is iso-
morphic to Vn defined in Example 5.2.0.5. It suffices to show that ejN is contained within some
finite-dimensional sl(2)i submodule of V for i 6= j; the rest follows by switching e ↔ f and per-
muting the indices, using the fact that {ej , fj} generate g.

Then N is spanned by {fikv0}nk=0 where v0 ∈ N is the vector annihilated by ei; in particular,
fi
n+1v0 = 0. Since ej and fi commute, ejN is spanned by {fikejv0}nk=0. It suffices to compute

the sl(2)i module generated by ejv0, or at least to show that it is finite-dimensional. The action
of hi on ejv0 is hiejv0 = ([hi, ej ] + ejhi)v0 = (aij + n)ejv0. For k 6= n + 1, fki ejv0 = ejf

k
i v0 = 0.

Moreover, by Theorem 5.6.0.16, eki ejv0 = [eki , ej ]v0 + eje
k
i v0 = (ad ei)

k(ej)v0 + 0, which vanishes for
large enough k. Then the result follows by Theorem 3.2.2.1 and the fact that [ei, fi] = hi. �

5.6.0.32 Corollary Let ∆ be a Dynkin diagram and define g as above. Then g is ad-integrable.

Proof Since {ek, fk} generate g, it suffices to show that ek and fk are ad-integrable for each k.
But the sl(2)i-module generated by fk has fk as its highest-weight vector, since [ei, fk] = 0, and is
finite-dimensional, since (ad fi)

nfk = 0 for large enough n by Theorem 5.6.0.16. �

5.6.0.33 Corollary The non-zero weights R of ad : gy g form a root system.

Proof Axioms RS1, RS2, RS3, RS4, and Nondeg of Definition 5.4.2.1 follow from the ad-
integrability. Axiom Reduced and that R is finite follow from Lemma 5.4.4.5. �

5.6.0.34 Theorem (Classification of finite-dimensional simple Lie algebras)
The list given in Theorem 5.5.2.17 classifies the finite-dimensional simple Lie algebras over C.

Proof A Lie algebra with an indecomposable root system is simple, because any such system has
a highest root, and linear combination of roots generates the highest root, and the highest root
generates the entire algebra. So it suffices to show that two simple Lie algebras with isomorphic
root systems are isomorphic.

Let ∆ be an indecomposable root system, and define g̃ and g as above. Let g1 be a Lie algebra
with root system ∆. Then the relations defining g̃ hold in g1, and so there is a surjection g̃� g1; if
g1 is simple, then the kernel of this surjection is a maximal ideal of g̃. But g̃ has a unique maximal
ideal, and g is the quotient by this ideal; thus g1

∼= g. �

5.6.0.35 Example The families ABCD correspond to the classical Lie algebras: An ↔ sl(n+ 1),
Bn ↔ so(2n+ 1), Cn ↔ sp(n), and Dn ↔ so(2n). We recall that we have defined sp(n) as the Lie
algebra that fixes the nondegenerate antisymmetric 2n × 2n bilinear form: sp(n) ⊆ gl(2n). The
EFG Lie algebras are new.

The coincidences in Example 5.5.2.18 correspond to coincidences of classical Lie algebras:
so(6) ∼= sl(4), so(5) ∼= sp(2), and so(4) ∼= sl(2) × sl(2). The identity so(3) ∼= sl(2) suggests
that we define B1 = A1 = •, but sl(2) is not congruent to sp(1) or to so(2), so we do not assign
meaning to C1 or D1, and justifying the name B1 for • but not C1 is ad hoc. ♦
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Exercises

1. (a) Show that SL(2,R) is topologically the product of a circle and two copies of R, hence it
is not simply connected.

(b) Let S be the simply connected cover of SL(2,R). Show that its finite-dimensional com-
plex representations, i.e., real Lie group homomorphisms S → GL(n,C), are determined
by corresponding complex representations of the Lie algebra Lie(S)C = sl(2,C), and
hence factor through SL(2,R). Thus S is a simply connected real Lie group with no
faithful finite-dimensional representation.

2. (a) Let U be the group of 3 × 3 upper-unitriangular complex matrices. Let Γ ⊆ U be the
cyclic subgroup of matrices  1 0 m

0 1 0
0 0 1

 ,
where m ∈ Z. Show that G = U/Γ is a (non-simply-connected) complex Lie group that
has no faithful finite-dimensional representation.

(b) Adapt the solution to Set 4, Problem 2(b) to construct a faithful, irreducible infinite-
dimensional linear representation V of G.

3. Following the outline below, prove that if h ⊆ gl(n,C) is a real Lie subalgebra with the
property that every X ∈ h is diagonalizable and has purely imaginary eigenvalues, then the
corresponding connected Lie subgroup H ⊆ GL(n,C) has compact closure (this completes
the solution to Set 1, Problem 7).

(a) Show that adX is diagonalizable with imaginary eigenvalues for every X ∈ h.

(b) Show that the Killing form of h is negative semidefinite and its radical is the center of
h. Deduce that h is reductive and the Killing form of its semi-simple part is negative
definite. Hence the Lie subgroup corresponding to the semi-simple part is compact.

(c) Show that the Lie subgroup corresponding to the center of h is a dense subgroup of a
compact torus. Deduce that the closure of H is compact.

(d) Show that H is compact — that is, closed — if and only if it further holds that the
center of h is spanned by matrices whose eigenvalues are rational multiples of i.

4. Let Vn = Sn(C2) be the (n+ 1)-dimensional irreducible representation of sl(2,C).

(a) Show that for m ≤ n, Vm ⊗ Vn ∼= Vn−m ⊕ Vn−m+2 ⊕ · · · ⊕ Vn+m, and deduce that the
decomposition into irreducibles is unique.

(b) Show that in any decomposition of V ⊗n1 into irreducibles, the multiplicity of Vn is equal
to 1, the multiplicity of Vn−2k is equal to

(n
k

)
−
( n
k−1

)
for k = 1, . . . , bn/2c, and all other

irreducibles Vm have multiplicity zero.
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5. Let a be a symmetric Cartan matrix, i.e. a is symmetric with diagonal entries 2 and off-
diagonal entries 0 or −1. Let Γ be a subgroup of the automorphism group of the Dynkin
diagram D of a, such that every edge of D has its endpoints in distinct Γ orbits. Define the
folding D′ of D to be the diagram with a node for every Γ orbit I of nodes in D, with edge
weight k from I to J if each node of I is adjacent in D to k nodes of J . Denote by a′ the
Cartan matrix with diagram D′.

(a) Show that a′ is symmetrizable and that every symmetrizable generalized Cartan matrix
(not assumed to be of finite type) can be obtained by folding from a symmetric one.

(b) Show that every folding of a finite type symmetric Cartan matrix is of finite type.

(c) Verify that every non-symmetric finite type Cartan matrix is obtained by folding from
a unique symmetric finite type Cartan matrix.

6. An indecomposable symmetrizable generalized Cartan matrix a is said to be of affine type if
det(a) = 0 and all the proper principal minors of a are positive.

(a) Classify the affine Cartan matrices.

(b) Show that every non-symmetric affine Cartan matrix is a folding, as in the previous
problem, of a symmetric one.

(c) Let h be a vector space, αi ∈ h∗ and α∨i ∈ h vectors such that a is the matrix 〈αj , α∨i 〉.
Assume that this realization is non-degenerate in the sense that the vectors αi are linearly
independent. Define the affine Weyl group W to be generated by the reflections sαi , as
usual. Show that W is isomorphic to the semidirect product W0 nQ where Q and W0

are the root lattice and Weyl group of a unique finite root system, and that every such
W0 nQ occurs as an affine Weyl group.

(d) Show that the affine and finite root systems related as in (c) have the property that the
affine Dynkin diagram is obtained by adding a node to the finite one, in a unique way if
the finite Cartan matrix is symmetric.

7. Work out the root systems of the orthogonal Lie algebras so(m,C) explicitly, thereby verifying
that they correspond to the Dynkin diagrams Bn if m = 2n + 1, or Dn if m = 2n. Deduce
the isomorphisms so(4,C) ∼= sl(2,C)× sl(2,C), so(5,C) ∼= sp(4,C), and so(6,C) ∼= sl(4,C).

8. Show that the Weyl group of type Bn or Cn (they are the same because these two root
systems are dual to each other) is the group Sn n (Z/2Z)n of signed permutations, and that
the Weyl group of type Dn is its subgroup of index two consisting of signed permutations
with an even number of sign changes, i.e., the semidirect factor (Z/2Z)n is replaced by the
kernel of Sn-invariant summation homomorphism (Z/2Z)n → Z/2Z

9. Let (h, R,R∨) be a finite root system, ∆ = {α1, . . . , αn} the set of simple roots with respect
to a choice of positive roots R+, si = sαi the corresponding generators of the Weyl group W .
Given w ∈W , let l(w) denote the minimum length of an expression for w as a product of the
generators si.
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(a) If w = si1 . . . sir and w(αj) ∈ R−, show that for some k we have αik = sik+1
. . . sir(αj),

and hence siksik+1
. . . sir = sik+1

. . . sirsj . Deduce that l(wsj) = l(w)− 1 if w(αj) ∈ R−.

(b) Using the fact that the conclusion of (a) also holds for v = wsj , deduce that l(wsj) =
l(w) + 1 if w(αj) 6∈ R−.

(c) Conclude that l(w) = |w(R+) ∪ R−| for all w ∈ W . Characterize l(w) in more explicit
terms in the case of the Weyl groups of type A and B/C.

(d) Assuming that h is over R, show that the dominant cone X = {λ ∈ h : 〈λ, α∨i 〉 ≥
0 for all i} is a fundamental domain for W , i.e., every vector in h has a unique element
of X in its W orbit.

(e) Deduce that |W | is equal to the number of connected regions into which h is separated
by the removal of all the root hyperplanes 〈λ, α∨〉, α∨ ∈ R∨.

10. Let h1, . . . , hr be linear forms in variables x1, . . . , xn with integer coefficients. Let Fq denote
the finite field with q = pe elements. Prove that except in a finite number of “bad” charac-
teristics p, the number of vectors v ∈ Fnq such that hi(v) = 0 for all i is given for all q by a
polynomial χ(q) in q with integer coefficients, and that (−1)nχ(−1) is equal to the number
of connected regions into which Rn is separated by the removal of all the hyperplanes hi = 0.

Pick your favorite finite root system and verify that in the case where the hi are the root
hyperplanes, the polynomial χ(q) factors as (q − e1) . . . (q − en) for some positive integers ei
called the exponents of the root system. In particular, verify that the sum of the exponents
is the number of positive roots, and that (by Problem 9(e)) the order of the Weyl group is∏
i(1 + ei)

11. The height of a positive root α is the sum of the coefficients ci in its expansion α =
∑
i ciαi

on the basis of simple roots.

Pick your favorite root system and verify that for each k ≥ 1, the number of roots of height
k is equal to the number of the exponents ei in Problem 10 for which ei ≥ k.

12. Pick your favorite root system and verify that if h denotes the height of the highest root
plus one, then the number of roots is equal to h times the rank. This number h is called
the Coxeter number. Verify that, moreover, the multiset of exponents (see Problem 10) is
invariant with respect to the symmetry ei 7→ h− ei.

13. A Coxeter element in the Weyl group W is the product of all the simple reflections, once each,
in any order. Prove that a Coxeter element is unique up to conjugacy. Pick your favorite
root system and verify that the order of a Coxeter element is equal to the Coxeter number
(see Problem 12).

14. The fundamental weights λi are defined to be the basis of the weight lattice P dual to the
basis of simple coroots in Q∨, i.e., 〈λi, α∨j 〉 = δij .

(a) Prove that the stabilizer in W of λi is the Weyl group of the root system whose Dynkin
diagram is obtained by deleting node i of the original Dynkin diagram.
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(b) Show that each of the root systems E6, E7, and E8 has the property that its highest root
is a fundamental weight. Deduce that the order of the Weyl group W (Ek) in each case
is equal to the number of roots times the order of the Weyl group W (Ek−1), or W (D5)
for k = 6. Use this to calculate the orders of these Weyl groups.

15. Let e1, . . . , e8 be the usual orthonormal basis of coordinate vectors in Euclidean space R8. The
root system of type E8 can be realized in R8 with simple roots αi = ei − ei+1 for i = 1, . . . , 7
and

α8 =

Å
−1

2
,−1

2
,−1

2
,
1

2
,
1

2
,
1

2
,
1

2
,
1

2

ã
.

Show that the root lattice Q is equal to the weight lattice P , and that in this realization, Q
consists of all vectors β ∈ Z8 such that

∑
i βi is even and all vectors β ∈

Ä
1
2 ,

1
2 ,

1
2 ,

1
2 ,

1
2 ,

1
2 ,

1
2 ,

1
2

ä
+

Z8 such that
∑
i βi is odd. Show that the root system consists of all vectors of squared length

2 in Q, namely, the vectors ±ei ± ej for i < j, and all vectors with coordinates ±1
2 and an

odd number of coordinates with each sign.

16. Show that the root system of type F4 has 24 long roots and 24 short roots, and that the roots
of each length form a root system of type D4. Show that the highest root and the highest
short root are the fundamental weights at the end nodes of the diagram. Then use Problem
14(a) to calculate the order of the Weyl group W (F4). Show that W (F4) acts on the set of
short (resp. long roots) as the semidirect product S3 nW (D4), where the symmetric group
S3 on three letters acts on W (D4) as the automorphism group of its Dynkin diagram.

17. Pick your favorite root system and verify that the generating function W (t) =
∑
w∈W tl(w) is

equal to
∏
i (1 + t+ · · ·+ tei), where ei are the exponents as in Problem 10.

18. Let S be the subring of W -invariant elements in the ring of polynomial functions on h. Pick
your favorite root system and verify that S is a polynomial ring generated by homogeneous
generators of degrees ei + 1, where ei are the exponents as in Problem 10.



Chapter 6

Representation Theory of Semisimple
Lie Groups

6.1 Irreducible Lie-algebra representations

Any representation of a Lie group induces a representation of its Lie algebra, so we start our story
there. We recall Theorem 4.4.3.11: any finite-dimensional representation of a semisimple Lie algebra
is the direct sum of simple representations. In Section 5.2 we computed the finite-dimensional simple
representations of sl(2); we now generalize that theory to arbitrary finite-dimensional semisimple
Lie algebras.

6.1.0.1 Lemma / Definition Let g be a semisimple Lie algebra with Cartan subalgebra h and
root system R, and choose a system of positive roots R+. Let n± =

⊕
α∈R± gα be the upper- and

lower-triangular subalgebras; then g = n− ⊕ h ⊕ n+ as a a vector space. We define the Borel
subalgebra b = h⊕ n+, and n+ is an ideal of b with h = b/n+.

Pick λ ∈ h∗; then b has a one-dimensional module Cvλ, where hvλ = λ(h) vλ for h ∈ h and
n+vλ = 0.

As a subalgebra, b acts on g from the right, and so we define the Verma module of g with weight
λ by:

Mλ
def
= Ug⊗Ub Cvλ (6.1.0.2)

As a vector space, Mλ
∼= Un− ⊗C Cvλ. It is generated as a g-module by vλ with the relations

hvλ = λ(h)vλ, n+vλ = 0, and no relations on the action of n− except those from g.

Proof The explicit description of Mλ follows from Theorem 3.2.2.1: Ug = Un− ⊗ Uh ⊗ Un+ as
vector spaces. �

6.1.0.3 Corollary Any module with highest weight λ is a quotient of Mλ. �

6.1.0.4 Lemma Let ∆ = {α1, . . . , αn} be the simple roots of g, and let Q
def
= Z∆ be the root lattice

and Q+
def
= Z≥0∆. Then the weight grading given by the action of h on the Verma module Mλ is:

Mλ =
⊕
β∈Q+

(Mλ)λ−β (6.1.0.5)

95
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Moreover, let N ⊆Mλ be a proper submodule. Then N ⊆⊕β∈Q+r{0} (Mλ)λ−β.

Proof The description of the weight grading follows directly from the description of Mλ given in
Lemma/Definition 6.1.0.1. Any submodule is graded by the action of h. Since (Mλ)λ = Cvλ is
one-dimensional and generates Mλ, a proper submodule cannot intersect (Mλ)λ. �

6.1.0.6 Corollary For any λ ∈ h∗, the Verma module Mλ has a unique maximal proper submodule.
The quotient Mλ � Lλ is an irreducible g-module. Conversely, any irreducible g-module with
highest weight λ is isomorphic to Lλ, since it must be a quotient of Mλ by a maximal ideal. �

6.1.0.7 Definition Let g be a semisimple Lie algebra and ∆ = {α1, . . . , αn}. We recall the root

lattice Q
def
= Z∆ and the weight lattice P

def
= {λ ∈ h∗ s.t. 〈λ,Q∨〉 ⊆ Z}. A dominant integral weight

is an element of P+
def
= {λ ∈ P s.t. 〈λ, α∨i 〉 ≥ 0 ∀i}.

We recall Definition 5.6.0.30.

6.1.0.8 Proposition If λ ∈ P+, then Lλ consists of integrable elements.

Proof Since Lλ is irreducible, its submodule of integrable elements is either 0 or the whole module.
So it suffices to show that if λ ∈ P+, then vλ is integrable. Pick a simple root αi. By construction,
eivλ = 0 and hivλ = 〈λ, α∨i 〉vλ. Since λ ∈ P+, 〈λ, α∨i 〉 = m ≥ 0 is an integer. Consider the sl(2)i-
submodule of Mλ generated by vλ; if m is a nonnegative integer, from the representation theory
of sl(2) we know that eif

m+1
i vλ = 0. But if j 6= i, then ejf

m+1
i vλ = fm+1

i ejvλ = 0. Recalling the
grading, we see then that fm+1

i vλ generates a submodule of Mλ, and so fm+1
i vλ 7→ 0 in Lλ. Hence

the sl(2)i-submodule of Lλ generated by vλ is finite, and so vλ is integrable. �

6.1.0.9 Definition Let g be a semisimple Lie algebra. We define the category Ô to be a full
subcategory of the category g-mod of (possibly-infinite-dimensional) g modules. The objects X ∈ Ô
are required to satisfy the following conditions:

• The action hy X is diagonalizable.

• For each λ ∈ h∗, the weight space Xλ is finite-dimensional.

• There exists a finite set S ⊆ h∗ such that the weights of X lie in S + (−Q+).

6.1.0.10 Lemma The category Ô is closed under submodules, quotients, extensions, and tensor
products.

Proof The h-action grades subquotients of any graded module, and acts diagonally. An extension
of graded modules is graded, with graded components extensions of the corresponding graded
components. Since g is semisimple, any extension of finite-dimensional modules is a direct sum,
and so the h-action is diagonal on any extension of objects in O. Finally, tensor products are
handled by Lemma 5.3.1.8. �
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6.1.0.11 Definition Write the additive group h∗ multiplicatively: λ 7→ xλ. The group algebra
Z[h∗] is the algebra of “polynomials”

∑
cix

λi, with the obvious addition and multiplication. I.e.
Z[h∗] is the free abelian group

⊕
λ∈h∗ Zxλ, with multiplication given on a basis by xλxµ = xλ+µ.

Let Z[−Q+] be the subalgebra of Z[h∗] generated by {xλ s.t. − λ ∈ Q+}. This has a natural
topology given by setting ‖x−αi‖ = c−αi for αi a simple root and c some real constant with c > 1.
We let Z[[−Q+]] be the completion of Z[−Q+] with respect to this topology. Equivalently, Z[[−Q+]]
is the algebra of formal power series in the variables x−α1 , . . . , x−αn with integer coefficients.

Then Z[−Q+] is a subalgebra of both Z[h∗] and Z[[−Q+]]. We will write Z[h∗,−Q+]] for the
algebra Z[h∗]⊗Z[−Q+] Z[[−Q+]].

The algebra Z[h∗,−Q+]] is a formal gadget, consisting of formal fractional Laurant series. We use
it as a space of generating functions.

6.1.0.12 Definition Given X ∈ Ô, its character is ch(X) ∈ Z[h∗,−Q+]] by:

ch(X)
def
=

∑
λ a weight of X

dim(Xλ)xλ (6.1.0.13)

We remark that every coefficient of ch(X) is a nonnegative integer, and if Y is a subquotient

6.1.0.14 Example Let Mλ be the Verma module with weight λ, and let R+ be the set of positive
roots of g. Then

ch(Mλ) =
xλ∏

α∈R+
(1− x−α)

def
= xλ

∏
α∈R+

∞∑
l=0

x−lα (6.1.0.15)

This follows from Theorem 3.2.2.1, the explicit description ofMλ
∼= Un−⊗Cvλ, and some elementary

combinatorics. ♦

6.1.0.16 Proposition Let g be simple Lie algebra, P+ the set of dominant integral weights, and
W the Weyl group. Let λ ∈ P+, and Lλ the irreducible quotient of Mλ given in Corollary 6.1.0.6.
Then:

1. ch(Lλ) is W -invariant.

2. If µ is a weight of Lλ, then µ ∈W (ν) for some ν ∈ P+ ∩ (λ−Q+).

3. Lλ is finite-dimensional.

Conversely, every finite-dimensional irreducible g-module is Lλ for a unique λ ∈ P+.

Proof 1. We use Proposition 6.1.0.8: Lλ consists of integrable elements. Let αi be a root of
g; then Lλ splits as an sl(2)i module: Lλ =

⊕
Va, where each Va is an irreducible sl(2)i

submodule. In particular, Va = Cva,m ⊕ Cva,m−2 · · · ⊕ Cva,−m for some m depending on a,
where hi acts on Cva,l by l. But ch(Lλ) =

∑
a ch(Va) =

∑
a
∑
j=−m,−m+2,...,m ch(Cva,m). Let

ch
Ä
C(va)l

ä
= xµa,l ; then 〈µa,l, α∨i 〉 = l by definition, and va,l−2 ∈ fiCva,l, and so siµa,l = µa,−l.

This shows that ch(Va) is fixed under the action of si, and so ch(Lλ) is also si-invariant. But
the reflections si generate W , and so ch(Lλ) is W -invariant.
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2. We partially order P : ν ≤ µ if µ− ν ∈ Q+. In particular, the weights of Lλ are all less than
or equal to λ.

Let λ ∈ P . Then si(λ) = λ−〈λ, α∨i 〉αi, and so W (λ) ⊆ λ+Q. If λ ∈ P+ then 〈λ, α∨i 〉 ≥ 0 for
every i and so si ≤ λ; if λ ∈ P r P+ then there is some i with 〈λ, α∨i 〉 < 0, i.e. some i with
si(λ) > λ. But W is finite, so for any λ ∈ P , W (λ) has a maximal element, which must be
in P+. This proves that P = W (P+).

Thus, if µ is a weight of Lλ, then µ ∈W (ν) for some ν ∈ P+. But by 1., ν is a weight of Lλ,
and so ν ≤ λ. This proves statements 2.

Moreover, the W -invariance of ch(Lλ) shows that if λ ∈ P+, then W (λ) ⊆ λ − Q+, and
moreover that P+ is a fundamental domain of W .

3. The Weyl group W is finite. Consider the two cones R≥0P+ and −R≥0Q+. Since the inner
product (the symmetrization of the Cartan matrix) is positive definite and by construction
the inner product of anything in R≥0P+ with anything in −R≥0Q+ is negative, the two cones
intersect only at 0. Thus there is a hyperplane separating the cones: i.e. there exists a linear
functional η : h∗R → R such that its value is positive on P+ but negative on −Q+. Then
λ−Q+ is below the η = η(λ) hyperplane. But −Q+ is generated by −αi, each of which has
a negative value under η, and so λ−Q+ contains only finitely many points µ with η(µ) ≥ 0.
Thus P+ ∩ (λ−Q+) is finite, and hence so is its image under W .

For the converse statement, let L be a finite-dimensional irreducible g-module, and let v ∈ L
be any vector. Then consider n+v, the image of v under repeated application of various eis. By
finite-dimensionality, n+v must contain a vector l ∈ n+v so that eil = 0 for every i. By the sl(2)
representation theory, l must be homogeneous, and indeed a top-weight vector of L, and by the
irreducibility l generates L. Let the weight of l be λ; then the map vλ → l generates a map Mλ � L.
But Mλ has a unique maximal submodule, and since L is irreducible, this maximal submodule must
be the kernel of the map Mλ � L. Thus L ∼= Lλ. �

6.1.1 Weyl Character Formula

In this section we compute the characters of the irreducible representations of a semisimple Lie
algebra.

6.1.1.1 Lemma / Definition Let g be a semisimple Lie algebra, h its Cartan subalgebra, and
∆ = {α1, . . . , αn} its simple root system. For each i = 1, . . . , n, we define a fundamental weight
Λi ∈ h∗ by 〈Λi, α∨j 〉 = δij. Then P+ = Z≥0{Λ1, . . . ,Λn}.

The following are equivalent, and define the Weyl vector ρ:

1. ρ =
∑n
i=1 Λi. I.e. 〈ρ, α∨j 〉 = 1 for every j.

2. ρ = 1
2

∑
α∈R+

α.

Proof Let ρ2 = 1
2

∑
α∈R+

α. Since si(R+r{αi}) = R+ but si(αi) = −αi, we see that si(ρ̃) = ρ̃−αi,
and so 〈ρ̃, α∨i 〉 = 1 for every i. The rest is elementary linear algebra. �
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6.1.1.2 Theorem (Weyl Character Formula)
Let sign : W → {±1} be given by sign(w) = dethw; i.e. sign is the group homomorphism generated
by si 7→ −1 for each i. Let λ ∈ P+. Then:

ch(Lλ) =

∑
w∈W

sign(w)xw(λ+ρ)−ρ

∏
α∈R+

(1− x−α)
=

∑
w∈W

sign(w)xw(λ+ρ)

∏
α∈R+

(xα/2 − x−α/2)
(6.1.1.3)

The equality of fractions follows simply from the description ρ = 1
2

∑
α∈R+

α.

6.1.1.4 Remark The sum in equation (6.1.1.3) is finite. Indeed, the numerator and denominator
on the right-hand-side fraction are obiously antisymmetric in W , and so the whole expression is
W -invariant. The numerator on the left-hand-side fraction is a polynomial, and each (1− x−α) is
invertible as a power series: (1 − x−α)−1 =

∑∞
n=0 x

−nα. So the fraction is a W -invariant power
series, and hence a polynomial. ♦

To prove Theorem 6.1.1.2 we will need a number of lemmas. In Example 6.1.0.14 we computed
the character of the Verma module Mλ. Then Theorem 6.1.1.2 asserts:

ch(Lλ) =
∑
w∈W

sign(w) ch
Ä
Mw(λ+ρ)−ρ

ä
(6.1.1.5)

As such, we will begin by understanding Mλ better. We recall Lemma/Definition 4.4.1.3: Let (, )
be the Killing form on g, and {xi} any basis of g with dual basis {yj}, i.e. (xi, yj) = δij for every
i, j; then c =

∑
xiyi ∈ Ug is central, and does not depend on the choice of basis.

6.1.1.6 Lemma Let λ ∈ h∗ and Mλ the Verma module with weight λ. Let c ∈ Ug be the Casimir,
corresponding to the Killing form on g. Then c acts on Mλ by multiplication by (λ, λ+ 2ρ).

Proof Let g have rank n. Write R for the set of roots of g, R+ for the positive roots, and ∆ for
the simple roots, as we have previously.

Recall Lemma 5.3.3.1. We construct a basis of g as follows: we pick an orthonormal basis {ui}ni=1

of h. For each α a non-zero root of g, the space gα is one-dimensional; let xα be a basis vector in
gα. Then the dual basis to {ui}ni=1 ∪ {xα}α∈Rr{0} is {ui}ni=1 ∪ {yα}α∈Rr{0}, where yα = x−α

(xα,x−α) .
Then:

c =
n∑
i=1

u2
i +

∑
α∈Rr{0}

xαyα =
n∑
i=1

u2
i +

∑
α∈Rr{0}

xαx−α
(xα, x−α)

=
n∑
i=1

u2
i +

∑
α∈R+

xαx−α + x−αxα
(xα, x−α)

(6.1.1.7)
Since Mλ is generated by its highest weight vector vλ, and c is central, to understand the action

of c on Mλ it suffices to compute cvλ. We use the fact that for α ∈ R+, xαvλ = 0; then

xαx−αvλ = hαvλ + x−αxαvλ = hαvλ = λ(hα) vλ (6.1.1.8)

where for each α ∈ R+ we have defines hα ∈ h by hα = [xα, x−α]. Moreover, (, ) is g-invariant, and
[hα, xα] = α(hα)xα, where α(hα) 6= 0. So:

(xα, x−α) =
1

α(hα)

Ä
[hα, xα], x−α

ä
=

1

α(hα)

Ä
hα, [xα, x−α]

ä
=

(hα, hα)

α(hα)
(6.1.1.9)
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We also have that uivλ = λ(ui)vλ, and since {ui} is an orthonormal basis, (λ, λ) =
∑n
i=1

Ä
λ(ui)

ä2
.

Thus:

cvλ =
n∑
i=1

Ä
λ(ui)

ä2
vλ +

∑
α∈R+

λ(hα)
(hα,hα)
α(hα)

vλ =

Ñ
(λ, λ) +

∑
α∈R+

λ(hα)α(hα)

(hα, hα)

é
vλ (6.1.1.10)

We recall that hα is proportional to α∨, that (α, α) = 4/(α∨, α∨), and that λ(α∨) = (λ, α)/(α, α).

Then λ(hα)α(hα)
(hα,hα) = (λ, α), and so:

(λ, λ) +
∑
α∈R+

λ(hα)α(hα)

(hα, hα)
= (λ, λ) +

∑
α∈R+

(λ, α) = (λ, λ+ 2ρ) (6.1.1.11)

Thus c acts on Mλ by multiplication by (λ, λ+ 2ρ). �

6.1.1.12 Lemma / Definition Let X be a g-module. We weight vector v ∈ X is singular if
n+v = 0. In particular, any highest-weight vector is singular, and conversely any singular vector is
the highest weight vector in the submodule it generates. �

6.1.1.13 Corollary Let λ ∈ P , and Mλ the Verma module with weight λ. Then Mλ contains
finitely many singular vectors, in the sense that their span is finite-dimensional.

Proof Let Cλ be the set Cλ
def
= {µ ∈ P s.t. (µ+ ρ, µ+ ρ) = (λ+ ρ, λ+ ρ)}. Then Cλ is a sphere

in P centered at −ρ, and in particular it is a finite set. On the other hand, since (µ+ ρ, µ+ ρ) =
(µ, µ+ 2ρ) + (ρ, ρ), we see that:

Cλ = {µ ∈ P s.t. c acts on Mµ by (λ, λ+ 2ρ)} (6.1.1.14)

Recall that any module with highest weight µ is a quotient of Mµ. Let v ∈ Mλ be a non-zero
singular vector with weight µ. Then on the one hand cv = (λ, λ+ 2ρ)v, since v ∈ Mλ, and on the
other hand cv = (µ, µ+ 2ρ), since v is in a quotient of Mµ. In particular, µ ∈ Cλ. But the weight
spaces (Mλ)µ of Mλ are finite-dimensional, and so the dimension of the space of singular vectors is
at most

∑
µ∈Cλ dim

Ä
(Mλ)µ

ä
<∞. �

6.1.1.15 Corollary Let λ ∈ P . Then there are nonnegative integers bλ,µ such that

chMλ =
∑

bλ,µ chLµ (6.1.1.16)

and bλ,µ = 0 unless µ ≤ λ and µ ∈ Cλ. Moreover, bλ,λ = 0.

Proof We construct a filtration on Mλ. Since Mλ has only finitely many non-zero singular vectors,
we choose w1 a singular vector of minimal weight µ1, and let F1Mλ be the submodule of Mλ

generated by w1. Then F1Mλ is irreducible with highest weight µ1. We proceed by induction,
letting wi be a singular vector of minimal weight in Mλ/Fi−1Mλ, and FiMλ the primage of the
subrepresentation generated by wi. This filters Mλ:

0 = F0Mλ ⊆ F1Mλ ⊆ . . . (6.1.1.17)
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Moreover, since Mλ has only finitely many weight vectors all together, the filtration must terminate:

0 = F0Mλ ⊆ F1Mλ ⊆ · · · ⊆ FkMλ = Mλ (6.1.1.18)

By construction, the quotients are all irreducible: FiMλ/Fi−1Mλ = Lµi for some µi ∈ Cλ, µi ≤ λ.

We recall that ch is additive for extensions. Therefore

chMλ =
k∑
i=1

ch(FiMλ/Fi−1Mλ) =
k∑
i=1

chLµi (6.1.1.19)

Then bλ,µ is the multiplicity of µ appearing as the weight of a singular vector of Mλ, and we have
equation (6.1.1.16). The conditions stated about bλ,µ are immediate: we saw that µ can only appear
as a weight of Mλ if µ ∈ Cλ and µ ≤ λ; moreover, Lλ appears as a subquotient of Mλ exactly once,
so bλ,λ = 1. �

6.1.1.20 Definition The coefficients bλ,µ in equation (6.1.1.16) are the Kazhdan-Luztig multi-
plicities.

6.1.1.21 Lemma If λ ∈ P+, µ ≤ λ, µ ∈ Cλ, and µ+ ρ ≥ 0, then µ = λ.

Proof We have that (µ + ρ, µ + ρ) = (λ + ρ, λ + ρ) and that λ − µ =
∑n
i=1 kiαi, where all ki are

nonnegative. Then

0 = (λ+ ρ, λ+ ρ)− (µ+ ρ, µ+ ρ)

=
Ä
(λ+ ρ)− (µ+ ρ), (λ+ ρ) + (µ+ ρ)

ä
= (λ− µ, λ+ µ+ 2ρ)

=
n∑
i=1

ki(α, λ+ µ+ 2ρ)

But λ, µ + ρ ≥ 0, and (αi, ρ) > 0, so (α, λ + µ + 2ρ) > 0, and so all ki = 0 since they are
nonnegative. �

Proof (of Theorem 6.1.1.2) We have shown (Corollary 6.1.1.15) that chMλ =
∑
bλ,µ chLµ,

were bλ,µ is a lower-triangular matrix on Cλ = Cµ with ones on the diagonal. Thus it has a
lower-triangular inverse with ones on the diagonal:

chLλ =
∑

µ≤λ,µ∈Cλ
cλ,µ chMµ (6.1.1.22)

But by equation (6.1.1.8) statement 1., chLλ is W -invariant, provided that λ ∈ P+, thus so is∑
cλ,µ chMµ. We recall Example 6.1.0.14:

chMµ =
xµ∏

α∈R+
(1− x−α)

=
xµ+ρ∏

α∈R+
(xα/2 − x−α/2)

(6.1.1.23)
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Therefore

chLλ =

∑
µ≤λ,µ∈Cλ cλ,µx

µ+ρ∏
α∈R+

(xα/2 − x−α/2)
(6.1.1.24)

But the denominator if W -antisymmetric, and so the numerator must be as well:∑
µ≤λ,µ∈Cλ

cλ,µx
w(µ+ρ) =

∑
µ≤λ,µ∈Cλ

sign(w)cλ,µx
µ+ρ for every w ∈W (6.1.1.25)

This is equivalent to the condition that cλ,µ = sign(w)cλ,w(µ+ρ)−ρ. By the proof of equation (6.1.1.8)
statement 2., we know that P+ is a fundamental domain of W ; since cλ,λ = 1, if µ+ ρ ∈W (λ+ ρ),
then cλ,µ = sign(w), and so:

∑
µ≤λ,µ∈Cλ

cλ,µx
µ+ρ =

∑
w∈W

á
xw(λ+ρ) +

∑
µ<λ,µ∈Cλ
µ+ρ∈P+

cλ,µx
w(µ+ρ)

ë
(6.1.1.26)

But the rightmost sum is empty by Lemma 6.1.1.21. �

6.1.1.27 Remark Specializing to the trivial representation L0, Theorem 6.1.1.2 says that

1 =

∑
w∈W sign(w)xw(ρ)∏

α∈R+
(xα/2 − x−α/2)

(6.1.1.28)

So we can rewrite equation (6.1.1.3) as

χλ =

∑
w∈W sign(w)xw(λ+ρ)∑
w∈W sign(w)xw(ρ)

(6.1.1.29)

♦

The following is an important corollary:

6.1.1.30 Theorem (Weyl Dimension Formula)
Let λ ∈ P+. Then dimLλ =

∏
α∈R+

(α, λ+ ρ)/(α, ρ).

Proof The formula ch(Lλ) =
∑

w∈W sign(w)xw(λ+ρ)∏
α∈R+

(xα/2−x−α/2)
is a polynomial in x. In particular, it defines a

real-valued function on R>0×h given by xα 7→ aα(h) — when a = 1 or h = 0, the formula as written
is the indeterminate form 0

0 , but the function clearly returns
∑
µ dim

Ä
(Lλ)µ

ä
= dimLλ. We will

calculate this value of the function by taking a limit, using l’Hôpital’s rule.

In particular, letting xα 7→ et(α,λ+ρ) in equation (6.1.1.28) gives∏
α∈R+

Ä
et(α/2,λ+ρ) − e−t(α/2,λ+ρ)

ä
=
∑
w∈W

sign(w)et(w(ρ),λ+ρ) =
∑
w∈W

sign(w)et(ρ,w(λ+ρ))
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where the second equality comes from w 7→ w−1 and (w−1x, y) = (x,wy). On the other hand, we
let xα 7→ et(α,ρ) in equation (6.1.1.3). Then

chLλ|x=etρ =

∑
w∈W sign(w)et(w(λ+ρ),ρ)∏

α∈R+

(
et(α/2,ρ) − e−t(α/2,ρ)

) =

=

∏
α∈R+

Ä
et(α/2,λ+ρ) − e−t(α/2,λ+ρ)

ä
∏
α∈R+

(
et(α/2,ρ) − e−t(α/2,ρ)

) =
∏
α∈R+

Ä
et(α/2,λ+ρ) − e−t(α/2,λ+ρ)

ä
(
et(α/2,ρ) − e−t(α/2,ρ)

)
Therefore:

dimLλ = lim
t→0

∏
α∈R+

Ä
et(α/2,λ+ρ) − e−t(α/2,λ+ρ)

ä
(
et(α/2,ρ) − e−t(α/2,ρ)

) =
∏
α∈R+

lim
t→0

Ä
et(α/2,λ+ρ) − e−t(α/2,λ+ρ)

ä
(
et(α/2,ρ) − e−t(α/2,ρ)

) l’H
=

l’H
=

∏
α∈R+

lim
t→0

Ä
(α/2, λ+ ρ)et(α/2,λ+ρ) + (α/2, λ+ ρ)e−t(α/2,λ+ρ)

ä
(
(α/2, ρ)et(α/2,ρ) + (α/2, ρ)e−t(α/2,ρ)

) =
∏
α∈R+

(α, λ+ ρ)

(α, ρ)
�

6.1.1.31 Example Let us compute the dimensions of the irreducible representations of g = sl(n+
1). We work with the standard the simple roots be ∆ = {α1, . . . , αn}, whence R+ = {αi +
αi+1 + · · ·+ αj}1≤i<j≤n. Let us write λ and ρ in terms of the fundamental weights Λi, defined by
(Λi, αj) = δij : ρ =

∑n
i=1 Λi and λ+ ρ =

∑n
i=1 aiΛi. Then:

dimLλ =
∏
α∈R+

(λ+ ρ, α)

(ρ, α)
=

∏
1≤i≤j≤n

ai + ai+1 + · · ·+ aj−1 + aj
j − i+ 1

=
1

n!!

∏
1≤i≤j≤n

j∑
k=i

ak

where we have defined n!!
def
= n! (n − 1)! · · · 3! 2! 1!. For example, the irrep of sl(3) with weight

λ+ ρ = 3Λ1 + 2Λ2 has dimension 1
2!!2 · 3 · (2 + 3) = 15. ♦

6.1.2 Some applications of the Weyl Character Formula

Let λ be a positive weight. Recall equation (6.1.1.5):

chL(λ) =
∑
w∈W

sign(w) chM
Ä
w(λ+ ρ)− ρ

ä
6.1.2.1 Definition The Kostant partition function measures the number of ways to write λ as a
sum of positive roots:

P(λ) = #
¶
{mα} ∈ Z≥0 s.t. λ =

∑
α∈∆+ mαα

©
The continuous Kostant partition function is the following piecewise polynomial:

Pcont(γ) = Vol
¶
mα ∈ R≥0 s.t. γ =

∑
mαα

©
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Then the following is clear:

6.1.2.2 Lemma dimM(λ)µ = P(λ− µ), so that chM(λ) =
∑
µ P(λ− µ)xµ. �

6.1.2.3 Example The dimensions of the weight spaces for the Verma module for sl(3) are:

1111

1

1

1

222

2

2

333

344 ♦

Then we can calculate the dimension at weight µ in L(λ) as the alternating sum of partition
functions:

M(λ, µ) = dimL(λ)µ =
∑
w∈W

sign(w)P
Ä
w(λ+ ρ)− µ− ρ

ä
In particular, on the boundary all multiplicities are 1. Unfortunately, the formula is not very useful
in applications, because the order of the Weyl group is very big. See [FH91] for more details.

6.1.2.4 Remark Any alternating sum of dimensions ought to come from a complex, and equa-
tion (6.1.1.5) is no exception. In fact, in the category O there is a resolution of each irreducible
such that each term is a direct sum of Verma modules, the BGG resolution:

0→M
Ä
w0(λ+ ρ)− ρ

ä
→ · · · →

⊕
w∈W s.t. `(w)=k

M
Ä
w(λ+ ρ)− ρ

ä
→ · · · →

→
⊕

M
Ä
si(λ+ ρ)− ρ

ä
→M(λ)→ L(λ)→ 0

Here w0 is the longest element of W ; it maps positive roots to negative roots. By definition,
sign(w) = (−1)`(w), so equation (6.1.1.5) has some nice algebra behind it. ♦

We will conclude this section with some applications to the tensor product in the category of
finite-dimensional g-modules. Since g is semisimple, there must be “fusion” coefficients Γµλ,µ such
that:

L(λ)⊗ L(µ) =
⊕
ν

L(ν)⊕Γνλ,µ (6.1.2.5)

The question is to find a formula for the Γνλ,µs.
Recall from the theory of finite groups that the characters are orthogonal. Similarly, we have

an orthogonality condition for formal characters. Let R denote the ring R =
⊕

λ∈P Z[xλ]. It carries
a W -action, and we denote the W -invariant subring by RW .

6.1.2.6 Proposition The characters chL(λ) form a basis in RW , which is orthonormal with re-
spect to the pairing (, ) given by:

(φ, ψ) = constant coefficient of
DD̄
|w|

φψ̄
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where xλ = x−λ, so that chL(λ) = chL(λ)∗, and D def
=
∑

sign(w)xw(ρ).

6.1.2.7 Remark We describe the geometric meaning of Proposition 6.1.2.6. We will discuss in
Section 7.2 the compact forms of semisimple groups, but for now let’s restrict to G = GL(n,C)
and K = U(n). Let T = K ∩ H be the maximal torus. Then we know from linear algebra that
every element of K is conjugate to something in T . Let’s identify xλ with h 7→ exp(λ(h)). If we
scale things correctly, this depends only on exp(h) ∈ H, and agrees with trL(λ) exp(h). Thus the
characters give class functions, and:

(φ, ψ) =

∫
K
φ ψ̄ dg =

1

|W |

∫
T
φ ψ̄ Volt dt

Here Volt is the volume of the conjugacy class of t ∈ T in K. The 1/|W | counts the redundancy of
how we diagonalize unitary matrices. So the idea is that DD̄(h) = Volexph. ♦

Proof (of Proposition 6.1.2.6) An improvement of the discussion in the previous remark ex-
plains why the chL(λ) are orthonormal. We will check that they are a basis. There is another ob-
vious basis of RW : each W -orbit intersects P+ once, so for each λ ∈ P+, set Eλ = cλ

∑
w∈W xw(λ),

where cλ is some coefficient so that (Eλ, Eλ) = 1. Let dµ,λ be coefficients so that ch(L(λ)) =∑
µ dµ,λEµ. Then it’s clear that d is a lower-triangular matrix with 1s on the diagonal, and hence

invertible. Therefore chL(λ) is a basis. �

We can now calculate the fusion coefficients Γ in equation (6.1.2.5). We have:

Γνλ,µ =
Ä
chL(λ) chL(µ), chL(ν)

ä
=

= constant coef of
1

|W |
1

D
∑

w,u,v∈W
sign(w)xw(λ+ρ) sign(u)xu(µ+ρ) sign(v)x−v(ν+ρ) =

= const coef of
1

D
∑

w,σ∈W
sign(w)xw(λ+ρ) sign(σ)xσ(µ+ρ)−(ν+ρ) =

=
∑
σ∈W

sign(σ)M
Ä
λ, ν + ρ− σ(µ+ ρ)

ä
=

=
∑

σ,w∈W
sign(σw)P

Ä
w(λ+ ρ) + σ(µ+ ρ)− ν − 2ρ

ä
(6.1.2.8)

where we substituted σ = uv−1, and used various facts. This is the Steinberg formula. Unfor-
tunately, this is still not very effective for actual calculations. Much better is the Littlewood-
Richardson rule, but that only works for gl(n).

6.2 Algebraic Lie groups

We have classified the representations of any semisimple Lie algebra, and therefore the represen-
tations of its simply connected Lie group. But a Lie algebra corresponds to many Lie groups,
quotients of the simply connected group by (necessarily central) discrete subgroups, and a repre-
sentation of the Lie algebra is a representation of one of these groups only if the corresponding
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discrete normal subgroup acts trivially in the representation. We will see that the simply connected
Lie group of any semisimple Lie algebra is algebraic, and that its algebraic quotients are determined
by the finite-dimensional representation theory of the Lie algebra.

6.2.1 Guiding example: SL(n) and PSL(n)

Our primary example, as always, is the Lie algebra sl(2,C), consisting of traceless 2 × 2 complex
matrices. It is the Lie algebra of SL(2,C), the group of 2×2 complex matrices with determinant 1.

6.2.1.1 Lemma / Definition The group SL(2,C) has a non-trivial center: Z(SL(2,C)) = {±1}.
We define the projective special linear group to be PSL(2,C)

def
= SL(2,C)/{±1}. Equivalently,

PSL(2,C) = PGL(2,C)
def
= GL(2,C)/{scalars}, the projective general linear group. �

6.2.1.2 Proposition The group SL(2,C) is connected and simply connected. The kernel of the
map ad : SL(2,C)→ GL(sl(2,C)) is precisely the center, and so PSL(2,C) is the connected compo-
nent of the group of automorophisms of sl(2,C). The groups SL(2,C) and PSL(2,C) are the only
connected Lie groups with Lie algebra sl(2,C).

Proof The only nontrivial statement is that SL(2,C) is simply connected. Consider the subgroup

U
def
=

®ñ
1 ∗
0 1

ô
∈ SL(2,C)

´
. Then U is the stabilizer of the vector

ñ
1
0

ô
∈ C2 r {0}, and SL(2,C)

acts transitively on C2 r {0}. Thus the space of left cosets SL(2,C)/U is isomorphic to the space
C2r{0} ∼= R4r{0} as a real manifold. But U ∼= C, so SL(2,C) is connected and simply connected.�

6.2.1.3 Lemma The groups SL(2,C) and PSL(2,C) are algebraic.

Proof The determinant of a matrix is a polynomial in the coefficients, so {x ∈ M(2,C) s.t. detx =
1} is an algebraic group. Any automorphism of sl(2,C) preserves the Killing form, a nondegenerate
symmetric pairing on the three-dimensional vector space sl(2,C). Thus PSL(2,C) is a subgroup
of O(3,C). It is connected, and so a subgroup of SO(3,C), and three-dimensional, and so is all of
SO(3,C). Moreover, SO(3,C) is algebraic: it consists of matrices x ∈ M(3,C) that preserve the
nondegenerate form (a system of quadratic equations in the coefficients) and have unit determinant
(a cubic equation in the coefficients). �

Recall that any irreducible representation of sl(2,C) looks like a chain: e moves up the chain,
f down, and h acts diagonally with eigenvalues changing by 2 from m at the top to −m at the
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bottom:

•v0

•v1

•v2

...

•vm−1

•vm

h=m

h=m−2

h=m−4

h=2−m

h=−m

f=1

f=2

f=m

m=e

m−1=e

1=e

(6.2.1.4)

The exponential map exp : sl(2,C) → SL(2,C) acts on the Cartan by th =

ñ
t
−t

ô
7→
ñ
et

e−t

ô
.

Let T = exp(h); then the kernel of exp : h → T is 2πiZh. On the other hand, when t = πi,
exp(th) = −1, which maps to 1 under SL(2,C)� PSL(2,C); therefore the kernel of the exponential
map h→ PSL(2,C) is just πiZh.

In particular, the (m + 1)-dimensional representation Vm of sl(2,C) is a representation of
PSL(2,C) if and only if m is even, because −1 ∈ SL(2,C) acts on Vm as (−1)m. We remark
that ker{exp : h → SL(2,C)} is precisely 2πiQ∨, where Q∨ is the coroot lattice of sl(2), and
ker{exp : h→ PSL(2,C)} is precisely the coweight lattice 2πiP∨

6.2.1.5 Remark This will be the model for any semisimple Lie algebra g with Cartan subalgebra h.
We will understand the exponential map from h to the simply connected Lie group G corresponding
to g, and we will also understand the map to G/Z(G), the simplest quotient. Every group with
Lie algebra g is a quotient of G, and hence lies between G and G/Z(G). The kernels of the maps
h → G and h → G/Z(G) will be precisely 2πiQ∨ and 2πiP∨, respectively, and every other group
will correspond to a lattice between these two. ♦

Let us consider one further example: SL(n,C). It is simply-connected, and its center is

Z(SL(n,C)) = {nth roots of unity}. We define the projective special linear group to be PSL(n,C)
def
=

SL(n,C)/Z(SL(n,C)); the groups with Lie algebra sl(n,C) live between these two, and so corre-
spond to subgroups of Z(SL(n,C)) ∼= Z/n, the cyclic group with n elements.

We now consider the Cartan h ⊆ sl(n,C), thought of as the space of traceless diagonal matrices:
h = {〈z1, . . . , zn〉 ∈ Cn s.t.

∑
zi = 0}. In particular, sl(n,C) is of A-type, and so we can identify

roots and coroots: αi = α∨i = 〈0, . . . , 0, 1,−1, 0, . . . , 0〉, where the non-zero terms are in the (i, i+
1)th spots. Then the coroot latticeQ∨ is the span of α∨i : if

∑
zi = 0, then we can write 〈z1, . . . , zn〉 ∈

Zn as z1α1 + (z1 + z2)α2 + · · · + (z1 + · · · + zn−1)αn−1, since zn = −(z1 + · · · + zn−1). The
coweight lattice P∨, on the other hand, is the lattice of vectors 〈z1, . . . , zn〉 with

∑
zi = 0 and with

zi − zi+1 an integer for each i ∈ {1, . . . , n− 1}. In particular,
∑
zi = z1 +

Ä
z1 + (z2 − z1)

ä
+ · · ·+Ä

z1 + (z2 − z1) + · · · + (zn − zn−1)
ä

= nz1 + integer. Therefore z1 ∈ Z 1
n , and zi ∈ z1 + Z. So
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P∨ = Q∨ t (〈 1
n , . . . ,

1
n〉+Q∨) t · · · t (〈n−1

n , . . . , n−1
n 〉+Q∨). In this way, P∨/Q∨ is precisely Z/n,

in agreement with the center of SL(n,C).

6.2.2 Definition and general properties of algebraic groups

We have mentioned already (Definition 1.1.2.1) the notion of an “algebraic group”, and we have
occasionally used some algebraic geometry (notably in the proof of Theorem 5.3.1.12), but we have
not developed that story. We do so now.

6.2.2.1 Definition A subset X ⊆ Cn is an affine variety if it is the vanishing set of a set P ⊆
C[x1, . . . , xn] of polynomials:

X = V (P )
def
= {x ∈ Cn s.t. p(x) = 0 ∀p ∈ P} (6.2.2.2)

Equivalently, X is Zariski closed (see Definition 5.3.1.13). To any affine variety X with associate

an ideal I(X)
def
= {p ∈ C[x1, . . . , xn] s.t. p|X = 0}. The coordinate ring of, or the ring of polynomial

functions on, X is the ring O(X)
def
= C[x]/I(X).

6.2.2.3 Lemma If X is an affine variety, then I(X) is a radical ideal. If I ⊆ J , then V (I) ⊇ V (J),
and conversely if X ⊆ Y then I(X) ⊇ I(Y ). It is clear from the definition that if X is an affine
varienty, then V (I(X)) = X; more generally, we can define I(X) for any subset X ⊇ Cn, whence
V (I(X)) is the Zariski closure of X. �

6.2.2.4 Definition A morphism of affine varieties is a function f : X → Y such that the coordi-
nates on Y are polynomials in the coordinates of X. Equivalently, any function f : X → Y gives
a homomorphism of algebras f# : Fun(Y ) → Fun(X), where Fun(X) is the space of all C-valued
functions on X. A function f : X → Y is a morphism of affine varieties if f# restricts to a map
f# : O(Y )→ O(X).

6.2.2.5 Lemma / Definition Any point a ∈ Cn gives an evaluation map eva : p 7→ p(a) :
C[x1, . . . , xn] → C. If X is an affine variety, then a ∈ X if and only if I(X) ⊆ ker eva if and
only if eva : O(X)→ C is a morphism of affine varieties. �

6.2.2.6 Corollary The algebra O(X) determines the set of evaluation maps O(X) → C, and if
O(X) is presented as a quotient of C[x1, . . . , xn], then it determines X ⊆ Cn. A morphism f of
affine varieties is determined by the algebra homomorphism f# of coordinate rings, and conversely
any such algebra homomorphism determines a morphism of affine varieties. Thus the category of
affine varieties is precisely the opposite category to the category of finitely generated commutative
algebras over C. �

6.2.2.7 Lemma / Definition The category of affine varieties contains all finite products. The
product of affine varieties X ⊆ Cm and Y ⊆ Cl is X×Y ⊆ Cm+l with O(X×Y ) ∼= O(X)⊗CO(Y ).

Proof The maps O(X),O(Y )→ O(X×Y ) are given by the projections X×Y → X,Y . The map
O(X)⊗O(Y )→ O(X ×Y ) is an isomorphism because all three algebras are finitely generated and
the evaluation maps separate functions. �
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We recall Definition 1.1.2.1:

6.2.2.8 Definition An affine algebraic group is a group object in the category of affine varieties.
We will henceforth drop the adjective “affine” from the term “algebraic group”, as we will never
consider non-affine algebraic groups.

Equivalently, an algebraic group is a finitely generated commutative algebra O(G) along with
algebra maps

comultiplication ∆ : O(G)→ O(G)⊗C O(G) dual to the multiplication G×G→ G

antipode S : O(G)→ O(G) dual to the inverse map G→ G

counit ε = eve : O(G)→ C

The group axioms equations (1.1.1.2) to (1.1.1.4) are equivalent to the axioms of a commutative
Hopf algebra (Definition 4.1.0.1).

6.2.2.9 Lemma / Definition Let A be a Hopf algebra. An algebra ideal B ⊆ A is a Hopf ideal if
∆(B) ⊆ B⊗A+A⊗B ⊆ A⊗A. An ideal B ⊆ A is Hopf if and only if the Hopf algebra structure
on A makes the quotient B/A into a Hopf algebra. �

6.2.2.10 Definition A commutative but not necessarily reduced Hopf algebra is a group scheme.

6.2.2.11 Definition An affine variety X over C is smooth if X is a manifold.

6.2.2.12 Proposition An algebraic group is smooth.

Proof Let E = ker ε. Since e · e = e, we see that the following diagram commutes:

O(G) O(G)⊗ O(G)

C C⊗ C

∆

ε ε⊗ε

∼
(6.2.2.13)

In particular,
∆E ⊆ E ⊗ O(G) + O(G)⊗ E, (6.2.2.14)

and so E is a Hopf ideal, and O(G)/E is a Hopf algebra. Moreover, equation (6.2.2.14) implies

that ∆(En) ⊆ ∑
k+l=nE

k ⊗ El, and so ∆ and S induce maps ∆̃ and S̃ on R = grE O(G)
def
=⊕

k∈NE
k/Ek+1. In particular, R is a graded Hopf algebra, and is generated as an algebra by

R1 = E/E2. Moreover, if x ∈ R1, then x is primitive: ∆x = x⊗ 1 + 1⊗ x.
Since R1 = E/E2 is finitely dimensional, R is finitely generated; let R = C[y1, . . . , yn]/J

where n = dimG and J is a Hopf ideal of the Hopf algebra C[y1, . . . , yn] with the generators
yi all primitive. We can take the yis to be a basis of R1, and so J1 = 0. We use the fact
that C[y1, . . . , yn] ⊗ C[y1, . . . , yn] = C[y1, . . . , yn, z1, . . . , zn], and that the antipode ∆ is given by
∆ : f(y) 7→ f(y + z). Then a minimal-degree homogeneous element of J must be primitive, so
f(y + z) = f(y) + f(z), which in characteristic zero forces f to be homogeneous of degree 1. A
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similar calculation with the antipode forces the minimal-degree homogeneous elements f ∈ J to
satisfy Sf = −f .

In particular, grE O(G) is a polynomial ring. We leave out the fact from algebraic geometry
that this is equivalent to G being smooth at e. But we have shown that the Hopf algebra maps are
smooth, whence G is smooth at every point. �

6.2.2.15 Corollary An algebraic group over C is a Lie group. �

Recall that if G is a Lie group with C (G) the algebra of smooth functions on G, and if g =
Lie(G), then Ug acts on C (G) by left-invariant differential operators, and indeed is isomorphic to
the algebra of left-invariant differential operators.

6.2.2.16 Definition Let G be a group. A subalgebra S ⊆ Fun(G) is left-invariant if for any s ∈ S
and any g ∈ G, the function h 7→ s(g−1h) is an element of S. Equivalently, we define the action
Gy Fun(G) by gs = s ◦ g−1; then a subalgebra is left-invariant if it is fixed by this action.

6.2.2.17 Lemma Let S ⊆ Fun(G) be a left-invariant subalgebra, and let s ∈ S be a function such
that ∆s = {(x, y) 7→ s(xy)} ⊆ Fun(G ×G) is in fact an element of S ⊗ S ⊆ Fun(G) ⊗ Fun(G) ↪→
Fun(G × G). Then let ∆s =

∑
s1 ⊗ s2, where we suppress the indices of the sum. The action

Gy S is given by
g : s 7→

∑
s1(g−1)s2 (6.2.2.18)

6.2.2.19 Corollary Let u be a left-invariant differential operator and s ∈ S as in Lemma 6.2.2.17,
where S ⊆ C (G) is a left-invariant algebra of smooth functions. Then us ∈ S.

Proof The left-invariance of u implies that u(gs) = g u(s). Since s(g−1) ∈ C, we have:

u(gs)(h) = u
Ä∑

s1(g−1)s2

ä
(h) =

∑
s1(g−1)u(s2)(h) (6.2.2.20)

Let h = e. Then
∑
s1(g−1)u(s2)(e) = u(gs)(e) = g(us)(e) = (us)(g−1). In particular:

(us)(g) =
∑

s1(g)u(s2)(e) (6.2.2.21)

But (us2)(e) are numbers. Thus us ∈ S. �

6.2.2.22 Corollary Let G be an algebraic group, with Lie algebra g = Lie(G). Then Ug acts on
O(G) by left-invariant differential operators.

Since a differential operator is determined by its action on polynomials, we have a natural
embedding Ug ↪→ O(G)∗ of vector spaces. �

6.2.2.23 Lemma Let u, v ∈ Ug, where G is an algebraic group. Then uv s =
∑
u(s1) v(s2)(e).

Proof This follows from equation (6.2.2.21). �

6.2.2.24 Corollary For each differential operator u ∈ Ug, let λu ∈ O(G)∗ be the map λu : s 7→
u(s)(e). Then λuv(s) =

∑
λu(s1)λv(s2). �
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6.2.2.25 Lemma Let A be any (counital) coalgebra, for example a Hopf algebra. Then A∗ is

naturally an algebra: the map A∗ ⊗ A∗ → A∗ is given by 〈µν, a〉 def
= 〈µ ⊗ ν,∆a〉, and ε : A → C is

the unit ε ∈ A∗. �

6.2.2.26 Remark The dual to an algebra is not necessarily a coalgebra; if A is an algebra, then it
defines a map ∆ : A∗ → (A⊗A)∗, but if A is infinite-dimensional, then (A⊗A)∗ properly contains
A∗ ⊗A∗. ♦

6.2.2.27 Remark Following the historical precedent, we take the pairing (A∗ ⊗A∗)⊗ (A⊗A) to
be 〈µ⊗ ν, a⊗ b〉 = 〈µ, a〉〈ν, b〉. This is in some sense the wrong pairing — it corresponds to writing
(A ⊗ B)∗ = A∗ ⊗ B∗ for finite-dimensional vector spaces A,B, whereas B∗ ⊗ A∗ would be more
natural — and is “wrong” in exactly the same way that the “−1” in the definition of the left action
of G on Fun(G) is wrong. ♦

6.2.2.28 Proposition The embedding Ug ↪→ O(G)∗ is given by the map u 7→ λu in Corol-
lary 6.2.2.24, and is an algebra homomorphism. �

6.2.2.29 Definition Let G be any group; then we define the group algebra C[G] of G to be the
free vector space on the set G, with the multiplication given on the basis by the multiplication in G.
The unit e ∈ G becomes the unit 1 · e ∈ C[G].

6.2.2.30 Lemma If G is an algebraic group, then C[G] ↪→ O(G)∗ is an algebra homomorphism
given on the basis g 7→ evg. �

6.2.3 Constructing G from g

A Lie algebra g does not determine the group G with g = Lie(G). We will see that the correct
extra data consists of prescribed representation theory. Throughout the discussion, we gloss the
details, merely waving at the proofs of various statements.

6.2.3.1 Lemma / Definition Let G be an algebraic group. A finite-dimensional module Gy V
is algebraic if the map G→ GL(V ) is a morphism of affine varieties.

Any finite-dimensional algebraic (left) action G y V of an algebraic group G gives rise to a
(left) coaction V ∗ → O(G)⊗ V ∗:

V ∗ O(G)⊗ V ∗

O(G)⊗ V ∗ O(G)⊗O(G)⊗ V ∗

coact

coact

id ⊗ coact

comult ⊗ id (6.2.3.2)

This in turn gives rise to a (left) action O(G)∗ y V , which specializes to the actions G y V and
Ugy V under G ↪→ C[G] ↪→ O(G)∗ and Ug ↪→ O(G)∗. �
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We will take the following definition, referring the reader to [ES02] for the connections between
rigid categories and Hopf algebras, and [BK01] and references therein for a thorough category-
theoretic discussion.

6.2.3.3 Definition A rigid category is an abelian category M with a (unital) monoidal product
and duals. We will write the monoidal product as ⊗.

A rigid subcategory ofM is a full subcategory that is a tensor category with the induced abelian
and tensor structures. I.e. it is a full subcategory containing the zero object and the monoidal unit,
and closed under extensions, tensor products, and duals.

6.2.3.4 Definition A rigid category M is finitely generated if for some finite set of objects
V1, . . . , Vn ∈ M, any object is a subquotient of some tensor product of Vis (possibly with multi-
plicities). Of course, by letting V0 = V1 ⊕ · · · ⊕ Vn, we see that any finitely generated rigid category
is in fact generated by a single object.

6.2.3.5 Example For any Lie algebra g, the category g-mod of finite-dimensional representations
of g is a tensor category; indeed, if U is any Hopf algebra, then U-mod is a tensor category. ♦

6.2.3.6 Definition Let g be a finite-dimensional Lie algebra over C, and let M be a rigid subcate-
gory of g-mod. By definition, for each V ∈M, we have a linear map Ug→ EndV . Thus for each

linear map φ : EndV → C we can construct a map {Ug→ EndV
φ→ C} ∈ Ug∗; we let AM ⊆ Ug∗

be the set of all such maps. Then AM is the set of matrix coefficients of M. Indeed, for each V ,
the maps Ug→ EndV → C are the matrix coefficients of the action gy V . In particular, for each
V ∈M, the space (EndV )∗ is naturally a subspace of AM, and AM is the union of such subspaces.

6.2.3.7 Lemma IfM is a rigid subcategory of g-mod, then AM is a subalgebra of the commutative
algebra Ug∗. Moreover, AM is a Hopf algebra, with comultiplication dual to the multiplication in
Ug⊗ Ug→ Ug.

Proof The algebra structure on A = AM is straightforward: the multiplication and addition stem
from the rigidity of M, the unit is ε : Ug → C ∼→ C, and the subtraction is not obvious but is
straightforward; it relies on the fact that M is abelian, and so contains all subquotients.

We will explain where the Hopf structure on A comes from — since Ug is infinite-dimensional,
Ug∗ does not have a comultiplication in general. But M consists of finite-dimensional representa-

tions; if V ∈ M, then we send {Ug → EndV
φ→ C} ∈ A to {(EndV ⊗ EndV )

multiply−→ EndV
φ→

C} ∈ (EndV )∗ ⊗ (EndV )∗ ⊆ A⊗A.

That this is dual to the multiplication in Ug comes from the fact that Ug→ EndV is an algebra
homomorphism. �

6.2.3.8 Corollary The map Ug→ A∗ dual to A ↪→ Ug∗ is an algebra homomorphism. �

6.2.3.9 Proposition LetM be a finitely-generated rigid subcategory of g-mod. Then AM = O(G)
for some algebraic group G.
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Proof If M is finitely generated, then there is some finite-dimensional representation V0 ∈ M so
that (EndV0)∗ generates AM. Then AM is a finitely generated commutative Hopf algebra, and so
O(G) for some algebraic group G. �

6.2.3.10 Lemma Let g be a finite-dimensional Lie algebra, M a finitely-generated rigid subcate-
gory of g-mod , and G the algebraic group corresponding to the algebra AM of matrix coefficients
of M. We will henceforth write O(G) for AM. Then G acts naturally on each V ∈M.

Proof Let {v1, . . . , vn} be a basis of V and {ξ1, . . . , ξn} the dual basis of V ∗. For each i, we
define λi : V → O(G) by v 7→ {u 7→ 〈ξi, uv〉} where v ∈ V and u ∈ EndV . Then we define
σ : V → V ⊗O(G) a right coaction of O(G) on V by v 7→∑n

i=1 v
i ⊗ λi(v). It is a coaction because

uv =
∑n
i=1 v

iλi(v)(u) by construction. In particular, it induces an action Gy V . �

6.2.3.11 Proposition Let M be a finitely-generated rigid subcategory of g-mod that contains a
faithful representation of g. Then the map Ug→ A∗M is an injection.

Proof Let σ : G y V as in the proof of Lemma 6.2.3.10. Then the induced representation
Lie(G) y V is by contracting σ with point derivations. But g y V and the map Ug → O(G)∗

maps x ∈ g to a point derivation since x ∈ g is primitive. Thus the following diagram commutes
for each V ∈M:

g O(G)∗

Lie(G) gl(V )

(6.2.3.12)

The map g → Lie(G) does not depend on V . Thus, if M contains a faithful g-module, then
Ug ↪→ U Lie(G) ↪→ O(G)∗. �

6.2.3.13 Example Let g = C be one-dimensional, and let M be generated by one-dimensional
representations Vα and Vβ, where the generator x ∈ g acts on Vα by multiplication by α, and on Vβ

by β. Then M is generated by Vα ⊕ Vβ, and x acts as the diagonal matrix

ñ
α

β

ô
. Let α, β 6= 0,

and let α 6∈ Qβ. Then Lie(G) will contain all diagonal matrices, since α/β 6∈ Q, but g ↪→ Lie(G) as
a one-dimensional subalgebra. The group G is the complex torus, and the subgroup corresponding
to g ⊆ Lie(G) is the irrational line. ♦

6.2.3.14 Proposition Let V0 be the generator ofM satisfying the conditions of Proposition 6.2.3.9,
and let W be a neighborhood of 0 ∈ g. Then the image of exp(W ) is Zariski dense in G.

Proof Assume that M contains a faithful representation of g; otherwise, mod out g by the kernel
of the map g→ Lie(G). Thus, we may consider g ⊆ Lie(G), and let H ⊆ G be a Lie subgroup with
g = Lie(H). Let f ∈ O(G) and u ∈ Ug; then the pairing Ug⊗O(G)→ C sends u⊗f 7→ u(f |H)(e). In
particular, the pairing depends only on a neighborhood of e ∈ H, and hence only on a neighborhood
W 3 0 in g. But the pairing is nondegenerate; if the Zariski closure of expW in G were not all of
G, then we could find f, g ∈ O(G) that agree on expW but that have different behaviors under the
pairing. �
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6.2.3.15 Definition Let M be a finitely-generated rigid subcategory of g-mod, and let G be the
corresponding algebraic group as in Proposition 6.2.3.9. Then g is algebraically integrable with
respect to M if the map g→ Lie(G) is an isomorphism. In particular, M must contain a faithful
representation of g.

6.2.3.16 Example Let g be a finite-dimensional abelian Lie algebra over C, and let X ⊆ g∗ be a
lattice of full rank, so that X ⊗Z C = g∗. Let {ξ1, . . . , ξn} be a Z-basis of X and hence a C-basis of
g∗, and let M = {⊕Cλ s.t. λ ∈ X}, where gy Cλ by z 7→ λ(z)×. Then V0 =

⊕Cξi is a faithful
representation of g in M and generates M.

Then G ⊆ GL(V0) is the Zariski closure if exp g, and for z ∈ g, exp(z1, . . . , zn) is the diagonal
matrix whose (i, i)th entry is eξi(z). Thus G is a torus T ∼= (C×)n, with O(T ) = C[t±1

1 , . . . , t±1
n ]. In

particular, g is algebraically integrable with respect to M, since X is a lattice. ♦

6.2.3.17 Proposition Let g be a finite-dimensional Lie algebra and M a finitely generated rigid
subcategory of g-mod containing a faithful representation. Suppose that g =

⊕r
i=1 gi as a vector

space, where each gi is a Lie subalgebra of g; then M embeds in gi-mod for each i. If each gi is
algebraically integrable with respect to (the image of) M, then so is g.

Proof Let G, Gi be the algebraic groups corresponding to gyM and to gi yM. Then for each
i we have a map Gi → G. Let H ⊆ G be the subgroup of G corresponding to g ⊆ Lie(G). Consider
the map m : G1× · · ·×Gr → G be the function that multiplies in the given order; it is not a group
homomorphism, but it is a morphism of affine varieties. Since each Gi → G factors through H,
and since H is a subgroup of G, the map m factors through H. Indeed, the differential of m at the
identity is the sum map

⊕
gi → g.

Thus we have an algebraic map m, with Zariski dense image. But it is a general fact that any
such map (a dominant morphism) is dimension non-increasing. Therefore dimG ≤ dim(G1 × · · · ×
Gr) = dim g, and so g = Lie(G). �

6.2.3.18 Theorem (Semisimple Lie algebras are algebraically integrable)
Let g be a semisimple finite-dimensional Lie algebra over C, and let h ⊆ g be its Cartan subalgebra
and Q and P the root and weight lattices. Let X be any lattice between these: Q ⊆ X ⊆ P . Let
M be the category of finite-dimensional g-modules with highest weights in X. Then M is finitely
generated rigid and contains a faithful representation of g, and g is algebraically integrable with
respect to M.

Proof Let V ∈ M; then its highest weights are all in X, and so all its weights are in X since
X ⊇ Q. Moreover, the decomposition of V into irreducible g-modules writes V =

⊕
Lλ, where

each λ ∈ P+ ∩ X. This shows that M is rigid. It contains a faithful representation because the
representation of g corresponding to the highest root is the adjoint representation, and the highest
root is an element of Q and hence of X. Moreover, M = {⊕Vλ s.t. λ ∈ P+ ∩ X} is finitely
generated: P+ ∩X is Z≥0-generated by finitely many weights.

We recall the triangular decomposition (c.f. Proposition 5.6.0.6) of g: g = n− ⊕ h ⊕ n+. Then
h is abelian and acts on modules in M diagonally; in particular, h is algebraically integrable by
Example 6.2.3.16. On the other hand, on any g-module, n+ and n− act by strict upper- and strict
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lower-triangular matrices, and the matrix exponential restricted to strict upper- (lower-) triangular
matrices is a polynomial. In particular, by finding a faithful generator ofM (for example, the sum
of the generators plus the adjoint representation), we see that n± are algebraically integrable. The
conclusion follows by Proposition 6.2.3.17. �

6.2.3.19 Theorem (Classification of Semisimple Lie Groups over C)
Let g be a finite-dimensional semisimple Lie algebra over C. Any connected Lie group G with
Lie(G) is semisimple; in particular, the algebraic groups constructed in Theorem 6.2.3.18 comprise
all integrals of g.

Proof Let G̃ be the connected and simply connected Lie group with Lie(G) = g; then any integral
of g is a quotient of G̃ be a discrete and hence central subgroup of G̃, and the integrals are classified
by the kernels of these quotients and hence by the subgroups of the center Z(G̃). Let GX be the
algebraic group corresponding to X. Since Z(GP ) = P/Q, it suffices to show that GP is connected
and simply connected.

We show first that GX is connected. It is an affine variety; GX is connected if and only if
O(GX) is an integral domain. Since GX is the Zariski closure of expW for a neighborhood W of
0 ∈ g, and expW is connected, so is GX .

Let U± be the image of exp(n±) in GX , and let T = exp(h). But exp : n± → U± is the matrix
exponential on strict triangular matrices, and hence polynomial with polynomial inverse; thus U±
are simply connected.

We quote a fact from algebraic geometry: the image of an algebraic map contains a set Zariski
open in its Zariski closure. In particular, since the image of U−×T×U+ is Zariski dense, it contains
a Zariski open set, and so the complement of the image must live inside some closed subvariety of
GX with complex codimension at least 1, and hence real codimension at least 2, since locally this
subvariety is the vanishing set of some polynomials in Cn. So in any one-complex-dimensional slice
transverse to this subvariety, the subvariety consists of just some points. Therefore any path in GX
can be moved off this subvariety and hence into the image of U− × T × U+.

It suffices to consider paths in GX from e to e, and by choosing for each such path a nearby path
in U−TU+, we get a map π1(U−TU+) � π1(GX). On the other hand, by the LU decomposition
(see any standard Linear Algebra textbook, e.g. [LU ]), the map U− × T × U+ → U−TU+ is an
isomorphism. Since U± are isomorphic as affine varieties to n±, we have:

π1(U−TU+) = π1(U− × T × U+) = π1(T ) (6.2.3.20)

And π1(T ) = X∗, the co-lattice to X, i.e. the points in g on which all of X takes integral values.

Thus, it suffices to show that the map π1(T )� π1(GP ) collapses loops in T when X = P . But
then π1(T ) = P ∗ = Q∨ is generated by the simple coroots α∨i . For each generator α∨i = hi, we take
sl(2)i ⊆ g and exponentiate to a map SL(2,C) → G. Then the loops in exp(Rhi), which generate
π1(T ), go to loops in SL(2,C) before going to G. But SL(2,C) is simply connected. This shows
that the map π1(T )� π1(GP ) collapses all such loops, and GP is simply connected. �
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Exercises

1. Show that the simple complex Lie algebra g with root system G2 has a 7-dimensional matrix
representation with the generators shown below.

e1 =



0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0


f1 =



0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0



e2 =



0 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0


f2 =



0 0 0 0 0 0 0
1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 1 0



(6.2.3.21)

2. (a) Show that there is a unique Lie group G over C with Lie algebra of type G2.

(b) Find explicit equations of G realized as the algebraic subgroup of GL(7,C) whose Lie
algebra is the image of the matrix representation in Problem 1.

3. Show that the simply connected complex Lie group with Lie algebra so(2n,C) is a double
cover Spin(2n,C) of SO(2n,C), whose center Z has order four. Show that if n is odd, then
Z is cyclic, and there are three connected Lie groups with this Lie algebra: Spin(2n,C),
SO(2n,C) and SO(2n,C)/{±I}. If n is even, then Z ∼= (Z/2Z)2, and there are two more Lie
groups with the same Lie algebra.

4. If G is an affine algebraic group, and g its Lie algebra, show that the canonical algebra
homormorphism Ug → O(G)∗ identies Ug with the set of linear functionals on O(G) whose
kernel contains a power of the maximal ideal m = ker(eve).

5. Show that there is a unique Lie group over C with Lie algebra of type E8. Find the dimension
of its smallest matrix representation.

6. Construct a finite dimensional Lie algebra over C which is not the Lie algebra of any algebraic
group over C. [Hint: the adjoint representation of an algebraic group on its Lie algebra is
algebraic.]



Chapter 7

Further Topics in Real Lie Groups

7.1 (Over/Re)view of Lie groups

7.1.1 Lie groups in general

In general, a Lie group G can be broken up into a number of pieces.

The connected component of the identity, Gconn ⊆ G, is a normal subgroup, and G/Gconn is a
discrete group.

1→ Gconn → G→ Gdiscrete → 1

The maximal connected normal solvable subgroup of Gconn is called Gsol. Recall that a group
is solvable if there is a chain of subgroups Gsol ⊇ · · · ⊇ 1, where consecutive quotients are abelian.
The Lie algebra of a solvable group is solvable, so Lie’s theorem (Theorem 4.2.3.2) tells us that
Gsol is isomorphic to (an extension by a discrete subgroup of) a subgroup of the group of upper
triangular matrices.

Every normal solvable subgroup of Gconn/Gsol is discrete, and therefore in the center (which is
itself discrete). We call the pre-image of the center G∗. Then G/G∗ is a product of simple groups
(groups with no normal subgroups).

DefineGnil
def
= [Gsol, Gsol] to be the commutator subgroup. SinceGsol is solvable, Gnil is nilpotent:

there is a chain of subgroups Gnil ⊇ G1 ⊇ · · · ⊇ Gk = 1 such that Gi/Gi+1 is in the center
of Gnil/Gi+1. In fact, Gnil must be isomorphic to a subgroup of the group of upper triangular
matrices with ones on the diagonal. Such a group is called unipotent.

Gsol ⊆



à
∗ ∗

. . .

∗
0 ∗

í Gnil ⊆



à
1 ∗

. . .

1
0 1

í
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All together, we have the following picture:

G

Gconn

G∗

Gsol

Gnil

1

discrete; classification hopeless

product of connected simples; classified

abelian discrete; classification trivial

abelian; classification trivial

nilpotent; classification a mess

connected

(7.1.1.1)

The classification of connected simple Lie groups is quite long. There are many infinite series and
a lot of exceptional cases. Some infinite series are PSU(n), PSL(n,R), and PSL(n,C). The “P”
means “mod out by the center”.

There are many connected simple Lie groups, but the classification is made easier by the fol-
lowing observation: there is a unique connected simple group for each simple Lie algebra. We’ve
already classified complex semisimple Lie algebras, and it turns out that there a finite number of
real Lie algebras which complexify to any given complex semisimple Lie algebra — such a real Lie
algebra is a real form of the corresponding complex algebra. One warning is that tensoring with
C preserves semisimplicity, but not simplicity. For example, sl2(C) is simple as a real Lie algebra,
but its complexification is sl2(C)⊕ sl2(C), which is not simple.

7.1.1.2 Example Let G be the group of all “shape-preserving” transformations of R4: transla-
tions, reflections, rotations, scaling, etc. It is sometimes called R4 · GO(4,R). The R4 stands for
translations, the G means that you can multiply by scalars, and the O means that you can reflect
and rotate. The R4 is a normal subgroup. In this case, the picture in equation (7.1.1.1) is:

G = R4 ·GO(4,R)

Gconn = R4 ·GO+(4,R)

G∗ = R4 · R×

Gsol = R4 · R+

Gnil = R4

1

G/Gconn = Z/2Z

Gconn/G∗ = PSO(4,R) ∼= SO(3,R)× SO(3,R)

G∗/Gsol = Z/2Z

Gsol/Gnil = R+

Gconn/Gsol

= SO4(R)

Here GO+(4,R) is the connected component of the identity of GO(4,R) (those transformations that
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preserve orientation), R× is scaling by something other than zero, and R+ is scaling by something
positive. Note that SO(3,R) = PSO(3,R) is simple.

SO(4,R) is “almost” the product SO(3,R)×SO(3,R). To see this, consider the associative (but
not commutative) algebra of quaternions, H. Since qq̄ = a2 + b2 + c2 + d2 > 0 whenever q 6= 0, any
non-zero quaternion has an inverse (namely, q̄/qq̄). Thus, H is a division algebra. Think of H as
R4 and let S3 be the unit sphere, consisting of the quaternions such that ‖q‖ = qq̄ = 1. It is easy
to check that ‖pq‖ = ‖p‖ · ‖q‖, from which we get that left (right) multiplication by an element of
S3 is a norm-preserving transformation of R4. So we have a map S3×S3 → O(4,R). Since S3×S3

is connected, the image must lie in SO(4,R). It is not hard to check that SO(4,R) is the image.
The kernel is {(1, 1), (−1,−1)}. So we have S3 × S3/{(1, 1), (−1,−1)} ∼= SO(4,R).

Conjugating a purely imaginary quaternion by some q ∈ S3 yields a purely imaginary quaternion
of the same norm as the original, so we have a homomorphism S3 → O(3,R). Again, it is easy to
check that the image is SO(3,R) and that the kernel is ±1, so S3/{±1} ' SO(3,R).

So the universal cover of SO(4,R) (a double cover) is the cartesian square of the universal
cover of SO(3,R) (also a double cover). (One can also see the statement about universal covers
by considering the corresponding Lie algebras.) Orthogonal groups in dimension 4 have a strong
tendency to split up like this. Orthogonal groups in general tend to have these double covers, as
we shall see in Section 7.3. These double covers are important if you want to study fermions. ♦

7.1.2 Lie groups and Lie algebras

Let g be a Lie algebra. We set gsol = rad g to be the maximal solvable ideal (normal subalgebra),
and gnil = [gsol, gsol]. Then we get the chain similar to the one in equation (7.1.1.1):

g

gsol

gnil

0

product of simples; classified

abelian; classification trivial

nilpotent; classification a mess

We have an equivalence of categories between simply connected Lie groups and Lie algebras.
The correspondence cannot detect:

• Non-trivial components of G. For example, SOn and On have the same Lie algebra.

• Discrete normal (therefore central, Lemma 3.5.1.4) subgroups of G. If Z ⊆ G is any discrete
normal subgroup, then G and G/Z have the same Lie algebra. For example, SU(2) has the
same Lie algebra as PSU(2) ∼= SO(3,R).

If G̃ is a connected and simply connected Lie group with Lie algebra g, then any other connected
group G with Lie algebra g must be isomorphic to G̃/Z, where Z is some discrete subgroup of the
center. Thus, if you know all the discrete subgroups of the center of G̃, you can read off all the
connected Lie groups with the given Lie algebra.
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7.1.2.1 Example Let’s find all the connected groups with the algebra so(4,R). First let’s find
a simply connected group with this Lie algebra. You might guess SO(4,R), but that isn’t simply
connected. The simply connected one is S3 × S3 as we saw in Example 7.1.1.2 (it is a product of
two simply connected groups, so it is simply connected). The center of S3 is generated by −1, so
the center of S3 × S3 is (Z/2Z)2, the Klein four group. There are three subgroups of order 2:

(Z/2Z)2

(−1, 1) (−1,−1) (1,−1)

1

PSO(4,R)

SO(3,R)× S3 SO(4,R) S3 × SO(3)

S3 × S3

Therefore, there are five groups with Lie algebra so(4,R). Note that we are counting these groups
“categorically”, or “with symmetries”. The automorphisms of so(4,R) induce automorphisms on
PSO(4,R), SO(4,R), and S3 × S3. The inner automorphisms of so(4,R) induce automorphisms of
SO(3,R)×S3 and S3× SO(3,R), but the isomorphism relating these two corresponds to the outer
automorphism of so(4,R). ♦

7.1.3 Lie groups and finite groups

The classification of finite simple groups resembles the classification of connected simple Lie groups.
For example, PSL(n,R) is a simple Lie group, and PSL(n,Fq) is a finite simple group except when
n = q = 2 or n = 2, q = 3. Simple finite groups form about 18 series similar to Lie groups,
and 26 or 27 exceptions, called sporadic groups, which don’t seem to have analogues among Lie
groups, although collectively one might compare “the sporadic simple groups” to “the exceptional
Lie groups”.

Moreover, finite groups and Lie groups are both built up from simple and abelian groups.
However, the way that finite groups are built is much more complicated than the way Lie groups
are built. Finite groups can contain simple subgroups in very complicated ways; not just as direct
factors.

7.1.3.1 Example Within the theory of finite groups there are wreath products. Let G and H be
finite simple groups with an action of H on a set of n points. Then H acts on Gn by permuting
the factors. We can form the semi-direct product Gn nH, sometimes denoted G oH. There is no
analogue for finite dimensional Lie groups, although there is an analogue for infinite dimensional
Lie groups, which is why the theory becomes hard in infinite dimensions. ♦

7.1.3.2 Remark One important difference between (connected) Lie groups and finite groups is
that the commutator subgroup of a solvable finite group need not be a nilpotent group. For
example, the symmetric group S4 has commutator subgroup A4, which is not nilpotent. Also,
nilpotent finite groups are almost never subgroups of upper triangular matrices (with ones on the
diagonal). ♦
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7.1.4 Lie groups and real algebraic groups

By “algebraic group”, we mean an affine algebraic variety which is also a group, such as GL(n,R).
Any algebraic group is a Lie group. Probably all the Lie groups you’ve come across have been
algebraic groups. Since they are so similar, we’ll list some differences. We will see in Section 7.2
that although in general the theories of Lie and algebraic groups are quite different, algebraic groups
behave very similarly to compact Lie groups.

7.1.4.1 Remark Unipotent and semisimple abelian algebraic groups are totally different, but for
Lie groups they are nearly the same. For example R ' {( 1 ∗

0 1 )} is unipotent and R× '
¶Ä

a 0
0 a−1

ä©
is semisimple. As Lie groups, they are closely related (nearly the same), but the Lie group homo-
morphism exp : R → R× is not algebraic (polynomial), so they look quite different as algebraic
groups. ♦

7.1.4.2 Remark Abelian varieties are different from affine algebraic groups. For example, consider
the (projective) elliptic curve y2 = x3 +x with its usual group operation and the group of matrices
of the form

Ä
a b
−b a

ä
with a2 + b2 = 1. Both are isomorphic to S1 as Lie groups, but they are

completely different as algebraic groups; one is projective and the other is affine. ♦

Some Lie groups do not correspond to any algebraic group. We describe two such groups in
Examples 7.1.4.3 and 7.1.4.7.

7.1.4.3 Example The Heisenberg group is the subgroup of symmetries of L2(R,C) generated by
translations (f(t) 7→ f(t + x)), multiplication by e2πity (f(t) 7→ e2πityf(t)), and multiplication by
e2πiz (f(t) 7→ e2πizf(t)), for x, y, z ∈ R. The general element is of the form f(t) 7→ e2πi(yt+z)f(t+x).
This can also be modeled as

Ö
1 x z
0 1 y
0 0 1

è/
Ö

1 0 n
0 1 0
0 0 1

è∣∣∣∣∣∣∣n ∈ Z
It has the property that in any finite dimensional representation, the center (elements with x =
y = 0) acts trivially, so it cannot be isomorphic to any algebraic group: by Proposition 8.1.5.3,
algebraic groups always have finite-dimensional representations. ♦

For the second example, we quote without proof:

7.1.4.4 Theorem (Iwasawa decomposition)
If G is a (connected) semisimple Lie group, then there are closed subgroups K, A, and N , with
K compact, A abelian, and N unipotent, such that the multiplication map K × A × N → G is a
surjective diffeomorphism. Moreover, A and N are simply connected. �

See also Proposition 7.5.4.1, where we give the proof for G = GL(n,R)**and Part II for the
general case**.

7.1.4.5 Example When G = SL(n,R), Theorem 7.1.4.4 says that any basis can be obtained
uniquely by taking an orthonormal basis (K = SO(n)), scaling by positive reals (A = (R>0)n is
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the group of diagonal matrices with positive real entries), and shearing (N is the group of upper
triangular matrices with ones on the diagonal). This is exactly the result of the Gram-Schmidt
process. ♦

7.1.4.6 Corollary As manifolds, G = K ×A×N . In particular, π1(G) = π1(K). �

7.1.4.7 Example Let’s now try to find all connected groups with Lie algebra sl(2,R) = {
(
a b
c d

)
|a+

d = 0}. There are two obvious ones: SL(2,R) and PSL(2,R). There aren’t any other ones that can
be represented as groups of finite dimensional matrices. However, π1(SL(2,R)) = π1(SO(2,R)) =

π1(S1) = Z, and so the universal cover „�SL(2,R) has center Z. Any finite dimensional representation

of „�SL(2,R) factors through SL(2,R), so none of the covers of SL(2,R) can be written as a group of
finite dimensional matrices. Representing such groups is a pain.

The most important case is the metaplectic group Mp(2,R), which is the connected double
cover of SL(2,R). It turns up in the theory of modular forms of half-integral weight and has a
representation called the metaplectic representation. ♦

7.1.5 Important Lie groups

We now list some important Lie groups. See also Sections 1.3 and 4.3.

7.1.5.1 Example (Dimension 1) The only one-dimensional connected Lie groups are R and
S1 = R/Z. ♦

7.1.5.2 Example (Dimension 2) The abelian two-dimensional Lie groups are quotients of R2

by some discrete subgroup; there are three cases: R2, R2/Z = R× S1, and R2/Z2 = S1 × S1.

There is also a non-abelian group, the group of all matrices of the form
Ä
a b
0 a−1

ä
, where a > 0.

The Lie algebra is the subalgebra of 2× 2 matrices of the form
Ä
h x
0 −h

ä
, which is generated by two

elements H and X, with [H,X] = 2X. ♦

7.1.5.3 Example (Dimension 3) There are some boring abelian and solvable groups, such as
R2 n R1, or the direct sum of R1 with one of the two dimensional groups. As the dimension
increases, the number of boring solvable groups gets huge, and nobody can do anything about
them, so we ignore them from here on.

You also get the group SL(2,R), which is the most important Lie group of all. We saw in
Example 7.1.4.7 that SL(2,R) has fundamental group Z. The double cover Mp(2,R) is important.
The quotient PSL(2,R) is simple, and acts on the open upper half plane by linear fractional
transformations.

Closely related to SL(2,R) is the compact group SU(2). We know that SU(2) ' S3, and it covers
SO(3,R), with kernel ±1. After we learn about Spin groups, we will see that SU(2) ∼= Spin(3,R).
The Lie algebra su(2) is generated by three elements X, Y , and Z with relations [X,Y ] = 2Z,
[Y,Z] = 2X, and [Z,X] = 2Y . An explicit representation is given by X =

(
0 1
−1 0

)
, Y =

(
0 i
i 0

)
,

and Z =
(
i 0
0 −i

)
. Another specific presentation is given by su(2) ' R3 with the standard cross-

product as the Lie bracket. The Lie algebras sl(2,R) and su(2) are non-isomorphic, but when you
complexify, they both become isomorphic to sl(2,C).
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There is another interesting three-dimensional algebra. The Heisenberg algebra is the Lie algebra
of the Heisenberg group. It is generated by X,Y, Z, with [X,Y ] = Z and Z central. You can think
of this as strictly upper-triangular three-by-three matrices; c.f. Example 7.1.4.3. ♦

Nothing interesting happens in dimensions four and five. There are just lots of extensions of
previous groups. We mention just a few highlights in higher dimensions.

7.1.5.4 Example (Dimension 6) We get the group SL(2,C). Later, we will see that it is also
called Spin(1, 3;R). ♦

7.1.5.5 Example (Dimension 8) We have SU(3,R) and SL(3,R). This is the first time we get
a non-trivial root system. ♦

7.1.5.6 Example (Dimension 14) The first exceptional group G2 shows up. ♦

7.1.5.7 Example (Dimension 248) The last exceptional group E8 shows up. We will discuss
E8 in detail in Section 7.4. ♦

7.1.5.8 Example (Dimension ∞) This class is mostly about finite-dimensional algebras, but
let’s mention some infinite dimensional Lie groups or Lie algebras.

1. Automorphisms of a Hilbert space form a Lie group.

2. Diffeomorphisms of a manifold form a Lie group. There is some physics stuff related to this.

3. Gauge groups are (continuous, smooth, analytic, or whatever) maps from a manifold M to a
group G.

4. The Virasoro algebra is generated by Ln for n ∈ Z and c, with relations

[Ln, Lm] = (n−m)Ln+m + δn+m,0
n3 − n

12
c,

where c is central (called the central charge). If you set c = 0, you get (complexified) vector
fields on S1, where we think of Ln as ieinθ ∂∂θ . Thus, the Virasoro algebra is a central extension

0→ C · c→ Virasoro→ Vect(S1)→ 0.

5. Affine Kac-Moody algebras are more or less central extensions of certain gauge groups over
the circle. ♦
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7.2 Compact Lie groups

7.2.1 Basic properties

So far we classified semisimple Lie algebras over an algebraically closed field characteristic 0. Now
we will discuss the connection to compact groups. Representations of Lie groups are always taken
to be smooth.

7.2.1.1 Example SU(n) = {x ∈ GL(n,C)|x∗x = id and detx = 1} is a compact connected Lie
group over R. It is the group of linear transformations of Cn preserving some hermitian form.

You may already know that SU(2) is topologically a 3-sphere. ♦

7.2.1.2 Lemma Let G be compact. Then there exists the G-invariant volume form (a nowhere-
vanishing top degree form) ω satisfying:

1. The volume of G is one:
∫
G ω = 1, and

2. ω is left invariant:
∫
G fω =

∫
G L
∗
hf ω for all h ∈ G. Recall that L∗hf is defined by (L∗hf)(g) =

f(hg).

Proof To construct ω pick ωe ∈ Λtop(TeG)∗ and define ωg = L∗g−1ωe. �

In fact, ω is also right-invariant if G is connected. If G is not connected, the right translations
of ω can disagree with ω only by a sign, and in particular define the same measure |ω|. See the
exercises.

7.2.1.3 Proposition If G is a compact group and V is a real representation of G, then there exists
a positive definite G-invariant inner product on V . That is, (gv, gw) = (v, w).

Proof Pick any positive definite inner product 〈, 〉 on V , e.g. by picking a basis and declaring it to
be orthonormal. Define (, ) by:

(v, w) =

∫
G
〈gv, gw〉ω.

It is positive definite and invariant. �

7.2.1.4 Corollary Any finite dimensional representation of a compact group G is completely re-
ducible — it splits into a direct sum of irreducibles.

Proof The orthogonal complement to a subrepresentation is a subrepresentation. �

In particular, the representation Ad : G → GL(g) is completely reducible. Thus, we can
decompose g into a direct sum of irreducible ideals: each is either simple or one-dimensional. We
dump all the one-dimensional ideals into the center a of g, and write g = g1 ⊕ · · · ⊕ gk ⊕ a. Thus,
the Lie algebra of a compact group is the direct sum of its center and a semisimple Lie algebra.
Recall Lemma/Definition 5.1.1.1: such a Lie algebra is called reductive.

7.2.1.5 Proposition If G is simply connected and compact, then a is trivial.
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Proof It suffices to consider the case that G is connected. Recall that Grp : LieAlg→ scLieGp
is an equivalence of categories. In particular, G = Gss × A, where Lie(A) = a and A is sim-
ply connected. But the only simply connected abelian Lie groups are Rn, and so a cannot be
nontrivial. �

7.2.1.6 Proposition If the Lie group G of g is compact, then the Killing form β on g is negative
semi-definite. If the Killing form on g is negative definite, then there is some compact group G
with Lie algebra g.

In fact, by the proof of Proposition 7.2.2.12, in the latter case every Lie group G with Lie(G) = g
is compact.

Proof By Proposition 7.2.1.3, g has an ad-invariant positive definite product, so the map ad : g→
gl(g) has image in so(g). Then ad(x)T = − ad(x), and so all eigenvalues of x are imaginary and
trg(adx)2 ≤ 0.

Conversely, if β is negative definite, then it is non-degenerate, so g is semisimple by Theo-
rem 4.2.6.4. Moreover,

−β(ad(x)y, z) = β(y, ad(x)z)

and so ad(x) = − ad(x)T with respect to this inner product. That is, the image of ad lies in so(g).
It follows that the image under Ad of the simply connected group G̃ with Lie algebra g lies in
SO(g). Thus, the image is a closed subgroup of a compact group, so it is compact. Since Ad has a
discrete kernel, the image has the same Lie algebra. �

This motivates the following:

7.2.1.7 Definition A real Lie algebra is compact if its Killing form is negative definite.

How to classify compact Lie algebras? We know the classification of semisimple Lie algebras

over C, so we can always complexify: g gC
def
= g⊗R C, which is again semisimple. However, this

process might not be injective. For example, su(2) =
¶Ä

a b
−b∗ a

ä
s.t. a ∈ iR, b ∈ C

©
and sl(2,R) both

complexify to sl(2,C).
If gC = gR ⊗R C, then gR is a real form of gC. The following is due to Cartan:

7.2.1.8 Theorem (Cartan’s classification of compact Lie algebras)
Every semisimple Lie algebra over C has exactly one (up to isomorphism) compact real form.

For example, the classical Lie groups SL(n,C), SO(n,C), and Sp(2n,C) have as their compact
real forms SU(n), SO(n,R), and Sp(2n) from Lemma/Definition 1.3.1.2.

Proof The idea of the proof is as follows. Recall that if gC = g ⊗R C = g ⊕ ig, then there is a
“complex conjugation” σ : gC → gC that is an automorphism of real Lie algebras but a C-antilinear
involution, with g = gσC the fixed points. So classifying real forms amounts to classifying all anti-
linear involutions. Moreover, suppose that we have two C-antilinear involutions σ1, σ2 : g → g. If

σ1 = φσ2φ
−1 for some φ ∈ Aut g, then gσ1

φ

� gσ2 . Conversely, any isomorphism g1
∼→ g2 of real Lie

algebras lifts to an isomorphism φ : g1 ⊗R C
∼→ g2 ⊗R C, and if ga = gσa for antilinear involutions

σ1, σ2, then φ conjugates σ1 to σ2.
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Existence Let g be a semisimple Lie algebra over C, and let x1, . . . , xn, h1, . . . , hn, y1, . . . , yn be
the Chevalley generators. We define the Cartan involution σ : g → g to be the C-antilinear
automorphism extending σ(xi) = −yi, σ(yi) = −xi, and σ(hi) = −hi. Let k = gσ = {x ∈
g s.t. σ(x) = x}. Then k is an R-Lie subalgebra of g and g = k⊕ ik.
We claim that the Killing form on k is negative definite. Suppose that h =

∑n
j=1 ajhj ∈ h∩ k.

Then all ai are pure-imaginary, and so the eigenvalues of h are imaginary and β(h, h) < 0.
On the other hand, k ∩ (n− ⊕ n+) = {∑n

j=1(ajxj − ājyj)} for a ∈ C, and the Weyl group
action shows that β is negative on all of the root space.

Uniqueness Let g be semisimple over C with Killing form β, and let θ : g → g be a C-antilinear
involution for which gθ is compact. We can skew the Killing form to βθ(v, w) = β(θ(v), w);
this is the unique gθ-invariant Hermitian form on g.

Thus βθ determines a polar decomposition GL(g) = Uθ(g) × H+
θ (g), where Uθ(g) = {φ ∈

GL(g) s.t. φθ = θφ} are the unitary matrices with respect to βθ and H+
θ (g) are the symmetric

positive-definite matrices — by symmetric we mean that for φ ∈ H+
θ (g) we have φθ = θφ−1.

If φ ∈ H+
θ (g), then it is of the form φ = exp(α) for some Hermitian matrix α ∈ gl(g). Define

(Aut g)+
θ

def
= Aut g ∩H+

θ (g).

Choose an orthonormal basis {e1, . . . , eN} for g and define the structure constants via [ei, ej ] =∑
ckijeiej . Let α =

∑
αiei ∈ gl(g) be Hermitian. Then exp(α) ∈ Aut g if and only if

αi + αj = αk whenever ckij 6= 0. In particular, if exp(α) ∈ Aut g, then so is exp(tα) for any

t ∈ R. For φ ∈ (Aut g)+
θ , by φt, t ∈ R, we will mean exp(tα), where φ = exp(α).

We now suppose that σ : g → g is any other C-antilinear involutive Lie automorphism. Let
ω = σθ ∈ Aut g. Then

βθ(ωx, y) = β(θωx, y) = β(ω−1θx, y) = β(θx, ωy) = βθ(x, ωy)

as σ2 = θ2 = 1. So ω is symmetric, so ρ = ω2 ∈ (Aut g)+
θ . By diagonalizing ω, it is clear that

ρt and ω commute for all t ∈ R. Moreover, ρtθ = θρ−t for any t ∈ R, as ρt ∈ (Aut g)+
θ . Then:

(ρ1/4θϕ−1/4)σ = ρ1/2θσ = ρ1/2ω−1 = ρ−1/2ρω−1 =

= ρ−1/2ω2ω−1 = ρ−1/2ω = ωρ−1/2 = σθρ−1/2 = σ(ρ1/4θρ1/4)

In particular, θ is conjugate to some antilinear involution that commutes with σ.

Moreover, if gθ is compact, then so is gθ
′

for any conjugate of θ′ = φθφ−1. Now suppose that
gσ is also compact. We will prove that if gσ, gθ are both compact and σ, θ commute, then
σ = θ.

Indeed, we decompose into eigenspaces g = gσ⊕igσ. Then since θ, σ commute, θ preserves the
decomposition and we can write gσ = (gσ)θ ⊕ (gσ)′, where the latter is (gσ)′ = {x s.t. θx =
−x}. But by skew-linearity, we have gθ = (gσ)θ + i(gσ)′.

However, if gσ is compact, then adx has pure-imaginary eigenvalues for all x ∈ gσ, and in
particular for x ∈ (gσ)′. On the other hand, since gθ is compact, adx has pure-imaginary
eigenvalues for x ∈ i(gσ)′. Thus adx = 0 for x ∈ (gσ)′, and by semisimplicity (gσ)′ = 0.
Therefore σ = θ. �
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7.2.2 Unitary representations

Unitary representations are very important, and for the last 50 years people have wanted to classify
unitary representations of specific groups. The whole subject was started by Hermann Weyl, and
is motivated by quantum mechanics. In fact, the unitary representation theory of real Lie groups
is an ongoing project.

7.2.2.1 Definition A Hilbert space V is a vector space over C with a positive-definite Hermitian
form (, ), which induces a norm ‖v‖ =

»
(v, v), and V is required to be complete with respect to

‖ · ‖. The operator norm of x ∈ End(V ) is |x| def
= sup

¶‖xv‖
‖v‖ s.t. v ∈ V r {0}

©
. The bounded

operators on V are B(V )
def
= {x ∈ End(V ) s.t. |x| <∞}. The unitary operators are U(V )

def
= {x ∈

End(V ) s.t. ‖xv‖ = ‖v‖ ∀v ∈ V }.

7.2.2.2 Remark B(V ) is an associative unital algebra over C whereas U(V ) is a group. ♦

7.2.2.3 Definition Let G be a Lie group. A unitary representation of G is a homomorphism
G→ U(V ) such that (gx, y) is continuous in each variable.1 V is (topologically) irreducible if any
closed invariant subspace is either 0 or V . Given a unitary representation G → U(V ), we define

BG(V )
def
= {x ∈ B(V ) s.t. xg = gx ∀g ∈ G}.

7.2.2.4 Theorem (Schur’s lemma for unitary representations)
If V is an irreducible unitary representation of G, then BG(V ) = C.

Proof Pick x ∈ BG(V ), and think about a = x+ x∗ and b = (x− x∗)/i. These are Hermetian and
commute with G. Then by some functional analysis:

a =

∫
Spec a

x dP (x)

The point is that if E ⊆ Spec a is a Borel subset, then P (E) is a projector and commutes with a
and also with G, and now the standard kernel-and-image argument works: kerP (E) is an invariant
closed subspace, so P (E) = λ id, and therefore a is scalar. A similar argument works for b, so
x = (a+ ib)/2 ∈ C. �

Let K be a compact Lie group.

7.2.2.5 Example L2(K) is an example of a unitary representation, where the action is gφ(x) =
φ(g−1x). ♦

7.2.2.6 Example Any finite-dimensional representation of K is unitary, by averaging to get the
invariant form. ♦

In fact, for a compact group K, any continuous representation on a Hilbert space can be made into
a unitary representation. But these don’t give more examples:

1Actually, this is a little subtle, because we have multiple topologies, but we don’t want to go into this.
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7.2.2.7 Proposition Any irreducible unitary representation of K is finite-dimensional.

Proof Pick up v ∈ V with ‖v‖ = 1. Then define a projection T : V → V by T (x) = (x, v)v. Then
take the average T̄ =

∫
g T g−1 dg. Then T is self-adjoint and compact, so T̄ is as well. Moreover,

(Tx, x) ≥ 0, so (T̄ x, x) ≥ 0. But T̄ is compact and self-adjoint, and so has an eigenvalue. Then
ker(T̄ − λ id) is an invariant subspace. So T̄ = λ id, but it is also compact, so this is only possible
if dimV <∞. �

This also proves:

7.2.2.8 Proposition Any unitary representation of K has an irreducible subrepresentation. �

By taking orthogonal complements we have:

7.2.2.9 Proposition Every unitary representation of K is the closure of the direct sum of its
irreducible subrepresentations. �

7.2.2.10 Remark Proposition 7.2.2.9 does not hold for K noncompact. ♦

7.2.2.11 Theorem (Ado’s theorem for compact groups)
Every compact group has a faithful finite-dimensional representation.

A statement similar to Theorem 7.2.2.11 holds also for algebraic groups: algebraic and compact
groups are very similar. Compare also Theorem 7.2.2.13 and ??.

Proof The representation K y L2(K) is faithful. As t ranges over some indexing set, let Vt ⊆
L2(K) comprise all the irreducible subrepresentations of L2(K), and let πt : K → U(Vt) be the
corresponding homomorphisms. Then

⋂
kerπt is trivial. But in a compact group, any set of

closed subgroups will eventually stop: we have kerπ1 ⊇ (kerπ1 ∩ kerπ2) ⊇ . . . eventually stops at
kerπ1 ∩ · · · ∩ kerπs = {1}. So then V = V1 ⊕ · · · ⊕ Vs is a faithful finite-dimensional representation
of K. �

7.2.2.12 Proposition Let k be a semisimple compact Lie algebra and g = kC = k ⊗R C. Then g
and k have the same finite-dimensional complex representations, and by the Cartan classification we
know its finite-dimensional complex irreducible representations. In particular, we have fundamen-
tal weights ω1, . . . , ωn, and the corresponding representations Vω1 , . . . , Vωn tensor-generate the full
finite-dimensional representation theory. Let V = Vω1⊕· · ·⊕Vωn, and construct an algebraic group
G ⊆ GL(V ) with Lie(G) = g, and let K ⊆ G correspond to k ⊆ g. Then K is simply connected.

Proof Let K̃ → K be the simply-connected cover. So K = K̃/Γ. If Γ is finite, set K ′ = K̃, and
otherwise pick Γ′ ( Γ of finite index — it is an abelian discrete group — and K ′ = K/Γ′. Then
we have a finite cover K ′ → K. So K ′ has a faithful representation, as it is compact, but all the
faithful representations are already there, so K ′ = K. �

We know that the center Z(K) = ker Ad. But also Z(K) = P/Q, the quotient of the weight
lattice by the root lattice: inside K we have the maximal torus T , whose group of characters is
P ; in the adjoint form we have AdT ⊆ AdK, and its characters are Q; but then the center is the
quotient of one by the other.



7.3. ORTHOGONAL GROUPS AND RELATED TOPICS 129

7.2.2.13 Theorem (Peter-Weyl theorem for compact groups)
If K is a compact group, then:

L2(K) =
⊕

L(λ)∈Irr(K)

L(λ)⊗ L(λ)∗

The bar denotes closure.

Proof (Sketch) For semisimples, we use ??, and for arbitrary compacts we use that any compact
is a quotient of a torus times a semisimple by a discrete group. The only thing to prove is that⊕
λ∈P+ L(λ) ⊗ L(λ)∗ is dense in L2(K). And this follows form the fact that polynomial functions

are dense in L2. �

7.3 Orthogonal groups and related topics

With Lie algebras of small dimensions, and especially with the orthogonal groups, there are acci-
dental isomorphisms. Almost all of these can be explained with Clifford algebras and Spin groups.
The motivational examples that we’d like to explain are:

SO(2,R) = S1 can double cover itself.

SO(3,R) has a simply connected double cover S3.

SO(4,R) has a simply connected double cover S3 × S3.

SO(5,C): Look at Sp(4,C), which acts on C4 and on
∧2(C4), which is 6 dimensional, and decom-

poses as 5⊕1.
∧2(C4) has a symmetric bilinear form given by

∧2(C4)⊗∧2(C4)→ ∧4(C4) ' C,
and Sp(4,C) preserves this form. You get that Sp(4,C) acts on C5, preserving a symmetric
bilinear form, so it maps to SO(5,C). You can check that the kernel is ±1. So Sp(4,C) is a
double cover of SO(5,C).

SO(6,C): SL(4,C) acts on C4, and we still have our 6 dimensional
∧2(C4), with a symmetric

bilinear form. So you get a homomorphism SL(4,C) → SO(6,C), which you can check is
surjective, with kernel ±1.

So we have double covers S1, S3, S3×S3, Sp(4,C), SL(4,C) of the orthogonal groups in dimensions
2,3,4,5, and 6, respectively. All of these look completely unrelated. In fact, we will put them all
into a coherent framework, and rename them Spin(2,R), Spin(3,R), Spin(4,R), Spin(5,C), and
Spin(6,C), respectively.

7.3.1 Clifford algebras

7.3.1.1 Example We have not yet defined Clifford algebras, but here are some motivational ex-
amples of Clifford algebras over R.

• C is generated by R, together with i, with i2 = −1
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• H is generated by R, together with i, j, each squaring to −1, with ij + ji = 0.

• Dirac wanted a square root for the operator ∇ = ∂2

∂x2
+ ∂2

∂y2
+ ∂2

∂z2
− ∂2

∂t2
(the wave operator in 4

dimensions). He supposed that the square root is of the form A = γ1
∂
∂x + γ2

∂
∂y + γ3

∂
∂z + γ4

∂
∂t

and compared coefficients in the equation A2 = ∇. Doing this yields γ2
1 = γ2

2 = γ2
3 = 1,

γ2
4 = −1, and γiγj + γjγi = 0 for i 6= j.

Dirac solved this by taking the γi to be 4× 4 complex matrices. Then A operates on vector-
valued functions on space-time. ♦

Generalizing the examples, we might define a Clifford algebra over R to be an associative algebra
generated by some elements {γ1, . . . , γn} with relations prescribing γ2

i ∈ R and γiγj + γjγi = 0 for
i 6= j. A better definition is:

7.3.1.2 Definition Suppose that V is a vector space over a field K with some quadratic form —
i.e. a homogeneous degree-two polynomial — N : V → K function V → K. The Clifford algebra
Cliff(V,N) is the K-algebra generated by V with relations v2 = N(v).

We define Cliff(m,n;R) to be the Clifford algebra over K = R for V = Rm+n with N(x1, . . . , xm+n) =
x2

1 + · · ·+ x2
m − x2

m+1 − · · · − x2
m+n.

7.3.1.3 Remark We know that N(λv) = λ2N(v) and that the expression (a, b)
def
= N(a + b) −

N(a) − N(b) is bilinear. If the characteristic of K is not 2, we have N(a) = (a,a)
2 . Thus, you can

work with symmetric bilinear forms instead of quadratic forms so long as the characteristic of K is
not 2. We’ll use quadratic forms so that everything works in characteristic 2. ♦

7.3.1.4 Remark A few authors (mainly in index theory) use the relations v2 = −N(v). Some
people add a factor of 2, which usually doesn’t matter, but is wrong in characteristic 2. ♦

7.3.1.5 Example Take V = R2 with basis i, j, and with N(xi + yj) = −x2 − y2. Then the
relations are (xi+ yj)2 = −x2− y2 are exactly the relations for the quaternions: i2 = j2 = −1 and
(i+ j)2 = i2 + ij + ji+ j2 = −2, so ij + ji = 0. ♦

7.3.1.6 Remark If the characteristic of K is not 2, a “completing the square” argument shows that
any quadratic form is isomorphic to c1x

2
1 + · · ·+cnx2

n, and if one can be obtained from another other
by permuting the ci and multiplying each ci by a non-zero square, the two forms are isomorphic.

It follows that every quadratic form on a vector space over C is isomorphic to x2
1 + · · ·+x2

n, and
that every quadratic form on a vector space over R is isomorphic to x2

1+· · ·+x2
m−x2

m+1−· · ·−x2
m+n

(m pluses and n minuses) for some m and n. One can check that these forms over R are non-
isomorphic.

We will always assume that N is non-degenerate (i.e. that the associated bilinear form is non-
degenerate), but one could study Clifford algebras arising from degenerate forms.

The reader should be warned, though, that the above criterion is not sufficient for classifying
quadratic forms. For example, over the field F3, the forms x2 + y2 and −x2 − y2 are isomorphic
via the isomorphism

(
1 1
1 −1

)
: F2

3 → F2
3, but −1 is not a square in F3. Also, completing the square

doesn’t work in characteristic 2. ♦
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7.3.1.7 Remark The tensor algebra T V has a natural Z-grading, and to form the Clifford algebra
Cliff(V,N), we quotient by the ideal in T V generated by the even elements v2 −N(v). Thus, the
algebra Cliff(V ) = Cliff(V )0 ⊕ Cliff(V )1 is Z/2Z-graded. (The subspace Cliff(V )0 consists of the
even elements, and Cliff(V )1 the odd ones.) A Z/2Z-graded algebra is called a superalgebra. A
superalgebra is supercommutative if even elements commute with everything and the odd ones
anticummute, i.e. for x, y homogeneous with respect to the Z/2Z grading, we should have xy =
(−1)deg x·deg yyx. The Clifford algebra Cliff(V,N) is supercommutative only if N = 0. ♦

7.3.1.8 Example

Cliff(0, 0;R) = R.

Cliff(1, 0;R) = R[ε]/(ε2 − 1) = R(1 + ε)⊕ R(1− ε) = R⊕ R, with ε odd. Note that in the given
basis, this is a direct sum of algebras over R. Note also that this basis is not homogeneous
with respect to the Z/2Z grading.

Cliff(0, 1;R) = R[i]/(i2 + 1) = C, with i odd.

Cliff(2, 0;R) = R[α, β]/(α2 − 1, β2 − 1, αβ + βα). We get a homomorphism Cliff(2, 0;R) →
Mat(2,R), given by α 7→

(
1 0
0 −1

)
and β 7→ ( 0 1

1 0 ). The homomorphism is onto because the two
given matrices generate Mat(2,R) as an algebra. The dimension of Mat(2,R) is 4, and the
dimension of Cliff(2, 0;R) is at most 4 because it is spanned by 1, α, β, and αβ. So we have
that Cliff(2, 0,R) ' Mat(2,R).

Cliff(1, 1;R) = R[α, β]/(α2 − 1, β2 + 1, αβ + βα). Again, we get an isomorphism with Mat(2,R),
given by α 7→

(
1 0
0 −1

)
and β 7→

(
0 1
−1 0

)
Thus, we’ve computed the Clifford algebras:

m\n 0 1 2

0 R C H
1 R⊕ R Mat(2,R)
2 Mat(2,R) ♦

7.3.1.9 Remark If {v1, . . . , vn} is a basis for V , then {vi1 · · · vik |i1 < · · · < ik, k ≤ n} spans
Cliff(V ), so the dimension of Cliff(V ) is less than or equal to 2dimV . In fact, it is always equal,
although showing this can be tough. ♦

7.3.1.10 Remark What is Cliff(U ⊕ V ) in terms of Cliff U and Cliff V ? One might guess Cliff(U ⊕ V ) ∼=
Cliff U⊗Cliff V . For the usual definition of tensor product, this is false: Mat(2,R) = Cliff(1, 1;R) 6=
Cliff(1, 0;R)⊗ Cliff(0, 1;R) = C⊕ C. However, for the superalgebra tensor product, this is correct.
The superalgebra tensor product is the regular tensor product of vector spaces, with the product
given by (a⊗ b)(c⊗ d) = (−1)deg b·deg cac⊗ bd for homogeneous elements a, b, c, and d. ♦

Ignoring the previous remark and specializing to K = R, let’s try to compute Cliff(U ⊕ V )
when dimU = m is even. Let α1, . . . , αm be an orthogonal basis for U and let β1, . . . , βn be an
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orthogonal basis for V . Then set γi = α1α2 · · ·αmβi. What are the relations between the αi and
the γj? We have:

αiγj = αiα1α2 · · ·αmβj = α1α2 · · ·αmβiαi = γjαi

We used that dimU is even and that αi anti-commutes with everything except itself. Then:

γiγj = γiα1 · · ·αmβj = α1 · · ·αmγiβj
= α1 · · ·αmα1 · · ·αm βiβj︸︷︷︸

−βjβi

= −γjγi, i 6= j

γ2
i = α1 · · ·αmα1 · · ·αmβiβi = (−1)

m(m−1)
2 α2

1 · · ·α2
mβ

2
i

= (−1)m/2α2
1 · · ·α2

mβ
2
i (m even)

So the γi’s commute with the αi and satisfy the relations of some Clifford algebra. Thus, we’ve
shown that Cliff(U ⊕ V ) ∼= Cliff(U)⊗ Cliff(W ), where W is V with the quadratic form multiplied

by (−1)
1
2

dimUα2
1 · · ·α2

m = (−1)
1
2

dimU · discriminant(U), and now we are using the usual tensor
product of algebras over R.

Taking dimU = 2, we find that

Cliff(m+ 2, n;R) ∼= Mat(2,R)⊗ Cliff(n,m;R)

Cliff(m+ 1, n+ 1;R) ∼= Mat(2,R)⊗ Cliff(m,n;R)

Cliff(m,n+ 2;R) ∼= H⊗ Cliff(n,m,R)

where the indices switch whenever the discriminant is positive. Using these formulas, we can reduce
any Clifford algebra to tensor products of things like R, C, H, and Mat(2,R).

Recall the rules for taking tensor products of matrix algebras (all tensor products are over R,
and are not super):

• R⊗X ∼= X.

• C⊗H ∼= Mat(2,C). This follows from the isomorphism C⊗Cliff(m,n,R) ∼= Cliff(m+ n,C).

• C⊗ C ∼= C⊕ C.

• H⊗H ∼= Mat(4,R). You can see by thinking of the action on H ∼= R4 given by (x⊗ y) · z =
xzy−1.

• Mat
Ä
m,Matn(X)

ä ∼= Mat(mn,X).

• Mat(m,X)⊗Mat(n, Y ) ∼= Mat(mn,X ⊗ Y ).

Thus we can compute all Clifford algebras over R. We will write down the interesting ones.
Filling in the middle of the table is easy because you can move diagonally by tensoring with
Mat(2,R).
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0 1 2 3 4 5 6 7 8

0

1

2

3

4

5

6

7

8

9

R C H H⊕H M2(H) M4(C) M8(R) M8(R)⊕M8(R) M16(R)

R⊕ R

M2(R)

M2(C)

M2(H)

M2(H)⊕M2(H)

M4(H)

M8(C)

M16(R)

M16(R)⊕M16(R)

M8(H)

etc.

M8(C)

etc.

⊗M2(R)

⊗M2(R)

⊗M16(R)

⊗M16(R)

⊗M2(R)

⊗H

To fit it on the page, we have abbreviated Mat(n,K) = Mn(K).
It is easy to see that Cliff(8 +m,n) ∼= Cliff(m,n+ 8) ∼= Cliff(m,n) ⊗Mat(16,R), which gives

the table a kind of mod 8 periodicity. There is a more precise way to state this: Cliff(m,n,R) and
Cliff(m′, n′,R) are super Morita equivalent if and only if m− n ≡ m′ − n′ mod 8.

7.3.1.11 Remark This mod 8 periodicity turns up in several other places:

1. Real Clifford algebras Cliff(m,n;R) and Cliff(m′, n′;R) are super Morita equivalent if and
only if m− n ≡ m′ − n′ mod 8.

2. Bott periodicity says that stable homotopy groups of orthogonal groups are periodic mod 8.

3. Real K-theory is periodic with a period of 8.

4. Even unimodular lattices (such as the E8 lattice) exist in Rm,n if and only if m − n ≡ 0
mod 8.

5. The super Brauer group of R is Z/8Z. The super Brauer group is defined as follows. Take
all real superalgebras over R up to super Morita equivalence; this forms a monoid under the
super tensor product, and the super Brauer group is the group of invertible elements in this
monoid. It turns out that every element of the super Brauer group is represented by a super
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division algebra over R (a Z/2Z-graded algebra in which every non-zero homogeneous element
is invertible), c.f. [Tri05]). Writing ε± for an odd generator satisfying ε2

± = ±1, and letting
i ∈ C be odd2 but i, j, k ∈ H even, this group is:

H

H[ε−]
C[ε+]

R[ε+]

R

R[ε−]
C[ε−]

H[ε+]

Note that the purely-even C is not invertible in the monoid of real superalgebras, because
C ⊗R C = C ⊕ C and there is no way to tensor this to something with only one simple
representation. ♦

Recall that Cliff(V ) = Cliff0(V ) ⊕ Cliff1(V ), where Cliff1(V ) is the odd part and Cliff0(V ) is
the even part. We will need to know the structure of Cliff0(m,n;R), which is, fortunately, easy to
compute in in terms of smaller Clifford algebras. Working over an arbitrary field K, let dimU = 1
with γ a basis vector and let γ1, . . . , γn an orthogonal basis for V . Then Cliff0(U ⊕ V ) is generated
by γγ1, . . . , γγn. We compute the relations:

γγi · γγj =

{
−γγj · γγi, i 6= j

(−γ2)γ2
i , i = j

So Cliff0(U ⊕ V ) is itself the (evenization of the) Clifford algebra Cliff(W ), where W is V with the
quadratic form multiplied by −γ2 = −discriminant(U). Over R, this tells us that:

Cliff0(m+ 1, n;R) ∼= Cliff(n,m;R)

Cliff0(m,n+ 1;R) ∼= Cliff(m,n;R)

Mind the indices.

7.3.1.12 Remark For complex Clifford algebras, the situation is similar, but easier. One finds that
Cliff(2m,C) ∼= Mat(2m,C) and Cliff(2m+ 1,C) ∼= Mat(2m,C) ⊕Mat(2m,C), with Cliff0(n,C) ∼=
Cliff(n− 1,C). You could figure these out by tensoring the real algebras with C if you wanted. We
see a mod 2 periodicity now. Bott periodicity for the unitary group is mod 2. ♦

7.3.2 Clifford groups, Spin groups, and Pin groups

In this section, we define Clifford groups, denoted CLG(V,N), and find an exact sequence

1→ K× central−−−−→ CLG(V,N)→ O(V,N)→ 1.
2One could make i even since R[i, ε±] = R[∓ε±i, ε±], and R[∓ε±i] ∼= C is entirely even.
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7.3.2.1 Remark A standard notation for the Clifford group is to write ΓVK for what we call
CLG(V,N), highlighting the dependence on the field and suppressing the dependence on the norm.
(Similarly, sometimes you see CVK for our Cliff(V,N).) We prefer this rarer notation, as we overuse
the letter Γ elsewhere in this text. ♦

7.3.2.2 Definition Let V be a K-vector space and N : V → K a quadratic form on it. Let α :
Cliff(V,N)→ Cliff(V,N) be the automorphism induced by −1 : V → V , i.e. it is the automorphism
that acts as +1 on Cliff0(V,N) and as −1 on Cliff1(V,N). The Clifford group is:

CLG(V,N)
def
= {x ∈ Cliff(V,N) homogeneous and invertible s.t. xV α(x)−1 ⊆ V }

In particular, CLG(V,N) acts on V .

7.3.2.3 Remark We have included the condition that x ∈ CLG(V,N) be homogeneous with
respect to the Z/2Z degree, but in fact homogeneity follows from the condition that xV α(x)−1 ⊆ V .
**cite?** **Then in the proof of Lemma 7.3.2.5 we do not assume that all elements
are homogeneous. But in the proof of Proposition 7.3.2.8 we do.** ♦

7.3.2.4 Remark Many books leave out the α, which is a mistake, though not a serious one. They
use xV x−1 instead of xV α(x)−1. Our definition is better for the following reasons:

1. It is the correct superalgebra sign. The superalgebra convention says that whenever you
exchange two elements of odd degree, you pick up a minus sign, and V is odd.

2. Putting α in makes the theory much cleaner in odd dimensions. For example, we will see
that the described action gives a map CLG(V )→ O(V ) which is onto if we use α, but not if
we do not. (You get SO(V ) without the α, which isn’t too bad, but is still annoying.) ♦

7.3.2.5 Lemma The elements of CLG(V ) that act trivially on V are precisely K× ⊆ CLG(V ) ⊆
Cliff(V ).

We will give the proof when charK 6= 2. Lemma 7.3.2.5 and the rest of the results are also true
in characteristic 2, but you have to work harder: you can’t go around choosing orthogonal bases
because they may not exist.

Proof Suppose that a = a0 + a1 ∈ CLG(V ) acts trivially on V , with a0 even and a1 odd. Then
(a0 + a1)v = vα(a0 + a1) = v(a0 − a1). Matching up even and odd parts, we get a0v = va0 and
a1v = −va1. Choose an orthogonal basis γ1, . . . , γn for V . We may write

a0 = x+ γ1y

where x ∈ CLG0(V ) and y ∈ CLG1(V ) and neither x nor y contain a factor of γ1, so γ1x = xγ1

and γ1y = −yγ1. Applying the relation a0v = va0 with v = γ1, we see that y = 0, so a0 contains
no monomials with a factor γ1.

Repeat this procedure with v equal to the other basis elements to show that a0 ∈ L× (since it
cannot have any γ’s in it). Similarly, write a1 = y + γ1x, with x and y not containing a factor of
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γ1. Then the relation a1γ1 = −γ1a1 implies that x = 0. Repeating with the other basis vectors, we
conclude that a1 = 0, as y is odd but cannot have any factors.

So a0 + a1 = a0 ∈ K ∩ CLG(V ) = K×. �

We will denote by (−)T the anti-automorphism of Cliff(V ) induced by the identity on V
(“anti” means that (ab)T = bTaT ). Do not confuse a 7→ α(a) (automorphism), a 7→ aT (anti-
automorphism), and a 7→ α(aT ) (anti-automorphism).

7.3.2.6 Definition The spinor norm of a ∈ Cliff(V ) is N(a)
def
= a aT ∈ Cliff(V ). The twisted

spinor norm is Nα(a)
def
= aα(a)T .

7.3.2.7 Remark On V ⊆ Cliff(V,N), the spinor norm N coincides with the quadratic form N .
Many authors seem not to have noticed this, and use different letters. Sometimes they use a sign
convention which makes them different. ♦

7.3.2.8 Proposition

1. The restriction of N to CLG(V ) is a homomorphism whose image lies in K×. (N is a mess
on the rest of Cliff(V ).)

2. The action of CLG(V ) on V is orthogonal (with respect to N = N). That is, the map
CLG(V )→ GL(V ) factors through O(V,N).

Proof First we show that if a ∈ CLG(V ), then Nα(a) acts trivially on V :

Nα(a) v α
Ä
Nα(a)

ä−1
= aα(a)T v

(
α(a)α

Ä
α(a)T

ä
︸ ︷︷ ︸

=aT

)−1

= aα(a)T v(a−1)T︸ ︷︷ ︸
=(a−1vTα(a))T

α(a)−1

= aa−1vα(a)α(a)−1 (T |V = idV and a−1vα(a) ∈ V )

= v

So by Lemma 7.3.2.5, Nα(a) ∈ K×. This implies that Nα is a homomorphism on CLG(V ) because:

Nα(a)Nα(b) = aα(a)TNα(b)

= aNα(b)α(a)T (Nα(b) is central)

= abα(b)Tα(a)T

= (ab)α(ab)T = Nα(ab)

After all this work with Nα, what we’re really interested is N . On the even elements of CLG(V ),
N agrees with Nα, and on the odd elements, N = −Nα. Since CLG(V ) consists of homogeneous
elements, N is also a homomorphism from CLG(V ) to K×. This proves the first statement.

Finally, since N is a homomorphism on CLG(V ), the action on V preserves the quadratic form
N |V . Thus, we have a homomorphism CLG(V )→ O(V ). �
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Now we analyze the homomorphism CLG(V ) → O(V ). Lemma 7.3.2.5 says exactly that the
kernel is K×. Next we will show that the image is all of O(V ). Suppose that we have r ∈ V with
N(r) 6= 0. Then:

rvα(r)−1 = −rv r

N(r)
= v − vr2 + rvr

N(r)

= v − (v, r)

N(r)
r (7.3.2.9)

=

{
−r if v = r

v if (v, r) = 0
(7.3.2.10)

Thus r ∈ CLG(V ), and it acts on V by a reflection through the hyperplane r⊥. One might
deduce that the homomorphism CLG(V )→ O(V ) is onto because O(V ) is generated by reflections.
However, this would be incorrect: O(V ) is not always generated by reflections!

7.3.2.11 Example Let K = F2, H = K2 with the quadratic form x2 + y2 + xy, and V = H ⊕H.
Then O(V,K) is not generated by reflections. See Exercise 5. ♦

7.3.2.12 Remark It turns out that this is the only counterexample. For any other vector space
and/or any other non-degenerate quadratic form, O(V,K) is generated by reflections. The map
CLG(V ) → O(V ) is surjective even when V,K are as in Example 7.3.2.11. Also, in every case
except Example 7.3.2.11, CLG(V ) is generated as a group by non-zero elements of V (i.e. every
element of CLG(V ) is a monomial). **cite?** ♦

7.3.2.13 Remark Equation (7.3.2.9) is the definition of the reflection of v through r. It is only
possible to reflect through vectors of non-zero norm. Reflections in characteristic 2 are strange;
strange enough that people don’t call them reflections, they call them transvections. ♦

We have proven that we have the following diagram:

1 K× CLG(V ) O(V ) 1

1 {±1} K× K× K×/{squares} 1
x 7→x2

N N (7.3.2.14)

The rows are exact, K× is in the center of CLG(V ) (this is obvious, since K× is in the center of
Cliff(V )), and N : O(V )→ K×/{squares} is the unique homomorphism sending reflection through
r⊥ to N(r) modulo squares in K×.

7.3.2.15 Definition Given a K-vector space V with a quadratic form N : V → K, the corre-

sponding pin and spin groups are Pin(V,N)
def
= {x ∈ CLG(V,N) s.t. N(x) = 1} and its even part

Spin(V,N)
def
= Pin0(V,N).
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On K×, the spinor norm is given by x 7→ x2, so the elements of spinor norm 1 are just ±1. By
restricting the top row of (7.3.2.14) to elements of norm 1 and even elements of norm 1, respectively,
we get two exact sequences:

1 −→ {±1} −→ Pin(V ) −→ O(V )
N−→ K×/{squares}

1 −→ {±1} −→ Spin(V ) −→ SO(V )
N−→ K×/{squares}

To see exactness of the top sequence, note that the kernel of Pin(V )→ O(V ) is K× ∩Pin(V ) =
{±1}, and that the image of Pin(V ) in O(V ) is exactly the elements of norm 1. The bottom
sequence is similar, except that the image of Spin(V ) is not all of O(V ), it is only SO(V ); by
Remark 7.3.2.12, every element of CLG(V ) is a product of elements of V , so every element of
Spin(V ) is a product of an even number of elements of V . Thus, its image is a product of an even
number of reflections, so it is in SO(V ).

7.3.2.16 Example Take V to be a positive-definite vector space over R. Then N maps to +1 in
R×/{squares} = {±1} (because N is positive definite). So the spinor norm on O(V,R) is trivial.

So if V = Rn is equipped with a positive-definite metric, we get double covers:

1 −→ {±1} −→ Pin(n,R) −→ O(n,R) −→ 1

1 −→ {±1} −→ Spin(n,R) −→ SO(n,R) −→ 1

This will account for the weird double covers we saw at the start of Section 7.3. ♦

7.3.2.17 Example What if the metric on V is negative-definite? Then every reflection maps to
−1 ∈ R/{squares}, so the spinor norm N is the same as the determinant map O(V ) → ±1. In
particular, Pin(0, n;R) is a double cover of SO(0, n;R) = SO(n), rather than of O(n). ♦

So in order to find interesting examples of the spinor norm, you have to look at cases that are
neither positive definite nor negative definite.

7.3.2.18 Example Consider the Lorentz space R1,3, i.e. R4 with a metric with signature {+−−−}.

norm>0

norm<0

norm=0

Reflection through a spacelike vector — a vector with norm < 0, also called a “parity reversal” P
— has spinor norm −1 and determinant −1, and reflection through a timelike vector — norm > 0,
“time revesral” T — has spinor norm +1 and determinant −1. So O(1, 3;R) has four components
(it is not hard to check that these are all the components), usually called 1, P , T , and PT . ♦
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7.3.2.19 Remark We mention a few things for those who know Galois cohomology. We have an
exact sequence of algebraic groups:

1→ GL(1)→ CLG(V )→ O(V )→ 1

“Algebraic group” means you don’t put in a field. You do not necessarily get an exact sequence at
any given field.

In general, if 1 → A → B → C → 1 is exact, then 1 → A(K) → B(K) → C(K) is exact, but
B(K)→ C(K) need not be onto. What you actually get is a long exact sequence:

1→ H0
Ä
Gal(K̄/K), A

ä
→ H0

Ä
Gal(K̄/K), B

ä
→ H0

Ä
Gal(K̄/K), C

ä
→ H1

Ä
Gal(K̄/K), A

ä
→ · · ·

It turns out that H1
Ä
Gal(K̄/K),GL(1)

ä
= 1. However, H1

Ä
Gal(K̄/K), {±1}

ä
= K×/{squares}.

So from 1→ GL(1)→ CLG(V )→ O(V )→ 1 we get:

1→ K× → CLG(V,K)→ O(V,K)→ 1 = H1
Ä
Gal(K̄/K) GL(1)

ä
However, taking 1→ {±1} → Spin(V )→ SO(V )→ 1 we get:

1→ {±1} → Spin(V,K)→ SO(V,K)
N→ K×/{squares} = H1

Ä
Gal(K̄/K), {±1}

ä
So we see that the non-surjectivity of N is some kind of higher Galois cohomology.

It is important to remember that Spin(V ) → SO(V ) is an onto map of algebraic groups, but
Spin(V,K)→ SO(V,K) need not be an onto map of groups. ♦

7.3.2.20 Example Since 3 is odd, O(3,R) ∼= SO(3,R)× {±1}. So we do have an exact sequence:

1→ {±1} → Spin(3,R)→ SO(3,R)→ 1

Notice that Spin(3,R) ⊆ Cliff0(3,R) ∼= H, so Spin(3,R) ⊆ H×, and in fact we saw that it is the
sphere S3. ♦

7.3.3 Examples of Spin and Pin groups and their representations

Notice that Pin(V,K) ⊆ Cliff(V,K)×, so any module over Cliff(V,K) gives a representation of
Pin(V,K). We already figured out that the Cliff(V,K)s are direct sums of matrix algebras over
R,C, and H when K = R,C.

What are the representations (modules) of complex Clifford algebras? Recall that Cliff(2n,C) ∼=
Mat(2n,C), which has a representations of dimension 2n, which is called the spin representation
of Pin(2n,C); and Cliff(2n+ 1,C) ∼= Mat(2n,C)⊕Mat(2n,C), which has 2 representations, called
the spin representations of Pin(2n+ 1,C).

What happens if we restrict these to Spin(V,C) ⊆ PinV (C)? To do that, we have to recall
that Cliff0(2n,C) ∼= Mat(2n−1,C) ×Mat(2n−1,C) and Cliff0(2n+ 1,C) ∼= Mat(2n,C). So in even
dimensions Pin(2n,C) has one spin representation of dimension 2n splitting into two half spin rep-
resentations of dimension 2n−1 and in odd dimensions, Pin(2n+ 1,C) has two spin representations
of dimension 2n which stay the same upon restriction to Spin(V,C).
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Now we’ll give a second description of spin representations. We’ll just do the even dimensional
case (odd is similar). Say dimV = 2n, and say we’re over C. Choose an orthonormal basis
γ1, . . . , γ2n for V , so that γ2

i = 1 and γiγj = −γjγi in Cliff(V ). Now look at the group G generated
by γ1, . . . , γ2n, which is finite, with order 21+2n (you can write all its elements explicitly). Then
the representations of Cliff(V,C) correspond to those representations of G in which −1 ∈ G acts as
−1 ∈ C (as opposed to acting as 1 — it must square to 1). So another way to look at representations
of the Clifford algebra is by looking at representations of G.

Let’s look at the structure of G. First, the center is {±1}: this uses the fact that we are in
even dimensions, lest the product of all the generators also be central. Using this, we count the
conjugacy classes. There are two conjugacy classes of size 1 ({1} and {−1}) and 22n− 1 conjugacy
classes of size 2 ({±γi1 · · · γik} for nonempty subsets {i1, . . . , ik} ⊆ {1, . . . , 2n}). So G has a total
of 22n+1 conjugacy classes, and hence 22n+1 irreducible representations. By inspection, G/center
is abelian, isomorphic to (Z/2Z)2n, and this gives us 22n one-dimensional representations. So there
is only one more representation left to find! We can figure out its dimension by recalling that the
sum of the squares of the dimensions of irreducible representations gives us the order of G, which
is 22n+1. So 22n × 11 + 1 × d2 = 22n+1, where d is the dimension of the mystery representation.
Thus, d = ±2n, so d = 2n. So G, and therefore Cliff(2n,C), has an irreducible representation of
dimension 2n (as we found earlier in another way).

7.3.3.1 Example Consider O(2, 1;R). As before, O(2, 1;R) ∼= SO(2, 1;R)×{±1}, and SO(2, 1,R)
is not connected: it has two components, separated by the spinor norm N .

1→ {±1} → Spin(2, 1;R)→ SO(2, 1;R)
N→ {±1}

Since Spin(2, 1;R) ⊆ Cliff0(2, 1;R) ∼= Mat(2,R), Spin(2, 1;R) has one two-dimensional spin rep-
resentation. So there is a map Spin(2, 1;R) → SL(2,R). By counting dimensions, the map is a
surjection, and we mentioned already that no nontrivial connected cover of SL(2,R) has a faithful
representation. So Spin(2, 1;R) ∼= SL(2,R). ♦

Now let’s look at some 4 dimensional orthogonal groups

7.3.3.2 Example Look at SO(4,R), which is compact. It has a complex spin representation of
dimension 24/2 = 4, which splits into two half spin representations of dimension 2. We have the
sequence

1→ ±1→ Spin(4,R)→ SO(4,R)→ 1 (N = 1)

Spin(4,R) is also compact, so the image in any complex representation is contained in some unitary
group. So we get two maps Spin(4,R) → SU(2) × SU(2), and both sides have dimension 6 and
centers of order 4. Thus, we find that Spin(4,R) ∼= SU(2) × SU(2) ∼= S3 × S3, which give you the
two half spin representations. ♦

7.3.3.3 Example What about SO(3, 1;R)? Notice that O(3, 1;R) has four components distin-
guished by the maps det, N : O(3, 1;R)→ ±1. So we get:

1→ ±1→ Spin(3, 1;R)→ SO(3, 1;R)
N→ ±1→ 1
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We expect two half spin representations, which give us two homomorphisms Spin(3, 1;R) →
SL(2,C). This time, each of these homomorphisms is an isomorphism. The SL(2,C)s are dou-
ble covers of simple groups. Here, we don’t get the splitting into a product as in the positive
definite case. This isomorphism is heavily used in quantum field theory because Spin(3, 1,R) is a
double cover of the connected component of the Lorentz group (and SL(2,C) is easy to work with).
Note also that the center of Spin(3, 1;R) has order 2, not 4, as for Spin(4, 0,R). Also note that the
group PSL(2,C) acts on the compactified C ∪ {∞} by

(
a b
c d

)
(τ) = aτ+b

cτ+d . Subgroups of this group
are called Kleinian groups. On the other hand, the group SO(3, 1;R)+ (identity component) acts
on H3 (three dimensional hyperbolic space). To see this, look at the following picture:

norm=−1

norm=0

norm=−1

norm=1

Each sheet of norm −1 is a hyperboloid isomorphic to H3 under the induced metric. In fact, we’ll
define hyperbolic space that way. If you’re a topologist, you’re very interested in hyperbolic 3-
manifolds, which are H3/(discrete subgroup of SO(3, 1;R)). If you use the fact that SO(3, 1;R) ∼=
PSL(2,R), then you see that these discrete subgroups are in fact Klienian groups. ♦

There are lots of exceptional isomorphisms in small dimension, all of which are very interesting,
and almost all of them can be explained by spin groups.

7.3.3.4 Example O(2, 2;R) has four components (given by det, N). Cliff0(2, 2;R) ∼= Mat(2,R)×
Mat(2,R), which induces an isomorphism Spin(2, 2;R)→ SL(2,R)× SL(2,R), which gives you the
two half spin representations. Both sides have dimension 6 with centers of order 4. So this time
we get two non-compact groups. Let’s look at the fundamental group of SL(2,R), which is Z, so
the fundamental group of Spin(2, 2;R) is Z ⊕ Z. Recall, Spin(4, 0;R) and Spin(3, 1;R) were both
simply connected. Spin(2, 2;R) shows that spin groups need not be simply connected.

So we can take covers of Spin(2, 2;R). What do these covers (e.g. the universal cover) look
like? This is hard to describe because for finite dimensional complex representations, you get finite
dimensional representations of the Lie algebra g = spin(2, 2;R) = sl(2,R) ⊕ sl(2,R), which corre-
spond to the finite dimensional representations of g⊗C, which correspond to the finite dimensional
representations of spin(4, 0;R) = Lie algebra of Spin(4, 0;R), which correspond to the finite dimen-
sional representations of Spin(4, 0;R), since this group is simply connected. This means that any
finite dimensional representation of a cover of Spin(2, 2;R) actually factors through Spin(2, 2;R).
So there is no way you can talk about these things with finite matrices, and infinite dimensional
representations are hard.

To summarize, the algebraic group Spin(2, 2) is simply connected (as an algebraic group, i.e. as a
functor from rings to groups), which means that it has no algebraic central extensions. However, the
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Lie group Spin(2, 2;R) is not simply connected; it has fundamental group Z⊕Z. This problem does
not happen for compact Lie groups (where every finite cover is algebraic). We saw this phenomenon
already with SL(2). ♦

7.3.3.5 Example We’ve done O(4, 0), O(3, 1) and O(2, 2), from which we can obviously get O(1, 3)
and O(0, 4). Note that O(4, 0;R) ∼= O(0, 4;R), SO(4, 0;R) ∼= SO(0, 4;R), and Spin(4, 0;R) ∼=
Spin(0, 4;R). However, Pin(4, 0;R) 6∼= Pin(0, 4;R). **This is false as stated. Pin(n, 0) and
Pin(0, n) are never equivalent as covers of O(n) by the argument below. But actually
Pin(n, 0) ∼= Pin(0, n) exactly when 4|n by [BDMGK01]. In terms of real Clifford algebras,
there is an isomorphism Cliff(4m, 0;R) ∼= Cliff(0, 4m;R) given by sending v ∈ V = Rn to
vθ, where θ ∈ Cliff0(0, n;R) is the product of all the generators, i.e. the volume form on
V . The dependence on n mod 4 is as follows: we want θ to be an even element so as to

have an isomorphism of superalgebras; we want θ2 = +1, but in general θ2 = (−1)(
n
2).**

These two are hard to distinguish. We have:

Pin(4, 0;R) Pin(0, 4;R)

O(4, 0;R) = O(0, 4;R)

Take a reflection (of order 2) in O(4, 0;R) = O(0, 4;R), and lift it to the Pin groups. What is the
order of the lift? The reflection vector v, with v2 = ±1, lifts to the element v ∈ CLG(V,R) ⊆
Cliff1(V,R). Notice that v2 = 1 in the case V = R4,0 and v2 = −1 in the case of V = R0,4, so in
Pin(4, 0;R), the reflection lifts to something of order 2, but in Pin(0, 4;R), you get an element of
order 4. So these two groups are different.

Two groups are isoclinic if they are confusingly similar. A similar phenomenon is common for
groups of the form 2 · G · 2, which means it has a center of order 2, then some group G, and the
abelianization has order 2. Watch out. ♦

7.3.3.6 Example There is a special property of the eight-dimensional orthogonal groups called
triality. Recall that O(8,C) has Dynkin diagram D4, which has a symmetry of order three:

•

•

•

•

But O(8,C) and SO(8,C) do not have corresponding symmetries of order three. The thing that
does have the “extra” symmetry of order three is the spin group Spin(8,R)!

You can see it as follows. Look at the half spin representations of Spin(8,R). Since this is a
spin group in even dimension, there are two. Cliff(8, 0;R) ∼= Mat(28/2−1,R) ×Mat(28/2−1,R) ∼=
Mat(8,R)×Mat(8,R). So Spin(8,R) has two eight-dimensional real half spin representations. But
the spin group is compact, so it preserves some quadratic form, so you get two homomorphisms
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Spin(8,R) → SO(8,R). So Spin(8,R) has three eight-dimensional representations: the half spins,
and the one from the map to SO(8,R). These maps Spin(8,R) → SO(8,R) lift to the triality
automorphisms Spin(8,R)→ Spin(8,R).

The center of Spin(8,R) is the Klein four-group (Z/2Z) ⊕ (Z/2Z) because the center of the
Clifford group is {±1,±γ1 · · · γ8}. There are three non-trivial elements of the center, and quotienting
by any of these gives you something isomorphic to SO(8,R). This is special to eight dimensions.♦

7.3.3.7 Remark Is O(V,K) a simple group? No, for the following reasons:

1. There is a determinant map O(V,K)→ ±1, which is usually onto, so it can’t be simple.

2. There is a spinor norm map O(V,K) → K×/{squares}. Again this is often does not have
trivial image

3. −1 ∈ center of O(V,K), and so the center is a nontrivial normal subgroup.

4. SO(V,K) tends to split if dimV = 4, tends to be abelian if dimV = 2, and tends to be trivial
if dimV = 1.

It turns out that the orthogonal groups are usually simple apart from these four reasons why they’re
not. Let’s mod out by the determinant, to get to SO, then look at Spin(V,K), then quotient by the
center, and assume that dimV ≥ 5. Then this is usually simple. The center tends to have order 1,
2, or 4. If K is a finite field, then this gives many of the finite simple groups. ♦

7.3.3.8 Remark SO(V,K) is not (best defined as) the subgroup of O(V,K) of elements of deter-
minant 1 in general. Rather it is the image of CLG0(V,K) ⊆ Cliff(V,K) → O(V,K), which is the
correct definition. Let’s look at why this is right and the definition you know is wrong. There is
a homomorphism, called the Dickson invariant, CLG(V,K) → Z/2Z, which takes CLG0(V,K) to
0 and CLG1(V,K) to 1. It is easy to check that det(v) = (−1)dickson(v). So if the characteristic of
K is not 2, det = 1 is equivalent to dickson = 0, but in characteristic 2, determinant is the wrong
invariant (because the determinant is always 1). ♦

7.3.3.9 Example Let us conclude by mentioning some special properties of O(1, n;R) and O(2, n;R).
First, O(1, n;R) acts on hyperbolic space Hn, which is a component of norm −1 in Rn,1.

Second, O(2, n;R) acts on the Hermitian symmetric space (where Hermitian means that is has
a complex structure, and symmetric means “really nice”). There are three ways to construct this
space:

1. It is the set of positive definite two-dimensional subspaces of R2,n.

2. It is the norm-zero vectors ω ∈ PC2,n with (ω, ω̄) = 0.

3. It is the vectors x+ iy ∈ R1,n−1 with y ∈ C, where the cone C is the interior of the norm-zero
cone. **?** ♦
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7.4 E8

We introduce the following notation for vectors: we denote repetitions by exponents, so that
(18) = (1, 1, 1, 1, 1, 1, 1, 1) and (±(1

2)2, 06) = (±1
2 ,±

1
2 , 0, 0, 0, 0, 0, 0).

Recall the Dynkin diagram for E8:

•
e1 − e2

•
e2 − e3 •

e3 − e4
•

e4 − e5 •
e5 − e6

•
(−(1

2)5, (1
2)3)

•
e6 − e7 •

e7 − e8

Each vertex is a simple root r with (r, r) = 2; (r, s) = 0 when r and s are not joined, and (r, s) = −1
when r and s are joined. We choose an orthonormal basis e1, . . . , e8, in which the simple roots are
as given.

7.4.0.1 Example We want to figure out what the root lattice L of E8 is (this is the lattice
generated by the roots). If you take {ei − ei+1} ∪ (−15, 13) (all the A7 vectors plus twice the
strange vector), they generate the D8 lattice = {(x1, . . . , x8) s.t. xi ∈ Z and

∑
xi is even}. So

the E8 lattice consists of two cosets of this lattice, where the other coset is {(x1, . . . , x8) s.t. xi ∈
Z+ 1

2 and
∑
xi is odd}.

Alternative version: If you reflect this lattice through the hyperplane e⊥1 , then you get the same
thing except that

∑
xi is always even. We will freely use both characterizations, depending on

which is more convenient for the calculation at hand. ♦

7.4.0.2 Example We should also work out the weight lattice, which consists of the vectors s such
that (r, r)/2 divides (r, s) for all roots r. Notice that the weight lattice of E8 is contained in the
weight lattice of D8, which is the union of four cosets of D8: D8, D8 + (1, 07), D8 + ((1

2)8) and
D8 + (−1

2 , (
1
2)7). Which of these have integral inner product with the vector (−(1

2)5, (1
2)3)? They

are the first and the last, so the weight lattice of E8 is D8 ∪D8 + (−1
2 , (

1
2)7), which is equal to the

root lattice of E8. ♦

7.4.0.3 Definition The dual of a lattice L ∈ Rn is the lattice consisting of vectors having integral
inner product with all lattice vectors. A lattice is unimodular if it is equal to its dual. It is even if
the inner product of any vector with itself is always even.

So Examples 7.4.0.1 and 7.4.0.2 show that E8 is unimodular (as are G2 and F4 but not general Lie
algebra lattices) and even.

7.4.0.4 Remark Even unimodular lattices in Rn only exist if 8|n (this 8 is the same 8 that shows
up in the periodicity of Clifford groups). The E8 lattice is the only example in dimension equal
to 8 (up to isomorphism, of course). There are two in dimension 16 (one of which is L ⊕ L, the
other is D16∪ some coset). There are 24 in dimension 24, which are the Niemeier lattices. In 32
dimensions, there are more than a billion! ♦

The Weyl group W(E8) of E8 is generated by the reflections through s⊥ where s ∈ L and
(s, s) = 2 (these are called roots).
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7.4.0.5 Example First, let’s find all the roots: (x1, . . . , x8) such that
∑
x2
i = 2 with all xi ∈ Z or

all in Z+ 1
2 and

∑
xi even. If xi ∈ Z, obviously the only solutions are permutations of (±1,±1, 06),

of which there are
(8
2

)
× 22 = 112 choices. In the Z+ 1

2 case, you can choose the first 7 places to be
±1

2 , and the last coordinate is forced, so there are 27 choices. Thus, you get 240 roots. ♦

7.4.0.6 Example Let’s find the orbits of the roots under the action of the Weyl group. We don’t
yet know what the Weyl group looks like, but we can find a large subgroup that is easy to work
with. Let’s use the W(D8) (the Weyl group of D8), which consists of the following: we can apply
all permutations of the coordinates, or we can change the sign of an even number of coordinates:
e.g., reflection in (1,−1, 06) swaps the first two coordinates, and reflection in (1,−1, 06) followed
by reflection in (1, 1, 06) changes the sign of the first two coordinates.

Notice that under W(D8), the roots form two orbits: the set which is all permutations of
(±12, 06), and the set (±(1

2)8). Do these become the same orbit under the Weyl group of E8? Yes;
to show this, we just need one element of W(E8) taking some element of the first orbit to the
second orbit. Take reflection in ((1

2)8)⊥ and apply it to (12, 06): you get ((1
2)2,−(1

2)6), which is in
the second orbit. So there is just one orbit of roots under the Weyl group. ♦

What do orbits of W(E8) on other vectors look like? We’re interested in this because we might
want to do representation theory. The character of a representation is a map from weights to
integers, and it is W(E8)-invariant.

7.4.0.7 Example Let’s look at vectors of norm 4. So
∑
x2
i = 4,

∑
xi even, and all xi ∈ Z or all

xi ∈ Z + 1
2 . There are 8 × 2 possibilities which are permutations of (±2, 07). There are

(8
4

)
× 24

permutations of (±14, 04), and there are 8 × 27 permutations of (±3
2 ,±(1

2)7). So there are a total
of 240× 9 of these vectors. There are 3 orbits under W(D8), and as before, they are all one orbit
under the action of W(E8). To see this, just reflect (2, 07) and (13,−1, 04) through ((1

2)8). ♦

In Exercise 8 you will prove that there are 240×28 vectors of norm 6, and that they all form one
orbit. For norm 8 there are two orbits, because you have vectors that are twice a norm 2 vector,
and vectors that aren’t. As the norm gets bigger, you’ll get a large number of orbits.

7.4.0.8 Remark If you’ve seen a course on modular forms, you’ll know that the number of vectors
of norm 2n is given by 240×∑d|n d

3. If you call these cn, then
∑
cnq

n is a modular form of level
1 (E8 is even and unimodular) and weight 4 (= dimE8/2). ♦

What is the order of the Weyl group of E8? We’ll do this by 4 different methods, which illustrate
the different techniques for this kind of thing:

7.4.0.9 Example (Order of W(E8), method 1) This is a good one as a mnemonic. The order
of E8 is given by:

|W(E8)| = 8!×
∏Å

numbers on the

affine E8 diagram

ã
× Weight lattice of E8

Root lattice of E8

= 8!×
Ç
•
1
•
2
•
3
•
4
•
5
•
6

•3

•
4
•
2

å
× 1

= 214 × 35 × 52 × 7
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By “numbers on the affine diagram” we mean: take the corresponding affine diagram, and write
down the coefficients on it of the highest root. Notice that the “affine E8” is the diagram E9.

We can do the same thing for any other Lie algebra, for example:

|W(F4)| = 4!×
Ä
•1 •2 •3 •4 •2

ä
× 1 = 27 × 32 ♦

7.4.0.10 Example (Order of W(E8), method 2) The order of a reflection group is equal to
the products of degrees of the fundamental invariants. For E8, the fundamental invariants are of
degrees 2, 8, 12, 14, 18, 20, 24, 30. Incidentally, other than the 2, these are all one more than primes.♦

7.4.0.11 Example (Order of W(E8), method 3) This one is actually an honest method (with-
out quoting weird facts). The only fact we will use is the following: suppose G acts transitively on
a set X with H = the group fixing some point; then |G| = |H| · |X|.

This is a general purpose method for working out the orders of groups. First, we need a set
acted on by the Weyl group of E8. Let’s take the root vectors (vectors of norm 2). This set has 240
elements, and the Weyl group of E8 acts transitively on it. So |W(E8)| = 240 × |subgroup fixing
(1,−1, 06)|. But what is the order of this subgroup (call it G1)? Let’s find a set acted on by this
group. It acts on the set of norm 2 vectors, but the action is not transitive. What are the orbits?
G1 fixes r = (1,−1, 06). For other roots s, G1 obviously fixes (r, s). So how many roots are there
with a given inner product with r?

(s, r) number choices

2 1 r
1 56 (1, 0,±16), (0,−1,±16), (1

2 ,−
1
2 , (

1
2)6)

0 126 some list
−1 56 some list
−2 1 −r

So there are at least five orbits under G1. In fact, each of these sets is a single orbit under G1. We
can see this by finding a large subgroup of G1. Take W(D6), which is all permutations of the last
six coordinates and all even sign changes of the last six coordinates. It is generated by reflections
associated to the roots orthogonal to e1 and e2 (those that start with two 0s). The three cases with
inner product 1 are each orbits under W(D6). So to see that there is a single orbit under G1, we
just need some reflections that mess up these orbits. If you take a vector (1

2 ,
1
2 ,±(1

2)6) and reflect
norm-2 vectors through it, you will get exactly 5 orbits. So G1 acts transitively on the sets of roots
with a prescribed inner product with r.

We’ll use the orbit of vectors s with (r, s) = −1. Let G2 be the vectors fixing s and r: •r •s .

We have that |G1| = |G2| · 56.
We will press on, although it get’s tedious. Our plan is to chose vectors acted on by Gi and

fixed by Gi+1 which give us the Dynkin diagram of E8. So the next step is to try to find vectors t

that give us the picture •r •s •t , which is to say they have inner product −1 with s and 0 with r.

The possibilities for t are (−1,−1, 0, 05) (one of these), (0, 0, 1,±1, 04) and permutations of its last
five coordinates (10 of these), and (−1

2 ,−
1
2 ,

1
2 ,±(1

2)5) (there are 16 of these), so we get 27 total.
Then we could check that they form one orbit, which is boring.
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Next find vectors which go next to t in our picture •r •s •t •? , i.e. vectors whose inner

product is −1 with t and zero with r, s. The possibilities are permutations of the last four coords of
(0, 0, 0, 1,±1, 03) (8 of these) and (−1

2 ,−
1
2 ,−

1
2 ,

1
2 ,±(1

2)4) (8 of these), so there are 16 total. Again
check transitivity.

Find a fifth vector: the possibilities are (04, 1,±1, 02) and perms of the last three coords (6 of
these), and (−(1

2)4, 1
2 ,±(1

2)3) (4 of these) for a total of 10.

For the sixth vector, we can have (05, 1,±1, 0) or (05, 1, 0,±1) (4 possibilites) or (−(1
2)5, 1

2 ,±(1
2)2)

(2 possibilities), so we get 6 total.

The next case — finding the seventh vector — is tricky. The possibilities are (06, 1,±1) (2 of
these) and ((−1

2)6, 1
2 ,

1
2) (just 1). The proof of transitivity fails at this point. By now the group

we’re using (W(D6) and one more reflection) doesn’t even act transitively on the pair (you can’t
get between them by changing an even number of signs). What elements of W(E8) fix all these

first six points •r •s •t • • • ?

We want to find roots perpendicular to all of these vectors, and the only possibility is ((1
2)8).

How does reflection in this root act on the three possible seventh vectors? (06, 12) 7→ ((−1
2)6, (1

2)2)
and (06, 1,−1) maps to itself. Is this last vector in the same orbit? In fact they are in different
orbits. To see this, look for vectors that complete the E8 diagram:

•r •s •t • •

•?

• •
(06, 1,±1)

In the (06, 1, 1) case, you can take the vector ((−1
2)5, 1

2 ,
1
2 ,−

1
2). But in the other case, you can show

that there are no possibilities. So these really are different orbits.

Use the orbit with two elements, and you get

|W(E8)| = 240× 56×
order of W(E6)︷ ︸︸ ︷

27× 16× 10× 6× 2× 1︸ ︷︷ ︸
order of W(E7)

because the group fixing all 8 vectors must be trivial. You also get that

|W(“E5”)| = 16× 10×
|W(A2×A1)|︷ ︸︸ ︷
6× 2× 1︸ ︷︷ ︸
|W(A4)|

where “E5” is the algebra with diagram • •
•
• • , also known as D5. Similarly, E4 = A4 and

E3 = A2 ×A1.

We got some other information. We found that the Weyl group W(E8) acts transitively on all
the configurations • , • • , • • • , • • • • , • • • • • , and • • • • • • (A1 through A6),
but not on A7 = • • • • • • • . ♦
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7.4.0.12 Example (Order of W(E8), method 4) Let L denote the E8 lattice. Look at L/2L,
which has 256 elements, as a set acted on by W(E8). There is an orbit of size one (represented by
0). There is an orbit of size 240/2 = 120, consisting of the roots (a root is congruent mod 2L to its
negative). Left over are 135 elements. Let’s look at norm-4 vectors. Each norm-4 vector r satisfies
r ≡ −r mod 2, and there are 240 · 9 of them, which is a lot, so norm-4 vectors must be congruent
to a bunch of stuff. Let’s look at r = (2, 07). Notice that it is congruent to vectors of the form
(0a,±2, 0b), of which there are sixteen. It is easy to check that these are the only norm-4 vectors
congruent to r mod 2. So we can partition the norm-4 vectors into 240 · 9/16 = 135 subsets of 16
elements. So L/2L has 1 + 120 + 135 elements, where 1 is the zero, each element among the 120 is
represented by two elements of norm 2, and each of the 135 is represented by sixteen elements of
norm 4. A set of sixteen elements of norm 4 which are all congruent is called a frame. It consists
of elements ±v1, . . . ,±v8, where v2

i = 4 and (vi, vj) = 1 for i 6= j, so up to sign it is an orthogonal
basis.

We know that W(E8) acts transitively on frames, and so:

|W(E8)| = (# of frames)× |subgroup fixing a frame|

So we need to know what are the automorphisms of a frame. A frame consists of eight subsets of
the form (r,−r), and isometries of a frame form the group (Z/2Z)8 · S8, but these may not all be
in the Weyl group. In the Weyl group, we found a (Z/2Z)7 ·S8, where the first part is the group of
sign changes of an even number of coordinates. So the subgroup fixing a frame must be in between
(Z/2Z)7 ·S8 and (Z/2Z)8 ·S8, and since these groups differ by a factor of 2, it must be one of them.
Observe that changing an odd number of signs doesn’t preserve the E8 lattice, so the subgroup
fixing a frame must be (Z/2Z)7 · S8, which has order 27 · 8!. So the order of the Weyl group is

135 · 27 · 8! = |27 · S8| ×
# norm-4 elements

2× dimL ♦

7.4.0.13 Remark Similarly, if Λ denotes the Leech lattice, you actually get the order of Conway’s
group is: ∣∣∣212 ·M24

∣∣∣ · # norm-8 elements

2× dim Λ

Here M24 is the Mathieu group (one of the sporadic simple groups). The Leech lattice seems very
much to be trying to be the root lattice of the monster group, or something like that. There are a
lot of analogies, but nobody can make sense of it. ♦

7.4.0.14 Remark W(E8) acts on (Z/2Z)8, which is a vector space over F2, with quadratic form

N(a) = (a,a)
2 mod 2. Thus we get a map W(E8)→ O+(8,F2) with kernel {±1}, and it is surjective.

Here O+(8,F2) denotes one of the 8-dimensional orthogonal groups over F2. So W(E8) is very close
to being an orthogonal group of a characteristic-2 vector space. ♦

What is inside the root lattice/Lie algebra/Lie group E8? One obvious way to find things inside
is to cover nodes of the E8 diagram.
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7.4.0.15 Example

• • • • •

•

• •×

If we remove the shown node, you see that E8 contains A2 ×D5. ♦

We can do better by showing that we can embed the affine Ẽ8 root system into the E8 lattice.

•
−highest root

• • • • •

•

• •

simple roots

Now you can remove nodes here and get some bigger sub-diagrams.

7.4.0.16 Example Work with Ẽ8 as above, and cover:

• • • • • •

•

• •×

We get that an A1 × E7 in E8. The E7 consisted of 126 roots orthogonal to a given root. This
gives an easy construction of the E7 root system as all the elements of the E8 lattice perpendicular
to (1,−1, 0 . . . ). ♦

7.4.0.17 Example Alternately, we can cover:

• • • • • •

•

• •×

Then we get an A2×E6, where the E6 are all the vectors with the first 3 coordinates equal. So we
get the E6 lattice for free too. ♦

7.4.0.18 Example

• • • • • •

•

• •×

We see that there is a D8 in E8, which is all vectors of the E8 lattice with integer coordinates. We
sort of constructed the E8 lattice this way in the first place. ♦
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We can ask questions like: What is the E8 Lie algebra as a representation of D8? To answer
this, we look at the weights of the E8 algebra, considered as a module over D8: the 112 roots
of the form (0a,±1, 0b,±1, 0c), the 128 roots of the form (±1

2 ,±
1
2 , . . . ), and the vector 0 with

multiplicity 8. These give you the Lie algebra of D8. Recall that D8 is the Lie algebra of SO(16).
The double cover has a half-spin representation of dimension 216/2−1 = 128. So E8 decomposes as a
representation of D8 as the adjoint representation (of dimension 120) plus a half-spin representation
of dimension 128. This is often used to construct the Lie algebra E8. We’ll do a better construction
in Section 7.5.1.

7.4.0.19 Example We’ve found that the Lie algebra of D8, which is the Lie algebra of SO(16), is
contained in the Lie algebra of E8. Which group is contained in the the compact form of the E8?
The simply-connected group with Lie algebra so(16,R) is Spin(16,R), and so the full list of groups
corresponds to the list of subgroups of the center (Z/2Z)2 (c.f. Example 7.1.2.1):

(Z/2Z)2

(1,−1) (−1,−1) (−1, 1)

1

PSO(16,R)

Spin(16,R)/(Z/2Z) SO(16,R) Spin(16,R)/(Z/2Z)

Spin(16,R)

We have a homomorphism Spin(16,R) → compact form of E8. The kernel consists of those
elements that act trivially on the Lie algebra of E8, which is equal to the Lie algebra of D8 plus
the half-spin representation. On the Lie algebra of D8, everything in the center acts trivially, and
on the half-spin representation, one of the order-two elements is trivial and the other is not. So the
image of the homomorphism is a subgroup of E8 isomorphic to Spin(16,R)/(Z/2Z). ♦

7.5 From Dynkin diagram to Lie group, revisited

In Section 5.6 we described a construction that begins with a Dynkin diagram (i.e. Cartan matrix)
and constructed a Lie algebra — Lie algebra in hand, one can use Chapters 3 and 4 to construct
a real Lie group, and we gave a different construction of the complex algebraic group for a given
Dynkin diagram in Section 6.2.3. Our construction of the Lie algebra required the somewhat
unenlightening Serre relations. We will try now to explain the construction in more detail, with E8

as our primary example. (In the E8 case specifically, in the previous section we constructed the Lie
algebra as a sum of the D8 Lie algebra and a half-spin representation.) We will go on to describe
how to find real forms of a given complex semisimple Lie algebra, and conclude by describing all
simple real Lie groups.

7.5.1 Construction of the Lie algebra

In this section, we will try to find a natural map from root lattices to Lie algebras. Our construction
will apply, at the minimum, to the root lattices corresponding to simply-laced Dynkin diagrams.
The idea is simple: take as a basis the formal symbols eα for each root α, add in L⊗K where L is
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the root lattice, and define the Lie bracket by setting [eα, eβ] = eα+β. Except that this has a sign
problem, because [eα, eβ] 6= −[eβ, eα].

Is there some good way to resolve the sign problem? Not really. Suppose we had a nice functor
from root lattices to Lie algebras. Then we would get that the automorphism group of the lattice
has to be contained in the automorphism group of the Lie algebra (which is contained in the Lie
group), and the automorphism group of the lattice contains the Weyl group of the lattice. But the
Weyl group is not usually a subgroup of the Lie group.

7.5.1.1 Example We can see this going wrong even in the case of sl(2,R). Remember that the
Weyl group is N (T )/T where T =

Ä
a 0
0 a−1

ä
and its normalizer is N (T ) = T ∪

Ä
0 b
−b−1 0

ä
. This second

part consists of stuff having order four, so you cannot possibly write this as a semi-direct product
of T and the Weyl group. ♦

So the Weyl group W is not usually a subgroup of the normalizer of the torusN (T ). The best we
can do is to find a group of the form 2n ·W ⊆ N (T ) where n is the rank (the dimension of the torus).
For example, let’s do it for SL(n+1,R) Then T = diag(a1, . . . , an) with a1 · · · an = 1. Then we take
the normalizer of the torus is N (T ) = T · {permutation matrices with entries = ±1 and det = 1},
and the second factor is a 2n ·Sn, and it does not split. The problem we had earlier with signs can
be traced back to the fact that this group doesn’t split.

In fact, we can construct the Lie algebra from something acted on by 2n · W , although not
from something acted on by W . Let’s take a central extension of the lattice by a group of order 2.
Notation is a pain because the lattice L is written additively and the extension will be nonabelian;
instead, we will write the lattice multiplicatively, by assigning α 7→ eα, and we will emphasize this
change by writing the abelian group L as eL. Then we write êL for the central extension, and insist
that the kernel êL → eL be {±1} (which is central in êL, of course):

1→ {±1} → êL → eL → 1

We will take as our extension êL the one satisfying êαêβ = (−1)(α,β)êβ êα for each α, β, where ±êα
are the two elements of êL mapping to eα.

What do the automorphisms of êL look like?

1→ (L/2L)︸ ︷︷ ︸
(Z/2)rank(L)

→ Aut(êL)→ Aut(eL)

For each α ∈ L/2L, we get an (inner) automorphism êβ → (−1)(α,β)êβ, and hence the map
(L/2L)→ Aut(êL). For our extension this map makes the above sequence exact, and the extension
is (usually) non-split.

Now we define a Lie algebra on (L ⊗ K) ⊕⊕α2=2Kêα, modulo the convention that −1 ∈ êL
acts as −1 in the vector space. We now define a Lie algebra by the following “obvious” rules:

• [α, β]
def
= 0 for α, β ∈ L, so that the Cartan subalgebra is abelian;

• [α, êβ]
def
= (α, β)êβ, so that êβ is in the β root space;
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• [êα, êβ]
def
= êαêβ if (α, β) < 0 and α 6= −β — by this, we mean product in the group êL, and

if that leaves
⊕

α2=2Kêα, then the bracket is 0;

• [êα, (êα)−1]
def
= α.

Note that [êα, êβ] = 0 if (α, β) ≥ 0, since (α + β)2 > 2. We also have [êα, êβ] = 0 if (α, β) ≤ −2,
since then (α+ β)2 = α2 + β2 + 2(α, β) ≥ 2 + 2− 2(2) = 0 and so again α+ β is not a root.

7.5.1.2 Proposition If (, ) : L×L→ Z is positive-definite, then the bracket defined above defines
a Lie algebra (i.e. it is skew-symmetric and satisfies the Jacobi identity).

The proof is easy but tiresome, because there are lots of cases. We’ll do (most of) them, to
show that it’s not as tiresome as you might think.

Proof Antisymmetry is almost immediate. The only condition that must be checked is [êα, êβ] =
êαêβ, which is non-zero only if (α, β) = −1.

For the Jacobi identity — [[a, b], c] + [[b, c], a] + [[c, a], b] = 0 — we check many cases.

1. All of a, b, c are in L. The Jacobi identity is trivial because all brackets are zero.

2. Two of a, b, c are L, so say {a, b, c} = {α, β, eγ}. Then:

[[α, β], êγ ] + [[β, êγ ], α] + [[êγ , α], β] = 0 + (β, γ)[êγ , α]− (α, γ)[êγ , β] =

= −(β, γ)(α, γ)eγ + (α, γ)(β, γ)êγ = 0

3. One of a, b, c in L, so {a, b, c} = {α, êβ, êγ}. Since êβ has weight β and êγ has weight γ, and
êβ êγ has weight β + γ.

[[α, êβ], êγ ] = (α, β)[êβ, êγ ]

[[êβ, êγ ], α] = −[α, [êβ, êγ ]] = −(α, β + γ)[êβ, êγ ]

[[êγ , α], êβ] = −[[α, êγ ], êβ] = (α, γ)[êβ, êγ ]

The sum is zero.

4. The really tiresome case is when none of a, b, c are in L. The really tiresome case is when
none of a, b, c are in L. Let the terms now be êα, êβ, êγ . By positive-definiteness, the dot
products (α, β), (α, γ), and (β, γ) lie in {−2, . . . , 2}, and (α, β) = ±2 iff α = ±β.

(a) If two of these are values are zero, then all the [[∗, ∗], ∗] are zero.

(b) Suppose that α = −β. By (a), γ cannot be orthogonal to them. In one case, (α, γ) = 1
and (γ, β) = −1. Adjust signs so that êαêβ = 1 and then calculate:

[[êγ , êβ], êα]− [[êα, êβ], êγ ] + [[êα, êγ ], êβ] = êαêβ êγ − (α, γ)êγ + 0 = êγ − êγ = 0

(c) The case when α = −β = γ is easy because [êα, êγ ] = 0 and [[êα, êβ], êγ ] = −[[êγ , êβ], êα].
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(d) So we have reduced to the case when each dot product is {−1, 0, 1}, and at most one of
them is 0. If some (α, β) = 1, then neither (α + γ, β) nor (α, β + γ) is −1, and so all
brackets are 0.

(e) Suppose that (α, β) = (β, γ) = (γ, α) = −1, in which case α + β + γ = 0. Then
[[êα, êβ], eγ ] = [êαêβ, êγ ] = α + β. By symmetry, the other two terms are β + γ and
γ + α;the sum of all three terms is 2(α+ β + γ) = 0.

(f) Suppose that (α, β) = (β, γ) = −1, (α, γ) = 0, in which case [êα, êγ ] = 0. We check
that [[êα, êβ], êα] = [êαêβ, êγ ] = êαêβ êγ (since (α + β, γ) = −1). Similarly, we have
[[êβ, êγ ], êα] = [êβ êγ , êα] = êβ êγ êα. We notice that êαêβ = −êβ êα and êγ êα = êαêγ so
êαêβ êγ = −êβ êγ êα; again, the sum of all three terms in the Jacobi identity is 0.

This concludes the verification of the Jacobi identity, so we have a Lie algebra. �

7.5.1.3 Remark Is there a proof avoiding case-by-case check? Good news: yes! Bad news: it’s
actually more work. We really have functors as follows:

Dynkin
diagrams

Double
cover L̂

Lie algebras

Root lattice L Vertex algebras

these work for
any even lattice

elementary,

but tedious

only for positive-

definite lattices

The double cover L̂ is not a lattice; it is generated as a group by symbols êαi for simple roots αi,
with relations êαi êαj = (−1)(αi,αj)êαj êαi and that −1 is central of order 2.

Unfortunately, you have to spend several weeks learning vertex algebras. In fact, the construc-
tion we did was the vertex algebra approach, with all the vertex algebras removed. Vertex algebras
provide a more general construction which gives a much larger class of infinite dimensional Lie
algebras. ♦

Now we should study the double cover L̂, and in particular prove its existence. Given a Dynkin
diagram, we defined L̂ as generated by the elements êαi for αi simple roots with the given relations.
It is easy to check that we get a surjective homomorphism L̂→ L with kernel generated by z with
z2 = 1. What’s a little harder to show is that z 6= 1 (i.e., show that L̂ 6= L). The easiest way to do
it is to use cohomology of groups, but since we have such an explicit case, we’ll do it bare hands.

Our challenge then is: Given Z, H groups with Z abelian, construct extensions 1→ Z → G→
H → 1 where Z lands in the center of G. As a set, G consists of pairs (z, h), and we consider the

product (z1, h1)(z2, h2)
def
= (z1 z2 c(h1, h2), h1 h2) for some c : H ×H → Z (which will end up being

a cocycle in group cohomology). There is an obvious homomorphism (z, h) 7→ h, and we normalize
c so that c(1, h) = c(h, 1) = 1, whence z 7→ (z, 1) is a homomorphism from Z to the center of G.
In particular, (1, 1) is the identity. We’ll leave it as an exercise to figure out what the inverses are.
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But when is the multiplication we’ve defined on G = Z ×H even associative? Let’s just write
everything out: Ä

(z1, h1)(z2, h2)
ä
(z3, h3) = (z1 z2 z3 c(h1, h2) c(h1 h2, h3), h1 h2 h3)

(z1, h1)
Ä
(z2, h2)(z3, h3)

ä
= (z1 z2 z3 c(h1, h2 h3) c(h2, h3), h1 h2 h3)

So we win only if c satisfies the cocycle identity:

c(h1, h2) c(h1 h2, h3) = c(h1, h2 h3) c(h2, h3).

This identity is immediate when c is bimultiplicative: c(h1, h2h3) = c(h1, h2)c(h1, h3) and c(h1h2, h3) =
c(h1, h3)c(h2, h3). Not all cocycles come from such maps, but this is the case we care about.

To construct the double cover, let Z = {±1} and H = L (free abelian). If we write H additively,
we want c to be a bilinear map L × L → {±1}. It is really easy to construct bilinear maps on
free abelian groups. Just take any basis α1, . . . , αn of L, choose c(α1, αj) arbitrarily for each i, j
and extend c via bilinearity to L × L. In our case, we want to find a double cover L̂ satisfying
êαêβ = (−1)(α,β)êβ êα where êα is a lift of eα. This just means that c(α, β) = (−1)(α,β)c(β, α). To
satisfy this, just choose c(αi, αj) on the basis {αi} so that c(αi, αj) = (−1)(αi,αj)c(αj , αi). This
is trivial to do as (−1)(αi,αi) = 1, since the lattice is even. There is no canonical way to choose
this 2-cocycle (otherwise, the central extension would split as a product), but all the different
double covers are isomorphic because we can specify L̂ by generators and relations. Thus, we have
constructed L̂ (or rather, verified that the kernel of L̂→ L has order 2, not 1).

7.5.1.4 Remark Let’s now look at lifts of automorphisms of L to L̂. There are two special cases:

1. Multiplication by −1 is an automorphism of L, and we want to lift it to L̂ explicitly. As a
first attempt, try sending êα to ê−α := (êα)−1. This doesn’t work because a 7→ a−1 is not an
automorphism on non-abelian groups.

Instead, we define ω : êα 7→ (−1)α
2/2(êα)−1, which is an automorphism of L̂:

ω(êα)ω(êβ) = (−1)(α2+β2)/2(êα)−1(êβ)−1

ω(êαêβ) = (−1)(α+β)2/2(êβ)−1(êα)−1

2. If r2 = 2, then reflection through r⊥, α 7→ α− (α, r)r, is an automorphism of L. This lifts to

êα 7→ êα(êr)−(α,r) × (−1)(
(α,r)

2 ). This is a homomorphism, but usually of order 4, not 2!

So although automorphisms of L lift to automorphisms of L̂, the lift might have larger order. ♦

The construction given above works for the root lattices of An, Dn, E6, E7, and E8; these
lattices are all even, positive definite, and generated by vectors of norm 2 (in fact, any such lattices
is a sum of An–E8). What about Bn, Cn, F4 and G2? The reason the construction doesn’t work
for these cases is because there are roots of different lengths. These all occur as fixed points of
diagram automorphisms of An, Dn and E6. In fact, we presented a functor from simply-laced
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Dynkin diagrams to Lie algebras, so an automorphism of the diagram gives an automorphism of
the algebra.

Involution Fixed Points Involution Fixed Points

= A2n+1

• • · · · • •

•
...

•
•

= Cn+1

= Dn+1

• • · · · •
•

• = Bn

• • · · · • •

•
•

•
•

D4 = • •G2 =

• • •
•
• •

= E6

•

•

•
•

= F4

A2n doesn’t give you a new algebra, but rather some superalgebra that we will not describe.

7.5.2 Construction of the Lie group

First, let’s work over R. We start with a simply-laced Dynkin diagram, and as in the previous
section construct L ⊕ RêL. Then we can form its Lie group by looking at those automorphisms
within generated by the elements exp(λAd(êα)), where λ is some real number, êα is one of the
basis elements of the Lie algebra corresponding to the root α, and Ad(êα)(a) = [êα, a]. In other
words:

exp(λAd(êα))(a) = 1 + λ[êα, a] +
λ2

2
[êα, [êα, a]]

To see that Ad(êα)3 = 0, note that if β is a root, then β + 3α is not a root (or 0).

7.5.2.1 Remark In general, the group generated by these automorphisms is not the whole auto-
morphism group of the Lie algebra. There might be extra diagram automorphisms, for example.♦

7.5.2.2 Remark In fact, the construction of a Lie algebra above works over any commutative ring,
e.g. over Z — one way to say this is that it defines a “ over Z”. The only place we used division is in
exp(λAd(êα)), where we divided by 2 in the quadratic term. The only time this term is non-zero is
when we apply exp(λAd(êα)) to ê−α, in which case we find that [êα, [êα, ê−α]] = [êα, α] = −(α, α)êα,
and the fact that (α, α) = 2 cancels the division by 2. So we can in fact construct the E8 group,
for example, over any commutative ring. In particular, we have groups of type E8 over finite fields,
which are actually finite simple groups. These are called Chevalley groups; it takes work to show
that they are simple, c.f. [Car72]. ♦

7.5.3 Real forms

So far we’ve constructed a Lie algebra and a Lie group of type E8. (Our construction works starting
with any simply-laced diagram, and over any ring, as we observed above.) But for a given field,
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there are in fact usually several different groups of type E8. In particular, there is only one complex
Lie algebra of type E8, which corresponds to several different real Lie algebras of type E8. The
one we constructed in Proposition 7.5.1.2 is the split form of E8. That a given Dynkin diagram
supports multiple Lie algebras is not special to E8:

7.5.3.1 Example Recall the algebra sl(2,R) =
(
a b
c d

)
with a, b, c, d real a + d = 0; this does not

integrate to a compact group. On the other hand, su(2,R) =
(
a b
c d

)
with d = −a imaginary and

b = −c̄, is compact. These have the same Lie algebra over C. ♦

Suppose that g is a Lie algebra with complexification g⊗C. How can we find another Lie algebra
h with the same complexification? On g ⊗ C there is an anti-linear involution ωg : g ⊗ z 7→ g ⊗ z̄.
Similarly, g ⊗ C = h ⊗ C has an anti-linear involution ωh. Notice that ωgωh is a linear involution
of g ⊗ C. Conversely, if we know this (linear) involution, we can reconstruct h from it. Indeed,
given an involution ω of g⊗ C, we can get h as the fixed points of the map a 7→ ωg ω(a)“=”ω(a).
Equivalently, break g into the ±1 eigenspaces of ω, so that g = g+⊕g−. Then h = g+⊕ ig−. Notice
that ωg is a (real) Lie algebra automorphism of g⊗ C; that h is also a Lie algebra is equivalent to
ω being a Lie algebra map (rather than just a linear involution).

Thus, to find other real forms, we have to study the involutions of the complexification of g.
The exact relation between involutions and is kind of subtle, but this is a good way to go. We used
a similar argument to construct the compact form of each simple Lie algebra in Theorem 7.2.1.8.

7.5.3.2 Example Let g = sl2(R). It has an involution ω(m) = −mT . By definition, su(2,R) is
the set of fixed points of the involution which is ω times complex conjugation on sl(2,C). ♦

So to construct real forms of E8, we want some involutions of the Lie algebra E8 which we
constructed. What involutions do we know about? There are two obvious ways to construct
involutions:

1. Lift −1 on the lattice L to ω : êα 7→ (−1)α
2/2(êα)−1, which induces an involution on the Lie

algebra.

2. Take β ∈ L/2L, and look at the involution êα 7→ (−1)(α,β)êα.

It will turn out that 2. gives nothing new: we’ll get the Lie algebra we started with. On the
other hand, 1. only gives us one real form. To get all real forms, we’ll multiply these two kinds of
involutions together.

Recall that L/2L has 3 orbits under the action of the Weyl group, of size 1, 120, and 135.
These will correspond to the three real forms of E8. How do we distinguish different real forms?
The answer was found by Cartan: look at the signature of an invariant quadratic form on the Lie
algebra!

7.5.3.3 Definition A bilinear form (, ) on a Lie algebra is called invariant if ([a, b], c)+(b, [a, c]) =
0 for all a, b, c. Such a form is called “invariant” because it corresponds to the form being invariant
under the corresponding group action.

7.5.3.4 Lemma We construct an invariant bilinear form on the split form of E8 (the one con-
structed in Proposition 7.5.1.2) as follows:
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• (α, β)in the Lie algebra = (α, β)in the lattice

• (êα, (êα)−1) = 1

• (a, b) = 0 if a and b are in root spaces α and β with α+ β 6= 0.

This form is unique up to multiplication by a constant since E8 is simple. �

Since invariant forms are unique up to scaling, the absolute values of their signatures are
invariants of the corresponding Lie algebras. For the split form of E8, what is the signature of the
invariant bilinear form (the split form is the one we just constructed)? On the Cartan subalgebra
L, ( , ) is positive definite, so we get +8 contribution to the signature. On {eα, (eα)−1}, the form
is ( 0 1

1 0 ), which contributes 0 · 120 to the signature. Thus, the signature is +8. So if we find any
real form with a different signature, we’ll have found a new Lie algebra.

7.5.3.5 Example Let’s first try involutions eα 7→ (−1)(α,β)eα. But this doesn’t change the signa-
ture. The lattice L is still positive definite, and you still have ( 0 1

1 0 ) or
Ä

0 −1
−1 0

ä
on the other parts.

In fact, these Lie algebras actually turn out to be isomorphic to what we started with, though we
haven’t shown this. ♦

7.5.3.6 Example Now we’ll try ω : eα 7→ (−1)α
2/2(eα)−1, α 7→ −α. What is the signature of

the form? Let’s write down the + and − eigenspaces of ω. The + eigenspace will be spanned by
eα − e−α, and these vectors have norm −2 and are orthogonal. The − eigenspace will be spanned
by eα + e−α and L, which have norm 2 and are orthogonal, and L is positive definite. What is the
Lie algebra corresponding to the involution ω? It will be spanned by eα − e−α where α2 = 2, so
these basis vectors have norm −2, and by i(eα + e−α), which also have norm −2, and iL, which
is negative definite. So the bilinear form is negative definite, with signature −248. In particular,
|−248| 6= |8|, and so ω gives a real form of E8 that is not the split real form! In particular, since
the bilinear form is negative definite, we have found the compact form of E8. ♦

Finally, let’s look at involutions of the form êα 7→ (−1)(α,β)ω(êα). Notice that ω commutes
with êα 7→ (−1)(α,β)êα. The βs in (α, β) correspond to L/2L modulo the action of the Weyl group
W(E8). Remember this has three orbits, with one norm-0 vector, 120 norm-2 vectors, and 135
norm-4 vectors. The norm-0 vector gives us the compact form. Let’s look at the other cases and
see what we get.

First, suppose V has a negative definite symmetric inner product (, ), and suppose σ is an
involution of V = V+⊕V− (eigenspaces of σ). What is the signature of the invariant inner product
on V+ ⊕ iV−? On V+, it is negative definite, and on iV− it is positive definite. Thus, the signature
is dimV− − dimV+ = − tr(σ). So, letting V be the compact form of E8, we want to work out the
traces of the involutions êα 7→ (−1)(α,β)ω(êα).

7.5.3.7 Example Given some β ∈ L/2L, what is tr(êα 7→ (−1)(α,β)êα)? If β = 0, the traces is
obviously 248, as the involution is the identity map. If β2 = 2, we need to figure how many roots
have a given inner product with β. We counted these in Example 7.4.0.11:
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(α, β) # of roots α with given inner product eigenvalue

2 1 1
1 56 -1
0 126 1
-1 56 -1
-2 1 1

Thus, the trace is 1 − 56 + 126 − 56 + 1 + 8 = 24 (the 8 is from the Cartan subalgebra). So the
signature of the corresponding form on the Lie algebra is −24. We’ve found a third Lie algebra. ♦

7.5.3.8 Example If we also look at the case when β2 = 4, what happens? How many α with
α2 = 2 and with given (α, β) are there? In this case, we have:

(α, β) # of roots α with given inner product eigenvalue

2 14 1
1 64 -1
0 84 1
-1 64 -1
-2 14 1

The trace will be 14− 64 + 84− 64 + 14 + 8 = −8. This is just the split form again. ♦

In summary, we’ve found three forms of E8, corresponding to the three classes in L/2L, with
signatures 8, −24, and −248. In fact, these are the only real forms of E8, but we won’t prove this.
In general, if g is the compact form of a simple Lie algebra, then Cartan showed that the other
forms correspond exactly to the conjugacy classes of involutions in the automorphism group of g.
Be warned, though, that this doesn’t work if you don’t start with the compact form.

7.5.4 Working with simple Lie groups

As an example of how to work with simple Lie groups, we will look at the general question: Given
a simple Lie group, what is its homotopy type?

7.5.4.1 Proposition Let G be a simple real Lie group. Then G has a unique conjugacy class of
maximal compact subgroups K, and G is homotopy equivalent to K.

Proposition 7.5.4.1 essentially follows from Theorem 7.1.4.4. We will give the proof for G =
GL(n,R), in spite of the fact that GL(n,R) is not simple.

Proof (Proof for GL(n,R)) GL(n,R) an obvious compact subgroup: O(n,R). Suppose K is
any compact subgroup of GL(n,R). Choose any positive definite form (, ) on Rn. This will probably
not be invariant under K, but since K is compact, we can average it over K: define a new form
(a, b)new =

∫
K(ka, kb) dk. This gives an invariant positive definite bilinear form (since the integral of

something positive definite is positive definite, since the space of positive-definite forms is convex).
Thus, any compact subgroup preserves some positive definite form. But any subgroup fixing some
positive definite bilinear form is conjugate to some subgroup of O(n,R), since we can diagonalize
the form. So K is contained in a conjugate of O(n,R).
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Next we want to show that G = GL(n,R) is homotopy equivalent to O(n,R) = K. We will
show that GL(n) splits into a Iwasawa decomposition, as we asserted it did in Theorem 7.1.4.4: we
claim that G = KAN , where K = O(n), A = (R>0)n consists of all diagonal matrices with positive
coefficients, and N = N(n) consists of matrices which are upper-triangular with 1s on the diagonal.
For arbitrary G, you can always assure that K is compact, N is unipotent, and A is abelian and
acts semisimply on all G-representations.

The proof of this you saw before was called the Gram-Schmidt process for orthonormalizing a
basis. Suppose {v1, . . . , vn} is any basis for Rn.

1. Make it orthogonal by subtracting some stuff. You’ll get a new basis with w1 = v1, w2 =
v2 − (v2,v1)

(v1,v1)v1, w3 = v3 − ∗v2 − ∗v1, . . . , satisfying (wi, wj) = 0 if i 6= j.

2. Normalize by multiplying each basis vector so that it has norm 1. Now we have an orthonormal
basis.

This is just another way to say that GL(n) = O(n) · (R>0)n ·N(n). We made the basis orthogonal
by multiplying it by something in N = N(n), and we normalized it by multiplying it by something
in A = (R>0)n. Then we end up with an orthonormal basis, i.e. an element of K = O(n). Tada!
This decomposition is just a topological one, not a decomposition as groups. Uniqueness is easy to
check: the pairwise intersections of K,A,N are trivial.

Now we can get at the homotopy type of GL(n). The groups N ' Rn(n−1)/2 and A ∼= (R>0)n are
contractible, and so GL(n,R) has the same homotopy type as K = O(n,R), its maximal compact
subgroup. �

7.5.4.2 Example If you wanted to know π1(GL(3,R)), you could calculate π1(O(3,R)) ∼= Z/2Z, so
GL(3,R) has a double cover. Nobody has shown you this double cover because it is not algebraic.♦

7.5.4.3 Example Let’s go back to various forms of E8 and figure out (guess) the fundamental
groups. We need to know the maximal compact subgroups.

1. One of them is easy: the compact form is its own maximal compact subgroup. What is the
fundamental group? We quote the fact that for compact simple groups, π1

∼= weight lattice
root lattice ,

which is 1. So this form is simply connected.

2. We now consider the β2 = 2 case, with signature −24. Recall that there were 1, 56, 126,
56, and 1 roots α with (α, β) = 2, 1, 0, −1, and −2 respectively, and there are another 8
dimensions for the Cartan subalgebra. On the 1, 126, 1, 8 parts, the form is negative definite.
The sum of these root spaces gives a Lie algebra of type E7 × A1 with a negative-definite
bilinear form (the 126 gives you the roots of an E7, and the 1s are the roots of an A1; the 8 is
7+1). So it a reasonable guess that the maximal compact subgroup has something to do with
E7 × A1. E7 and A1 are not simply connected: the compact form of E7 has π1 = Z/2 and
the compact form of A1 also has π1 = Z/2. So the universal cover of E7A1 has center (Z/2)2.
Which part of this acts trivially on E8? We look at the E8 Lie algebra as a representation
of E7 × A1, and read off how it splits from the picture above: E8

∼= E7 ⊕ A1 ⊕ 56 ⊗ 2,
where 56 and 2 are irreducible, and the centers of E7 and A1 both act as −1 on them. So
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the maximal compact subgroup of this form of E8 is the simply connected compact form of
E7 × A1 modulo a Z/2 generated by (−1,−1). This means that π1(E8) is the same as π1 of
the compact subgroup, which is (Z/2)2/(−1,−1) ∼= Z/2. So this simple group has a nontrivial
double cover (which is non-algebraic).

3. For the split form of E8 with signature 8, the maximal compact subgroup is Spin16(R)/(Z/2),
and π1(E8) is Z/2.

You can also compute other homotopy invariants with this method. ♦

7.5.4.4 Example Let’s look at the 56-dimensional representation of E7 in more detail. Recall
that in E8 we had the picture:

(α, β) # of α’s

2 1
1 56
0 126
-1 56
-2 1

The Lie algebra E7 fixes these five spaces of dimensions 1, 56, 126 + 8, 56, 1. From this we can
get some representations of E7. The 126 + 8 splits as 1 ⊕ 133. But we also get a 56-dimensional
representation of E7. Let’s show that this is actually an irreducible representation. Recall that
when we calculated W(E8) in Example 7.4.0.11, we showed that W(E7) acts transitively on this
set of 56 roots of E8, which we identify as weights of E7.

A representation is called minuscule if the Weyl group acts transitively on the weights. Minus-
cule representations are particularly easy to work with. They are necessarily irreducible (provided
there is some weight with multiplicity one), since the weights of any summand would form a union
of Weyl orbits. And to calculate the character of a minuscule representation, we just translate the
1 at the highest weight around, so every weight has multiplicity 1.

So the 56-dimensional representation of E7 must actually be the irreducible representation with
whatever highest weight corresponds to one of the vectors. ♦

7.5.5 Every possible simple Lie group

We will construct all simple Lie groups as follows. Let g be the compact form, pick an involution σ
splitting g = g+⊕g−, and form g+⊕ig−. To construct the split form g for An, Dn, E6, E7, we repeat
the procedure we used for E8 in Section 7.4; to construct the compact form, we use the involutions
of ω : êα 7→ (−1)α

2/2ê−α. To construct g for Bn, Cn, F4, G2, we look at fixed points of diagram
automorphisms. Thus, to list all simple Lie groups, we must understand the automorphisms of
compact Lie algebras. For this, we use without proof the following theorem due to Kac [Kac90]
(see also [Hel01]):

7.5.5.1 Theorem (Kac’s classification of compact simple Lie algebra automorphisms)
The inner automorphisms of order N of a compact simple Lie algebra are computed as follows.
Write down the corresponding affine Dynkin diagram with its numbering mi. Choose integers ni with∑
nimi = N . Then the automorphism êαj 7→ ê2πinj/N êαj has order dividing N . Up to conjugation,
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all inner automorphisms with order dividing N are obtained in this way, and two automorphism
obtained in this way conjugate if and only if they are conjugate by a diagram automorphism.

The outer automorphisms of a compact simple Lie algebra are constructed as follows: pick an
automorphisms of order r|N of the corresponding Dynkin diagram, and use it to form a “twisted
affine Dynkin diagram” for the corresponding folded diagram. Then play a similar number game:
choose integers ni for the numbered twisted affine Dynkin diagram satisfying

∑
nimi = N/r. �

7.5.5.2 Example Using Theorem 7.5.5.1, let’s list all the real forms of E8. We’ve already found
three, and it took us a long time, whereas now we can do it fast. The affine E8 diagram is:

•
1

•
2

•
3

•
4

•
5

•
6

•3

•
4

•
2

So we need to solve
∑
nimi = 2 where ni ≥ 0; there are only a few possibilities:∑

nimi = 2 # of ways how to do it maximal compact subgroup K

2× 1 one way • • • • • •
•
• •× E8 (compact form)

1× 2 two ways • • • • • •
•
• •× A1 × E7

• • • • • •
•
• •× D8 (split form)

1× 1 + 1× 1 no ways

The points not crossed off form the Dynkin diagram of the maximal compact subgroup. So by just
looking at the diagram, we can see what all the real forms are! ♦

7.5.5.3 Example Let’s do E7. Write down the affine diagram:

•
1

•
2

•
3

•
4

•2

•
3

•
2

•
1

We get four possibilities:∑
nimi = 2 # of ways how to do it maximal compact subgroup K

2× 1 one way* • • • •
•
• • •× E7 (compact form)

1× 2 two ways* • • • •
•
• • •× A1 ×D6

• • • •
•
• • •

×
A7 (split form)**

1× 1 + 1× 1 one way • • • •
•
• • •× × E6 ⊕ R ***
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Some remarks. First, when we count the number of ways, we are counting up to automorphisms
of the diagram.

Second, in the split real form, the maximal compact subgroup has dimension equal to half the
number of roots. The roots of A7 look like εi − εj for i, j ≤ 8 and i 6= j, so the dimension is
8 · 7 + 7 = 56 = 112

2 .

Third, the maximal compact subgroup of the last real form on our table is is E6 ⊕ R, because
the fixed subalgebra contains the whole Cartan subalgebra whereas the visible E6 diagram only
accounts for 6 of the 7 dimensions. You can use this to construct the minuscule representations of
E6, by asking: How does the algebra E7 decompose as a representation of the algebra E6 ⊕ R?

We decompose E7 according to the eigenvalues of R. The E6⊕R is precisely the zero eigenvalue
of R, since R is central in E6 ⊕ R, and the rest of E7 is 54-dimensional. The easy way to see the
decomposition is to look at the roots. Recall that in Example 7.4.0.11 we computed the Weyl group
we looked for vectors filling in the dotted line in • • • or • • • . For each diagram there
were 27 possibilities, and they form the weights of a 27-dimensional representation of E6. The
orthogonal complement of the two nodes is an E6 root system whose Weyl group acts transitively
on these 27 vectors, since we showed that these form a single orbit. The entire E7 root system
consists of the vectors of the E6 root system plus these 27 vectors plus the other 27 vectors. This
splits up the E7 explicitly. The two 27s form individual orbits, so the corresponding representations
are irreducible. Thus, as a representation of E6, we have split E7

∼= E6 ⊕R⊕ 27⊕ 27, and the 27s
are minuscule. ♦

7.5.5.4 Definition A symmetric space is a (simply connected) Riemannian manifold M such that
for each point p ∈M , there is an automorphism fixing p and acting as −1 on the tangent space. It
is Hermitian if it has a complex structure.

7.5.5.5 Remark The condition to be a symmetric space looks weird, but it turns out that all
kinds of nice objects you know about are symmetric spaces. Typical examples you may have seen
include the spheres Sn, the hyperbolic spaces Hn, and the Euclidean spaces Rn. Roughly speaking,
symmetric spaces generalize this list, and have the nice properties that Sn,Hn,Rn have. Cartan
classified all symmetric spaces: depending on the details of the simply-connectedness hypotheses,
the list consists of non-compact simple Lie groups modulo their maximal compact subgroups.
Historically, Cartan classified simple Lie groups, and then later classified symmetric spaces, and
was surprised to find the same result.

A standard example of a Hermitian symmetric space is the upper half plane {x+ iy|y > 0}. It
is acted on by SL(2,R), which acts by

(
a b
c d

)
τ = aτ+b

cτ+d . ♦

7.5.5.6 Example Let G denote the fourth real form of E7 in Example 7.5.5.3, and K its maximal
compact subgroup, with Lie(K) = R ⊕ E6. We will explain how this G/K is a symmetric space,
although we’ll be rather sketchy. First of all, to make it a symmetric space, we have to find a nice
invariant Riemannian metric on it. It is sufficient to find a positive definite bilinear form on the
tangent space at p which is invariant under K, as we can then translate it around. We can do this
since K is compact (so you have the averaging trick).
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Now why is G/K Hermitian? We’ll show that there is an almost-complex structure: each tangent
space is a complex vector space. The factor of R in Lie(K) corresponds to a K-invariant S1 inside
K, and the stabilizer of each point is isomorphic to K. So the tangent space at each point has an
action of S1, and by identifying this S1 with the circle of complex numbers of unit norm we make
each tangent space into a C-vector space. This is the almost-complex structure on G/K, and it
turns out to be integral, so that it comes from an actual complex structure. Notice that it is a little
unexpected that G/K has a complex structure: in the case of G = E7 and K = E6 ⊕ R, each of
G,K is odd-dimensional, and so there is no hope of putting separate complex structures on each
and taking a quotient. ♦

7.5.5.7 Example Let’s look at E6, with affine Dynkin diagram:

•
1

•
2

•
3

•2

•1

•
2

•
1

We get three possible inner involutions:∑
nimi = 2 # of ways how to do it maximal compact subgroup K

2× 1 one way • • •
•
•

• •× E6 (compact form)

1× 2 one way • • •
•
•

• •× A1A5

1× 1 + 1× 1 one way • • •
•
•

• •× × D5 ⊕ R

In the last one, the maximal compact subalgebra is D5 ⊕ R. Just as in Example 7.5.5.6, the
corresponding symmetric space G/K is Hermitian. Let’s compute its dimension (over C). The
dimension will be the dimension of E6 minus the dimension of D5 ⊕ R, all divided by 2 (because
we want complex dimension), which is (78− 46)/2 = 16.

So between Example 7.5.5.6 and here we have found two non-compact simply-connected Her-
mitian symmetric spaces of dimensions 16 and 27. These are the only “exceptional” cases; all the
others fall into infinite families!

There is also an outer automorphisms of E6 coming from the diagram automorphism:

• • •

•

• •

•

•

•

•
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The fixed point subalgebra has Dynkin diagram obtained by folding the E6 on itself: the F4 Dynkin
diagram. Thus the fixed points of E6 under the diagram automorphism form an F4 Lie algebra, and
we get a real form of E6 with maximal compact subgroup F4. This is probably the easiest way to
construct F4, by the way. Moreover, we can decompose E6 as a representation of F4: dimE6 = 78
and dimF4 = 52, so E6 = F4 ⊕ 26, where 26 turns out to be irreducible (the smallest non-trivial
representation of F4 — the only one anybody actually works with). The roots of F4 look like
(02,±1,±1) (24 of these, counting permutations), ((±1

2)4) (16 of these), and (03,±1) (8 of these);
the last two types are in the same orbit of the Weyl group.

The 26-dimensional representation has the following character: it has all norm-1 roots with
multiplicity one and the 0 root with multiplicity two. In particular, it is not minuscule.

There is one other real form of E6. To get at it, we have to talk about Kac’s description of
outer automorphisms in Theorem 7.5.5.1. We use the involution of E6 above to form the twisted
affine Dynkian diagram for F4:

•
1

•
2

•
3

•2

•1

•
2

•
1

•1

•2

•1

•2

•3

Note that the folded diagram is the twisted affine Dynkin diagram for F4; the affine Dynkin diagram

for F4 is •1 •2 •3 •4 •2 — the arrow goes the other direction.

So now we need to find integers ni with
∑
nimi = 2/2 = 1, since we are looking for involutions

(N = 2). There are two ways to do this for E6. Using • • • • •× just gives us F4 back, which
is the involution we found more naively in the previous paragraph. Using • • • • •× gives a
real form of E6 with maximal compact subalgebra C4. This is actually the split real form of E6

**?**, since dimC4 = #roots of F4/2 = 24. ♦

7.5.5.8 Example The affine Dynkin of F4 is •1 •2 •3 •4 •2 . We can cross out one node of

weight 1, giving the compact form (which is also the split form), or a node of weight 2 (in two
ways), giving maximal compacts A1 × C3 and B4. This gives us three real forms. ♦

7.5.5.9 Example We will conclude by listing the real forms of G2. This is one of the only root
systems we can actually draw — four-dimensional chalkboards are hard to come by. To construct
G2, we start with D4 and look at its fixed points under triality:

•

•

•

•

ρ
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We will completely explicitly find the fixed points.

First we look at the Cartan subalgebra. The automorphism ρ fixes a two-dimensional space,
and has one-dimensional eigenspaces corresponding to ζ, ζ̄, where ζ is a primitive cube root of
unity. The two-dimensional fixed space will be the Cartan subalgebra of G2.

We will now list all positive roots of D4 as linear combinations of simple roots (rather than
fundamental weights), grouped into orbits under ρ:

0

1

0

0

0

0

1

0

0

0

0

1

1

0

0

0

1

1

0

0

1

0

1

0

1

0

0

1

1

1

1

1

1

0

1

1

1

1

0

1

1

1

1

0

2

1

1

1

projections of norm 2/3 projections of norm 2

The picture for negative roots is almost the same. In the quotient, we have is a root system with
six roots of norm 2 and six roots of norm 2/3. Thus, the root system is G2:

•2 •1

•1•1

•1

•1•1

•1

•
1

•
1

•
1

•
1
•

1

We will now work out the real forms. The affine Dynkin diagram is •1 •2 •3 . We can delete

the node with weight one, giving the compact form: • • •× . The only other option is to delete
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the node with weight two, giving a real form with compact subalgebra A1×A1: • • •× . So this
second one must be the split form, because there is nothing else the split form can be.

We will say a bit more about the split form of G2. What does the split G2 Lie algebra look like
as a representation of its maximal compact A1×A1? The answer is small enough that we can just
draw a picture:

•2 •1

•1•1

•1

•1•1

•1

•
1

•
1

•
1

•
1
•

1

⊕ •2 •1

•1•1

•1

•1•1

•1

•
1

•
1

•
1

•
1
•

1

⊕ •2 •1

•1•1

•1

•1•1

•1

•
1

•
1

•
1

•
1
•

1

In the left and middle, we have drawn the two orthogonal A1s. On the right, we have drawn
the tensor product of an irreducible four-dimensional A1 representation (the horizontal row) and
an irreducible two-dimensional A1 representation (the two rows). So as a representation of the

compact A
(horizontal)
1 ×A(vertical)

1 , we have decomposed into irreducibles G2 = 3⊗ 1 + 1⊗ 3 + 4⊗ 2.
All together, we can determine exactly what the maximal compact subgroup is. It is a quotient

of the simply-connected compact group SU(2)× SU(2), with Lie algebra A1 × A1. Just as for E8,
we need to identify which elements of the center Z/2Z × Z/2Z act trivially on G2. Since we’ve
decomposed G2, we can compute this easily. A non-trivial element of the center of SU(2) acts
as 1 on odd-dimensional representations and as −1 on even-dimensional representations. So the
element (−1,−1) ∈ SU(2)×SU(2) acts trivially on 3⊗1+1⊗3+4×2. Thus the maximal compact
subgroup of the non-compact simple G2 is SU(2)× SU(2)/(−1,−1) ∼= SO4(R). ♦

7.5.5.10 Remark We have constructed 3 + 4 + 5 + 3 + 2 = 17 (from E8, E7, E6, F4, G2) real
forms of exceptional simple Lie groups.

There are another five exceptional real Lie groups. Take complex groups E8(C), E7(C), E6(C),
F4(C), and G2(C), and consider them as real Lie groups. As real Lie groups they are still simple,
of dimensions 248× 2, 133× 2, 78× 2, 52× 2, and 14× 2. ♦

7.6 SL(2,R)

7.6.1 Finite dimensional representations

The finite-dimensional (complex) representations of the following are essentially the same: SL(2,R),
sl(2,R), SL(2,C) (as a complex Lie group), sl(2,C) (as a complex Lie algebra), SU(2,R), and
su(2,R). This is because finite dimensional representations of a simply connected Lie group are
in bijection with representations of the Lie algebra, and because complex representations of a real
Lie algebra g correspond to complex representations of its complexification g ⊗ C considered as a
complex Lie algebra.
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7.6.1.1 Remark Representations of a complex Lie algebra g ⊗ C are not the same as the repre-
sentations of the real Lie algebra g ⊗ C = g ⊕ g. The representations of g ⊕ g correspond roughly
to (reps of g)⊗ (reps of g). ♦

7.6.1.2 Remark If SL(2,R) were simply connected, it would follow from Theorem 3.1.2.1 that
the finite-dimensional C- or R-representation theory of SL(2,R) matched the finite-dimensional
representation of theory of sl(2,R). Strictly speaking, SL(2,R) is not simply connected, but as we
saw in Example 7.1.4.7, the finite-dimensional representation theory cannot see that SL(2,R) is not
simply connected. ♦

The finite-dimensional representation theory of sl(2,R) is completely described in the following
theorem:

7.6.1.3 Theorem (Finite-dimensional representation theory of sl(2,R))
For each positive integer n, sl(2,R) has one irreducible complex representation of dimension n. All
finite-dimensional complex representations of sl(2,R) are completely reducible.

Proof (Sketch) One good proof of Theorem 7.6.1.3 is to prove the corresponding statements for
SU(2); in particular, complete reducibility follows from Remark 7.6.1.4. Another good proof is
essentially the one we gave in Proposition 5.2.0.7 for sl(2,C). Complete reducibility follows from
the existence of a Casimir: in the basis H =

(
1 0
0 −1

)
, E = ( 0 1

0 0 ), and F = ( 0 0
1 0 ) for sl(2,R), one

choice of Casimir is 2EF + 2FE +H2 ∈ Usl(2,R). �

7.6.1.4 Remark Recall that a representation of a group G is irreducible if it has no proper subrep-
resentations, and completely reducible if it splits as a direct sum of irreducible G-representations.
Complete reducibility makes a representation theory much easier. Some theories with complete
reducibility include:

1. Complex representations of a finite group.

2. Unitary representations of any group G (you can take orthogonal complements: if U ⊆ V
then V = U ⊕ U⊥).

3. Hence, representations of any compact group (by averaging, every representation is isomorphic
to a unitary one).

4. Finite-dimensional representations of a semisimple Lie group.

See Section 7.2.2 for the full story about unitary representations of compact groups. See Chapter 6
for the full story about complex semisimple Lie groups.

Some theories without complete reducibility include:

1. Representations of a finite group G over fields of characteristic dividing |G||.

2. Infinite-dimensional representations of non-compact Lie groups (even if they are semisimple).
♦

In particular, the real Lie group SL(2,R) is not compact. Hence its full representation theory
is much more complicated than that of SU(2).
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7.6.2 Background about infinite dimensional representations

What is an infinite-dimensional representation of a Lie group G? The most naive guess is that a
G-representation should be a Banach space with a (continuous) G action. But from a physical point
of view, the actions of R on L2 functions, L1, functions, etc., are all the same, whereas they are
complete different as Banach spaces. The second guess is to restrict from Banach spaces to Hilbert
spaces, which has the disadvantage that the finite-dimensional representations of SL(2,R) are not
Hilbert-space representations, so we would have to throw away some interesting representations.

The solution was found by Harish-Chandra. The point is that if G is a Lie group with Lie
algebra g = Lie(G), then g acts on any finite-dimensional G-representation, but not, usually, on the
infinite-dimensional ones — for example, the R action on L2(R) by left translation is infinitesimally
generated by d

dx acting on L2(R), but d
dx of an L2 function is not in general L2. So to get a good

category of representations, we add the g-action back in:

7.6.2.1 Definition Let G be a Lie group, g = Lie(G), and K a maximal compact subgroup in G.
A (g,K)-module is a vector space V along with actions by g and K such that:

1. They give the same representations of k = Lie(K).

2. Adk(u) v = k(u(k−1v)) for k ∈ K, u ∈ g, and v ∈ V .

We write (g,K)-mod for the category of (g,K)-modules. A (g,K)-module is admissible if as a
K-representation, each K-irrep appears as a direct summand only a finite number of times.

7.6.2.2 Proposition Let V be a Hilbert space with a G-action. A K-finite vector v ∈ V is an
element of some finite-dimensional sub-K-representation of V , and we set Vω to be the collection
of all K-finite vectors. Then Vω is a (g,K)-module, although in general it does not carry an action
by G. If V was an irreducible unitary G-module, then Vω is admissible. �

**How hard is it to prove all this?**
Our goal in the next section is to classify the unitary irreducibly representations of G = SL(2,R).

We will do this in several steps:

1. Classify all irreducible admissible (g,K) modules. This was solved (for arbitrary simple G
**?**) by Langlands, Harish-Chandra, et. al. **cite**

2. Figure out which ones have Hermitian inner products. This is easy.

3. Figure out which ones are positive definite. This is very hard, and we’ll only do it for SL(2,R).

7.6.3 The unitary representations of SL(2,R)

Let G = SL(2,R) with Lie algebra g = sl(2,R). A maximal compact subgroup is the rotation group
K =

¶Ä
cos θ − sin θ
sin θ cos θ

ä©
, generated by

(
0 −1
1 0

)
. All representations will be complex, and hence the g

action extends to a g ⊗ C = sl(2,C) action. We take the basis H = −i
(

0 1
−1 0

)
, E = 1

2

(
1 i
i −1

)
, and

F = 1
2

Ä
1 −i
−i −1

ä
. These satisfy [H,E] = 2E, [H,F ] = −2F , and [E,F ] = H, and iH generates K.

We begin by studying the irreducible (g,K) modules.



7.6. SL(2,R) 169

7.6.3.1 Remark The group SL(2,R) has two different classes of Cartan subgroups — the rotationsÄ
cos θ sin θ
− sin θ cos θ

ä
and the scalings

Ä
a 0
0 a−1

ä
— and the rotation Cartan is the maximal compact subgroup.

Non-compact abelian groups need not have eigenvectors in infinite-dimensional spaces, whereas
compact ones do, and our strategy, as always, is to study a representation by studying its eigenvalues
on the Cartan subalgebra. ♦

Given an irreducible V ∈ (g,K)-mod, we can write it as a direct sum of eigenspaces of H =
−i
(

0 1
−1 0

)
, as iH generates the compact group K = S1. Moreover, all eigenvalues of H are integers.

If V were finite-dimensional, the highest eigenvalue would give us complete control. Instead, we
look at the Casimir Ω = 2EF + 2FE + H2 + 1 — we have added 1 to the usual Casimir so that
some numerology works out in integers later. Since Ω commutes with G and V is irreducible, Ω

acts as a scalar on V ; we set λ
def
=
»

Ω|V to be the square root of this scalar.

Set Vn to be the subspace of V on which H has eigenvalue n ∈ Z. A standard calculation
shows that HEv = (n + 2)Ev and HFv = (n − 2)Fv, so that E,F move Vn → Vn±2. Since Ω =
4FE+H2 +2H+1 (using [E,F ] = H), and since Ωv = λ2v, we see that FEv = 1

4

Ä
λ2− (n+1)2

ä
v,

and in particular we have shown that any H-eigenvector in an irreducible (g,K)-module is also an
FE-eigenvector.

Moreover, if V is irreducible, then there cannot be more than one dimension at each weight n,
and Vω is spanned by the weight spaces. Notice that the weight spaces are linearly independent,
as they support different eigenvalues. The picture of any irreducible (g,K)-module is a chain:

· · · vn−4 vn−2 vn vn+2 vn+4 · · ·

E E E E E E

FFFFFF

Each vn is an eigenvector of H with weight n, and a basis for the corresponding weight space.
The map E moves us up the chain n 7→ n + 2, and F moves us down, and we should pick a
normalization for bases so that FEvn = 1

4

Ä
λ2 − (n+ 1)2

ä
vn and EFvn = 1

4

Ä
λ2 − (n− 1)2

ä
vn: for

example, supposing neither acts as 0, we could make E take basis vectors to basis vectors and F
multiply by the correct eigenvalue.

There are four possible shapes for such a chain. It might be infinite in both directions (neither a
highest weight nor a lowest weight), infinite to only the left (a highest weight but no lowest weight),
infinite to only the right (a lowest weight but no highest weight), or finite (both a highest and a
lowest weight). We’ll see that all these show up. We also see that an irreducible representation is
completely determined once we know λ and some n for which Vn 6= 0. The remaining question is
to construct representations with all possible values of λ ∈ C and n ∈ Z.

7.6.3.2 Example If n is even, it is easy to check that the following is a (g,K)-representation,
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although it might not be irreducible:

· · · v−4 v−2 v0 v2 v4 · · ·

λ−5
2

λ−3
2

λ−1
2

λ+1
2

λ+3
2

λ+5
2

λ−5
2

λ−3
2

λ−1
2

λ+1
2

λ+3
2

λ+5
2

I.e. our representation is spanned by basis vectors vn for n ∈ 2Z, with Hvn = nvn, Evn =
λ+n+1

2 vn+2, and Fvn = λ−n+1
2 vn−2. ♦

How can a chain fail to be infinite? Alternately, how can an infinite chain fail to be irreducible?
These can only happen when some Evn or some Fvn vanishes — otherwise, from any vector you
can generate the whole space. E,F can act as zero only when:

n is even and λ an odd integer.
n is odd and λ an even integer.

To illustrate what happens, we give two examples:

7.6.3.3 Example Take n even and λ = 3. Then the chain from Example 7.6.3.2 looks like:

· · · v−6 v−4 v−2 v0 v2 v4 v6 · · ·

−2 −1 0 1 2 3 4 5

−2−1012345

V+V−

The two rays V± are irreducible subrepresentations, and V/(V+ ⊕ V−) is a three-dimensional irre-
ducible representation. ♦

7.6.3.4 Example Take n even and λ = −3. Then our picture is:

· · · v−6 v−4 v−2 v0 v2 v4 v6 · · ·

−5 −4 −3 −2 −1 0 1 2

−5−4−3−2−1012

So V has a three-dimensional irreducible subrepresentation, and the quotient is a direct sum of two
rays. ♦

All together, we have:

7.6.3.5 Proposition The irreducible (g,K)-representations consist of:
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1. For each λ ∈ C r Z, modulo λ ≡ −λ, we have two both-ways-infinite irreducible representa-
tions: one for even weights and one for odd weights. For λ ∈ 2Z there is a both-ways-infinite
irreducible representation with even weights, and for λ ∈ 2Z+ 1 there is a both-ways-infinite
irreducible representation with odd weights.

2. For each λ ∈ Z≥0, there are two half-infinite discrete series representations: one with highest
weight −λ− 1 and one with lowest weight λ+ 1.

3. For each λ ∈ Z≤−1, we have a (−λ)-dimensional irreducible representation, with weights in
{λ+ 1, λ+ 3, . . . ,−λ− 1}. �

7.6.3.6 Remark One can index the two discrete series for λ 6= 0 by calling one the “positive-λ”
series and the other the “negative-λ” series, thereby using numbers λ ∈ Z r {0}. Then the two
series for λ = 0 are called “limits of discrete series”. ♦

Which of these can be made into unitary representations? Recall that we have been working
with the basis H = −i

(
0 1
−1 0

)
, E = 1

2

(
1 i
i −1

)
, and F = 1

2

Ä
1 −i
−i −1

ä
for sl(2,C). Recall that in a

unitary representation of G, we must have x∗ = −x for x ∈ g; hence if a (g,K)-module restricts
to a unitary representation of sl(2,R), then it must satisfy H∗ = H, E∗ = −F , and F ∗ = −E.
Therefore if we have a Hermitian inner product (, ) on an irreducible representation, it must satisfy:

(vn+2, vn+2) =

Å
2

λ+ n+ 1
Evn,

2

λ+ n+ 1
Evn

ã
=

4

(λ̄+ n+ 1)(λ+ n+ 1)
(Evn, Evn)

=
4

(λ̄+ n+ 1)(λ+ n+ 1)
(vn,−FEvn)

=
4

(λ̄+ n+ 1)(λ+ n+ 1)

Ç
vn,−

(λ+ n+ 1)(λ− n− 1)

4
vn

å
= −λ− n− 1

λ̄+ n+ 1
(vn, vn)

Thus, if we are to have a unitary representation, we must have −(λ− n− 1)(λ̄+ n+ 1)−1 ∈ R>0,
or equivalently (n + 1)2 − λ2 ∈ R>0, for all weights n other than the top weight (if it exists).
Conversely, if (n + 1)2 − λ2 ∈ R>0 for all non-top weights n, then the corresponding irreducible
(g,K)-module can be made unitary. Inspecting the list in Proposition 7.6.3.5, we find:

7.6.3.7 Proposition The irreducible unitary (g,K)-modules consist of:

1. Both-ways-infinite irreducible chains with λ2 ≤ 0. These are called the principal series repre-
sentations. (When λ = 0 and n is odd, the both-ways infinite chain splits as a direct sum of
two limits of discrete series representations; both are unitary.)

2. Both-ways-infinite chains with j even and 0 < λ < 1. These are called complementary series
representations. They are annoying, and you spend a lot of time trying to show that they
don’t occur.
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3. The discrete series representations: half-infinite chains with λ ∈ Z≥0 (λ and n must have
opposite parity). (When λ = 0, the half-infinite chains are called “limits of discrete series”.)

4. The one-dimensional representation.

In particular, finite-dimensional representations that are not the trivial representation are not uni-
tary. �

7.6.3.8 Remark The nice stuff that happened for SL(2,R) breaks down for more complicated Lie
groups. ♦

7.6.3.9 Remark Representations of finite covers of SL(2,R) are similar, except that the weights n
need not be integral. For example, for the metaplectic group Mp(2,R), the double cover of SL(2,R),
the weights (eigenvalues of H) must be half-integers. ♦

Exercises

1. Show that if G is an abelian compact connected Lie group, then it is a product of circles, so
it is Tn.

2. If G is compact and connected, show that its left-invariant volume form ω is also right
invariant. Even if G is not compact but not connected, show that the measure |ω| obtained
from a left invariant form ω ∈ ∧top TG agrees with the measure obtained from a right invariant
form.

Show that the left- and right-invariant volume forms on G do not agree for G a non-abelian
connected Lie group of dimension 2.

3. If you haven’t already, prove that the Lie algebra of a solvable group is solvable.

4. Find the structure of Cliff(m,n;R), the Clifford algebra over Rn+m with the form x2
1 + · · ·+

x2
m − x2

m+1 − · · · − x2
m+n.

5. Let K = F2, H = K2 with the quadratic form x2 + y2 + xy, and V = H ⊕ H. Prove the
assertion in Example 7.3.2.11 that O(V,K) is not generated by reflections.

6. Prove that Spin(3, 3;R) ∼= SL(4,R).

7. Show that the three descriptions in Example 7.3.3.9 of the Hermitian symmetric space are
the same.

8. Show that the number of norm-6 vectors in the E8 lattice is 240×28, and they form one orbit
under the W(E8) action.

9. (a) Show that SU(2)× E7(compact)/(−1,−1) is a subgroup of E8(compact).

(b) Show that SU(9)/(Z/3Z) is also a subgroup of E8(compact).

C.f. Example 7.4.0.19.
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10. Let L be an even lattice and L̂ as in the discussion following Remark 7.5.1.3. Prove that any
automorphism of L preserving (, ) lifts to an automorphism of L̂.

11. Check that the asserted homomorphisms in Remark 7.5.1.4 are.

12. Check that the bilinear form defined in Lemma 7.5.3.4 is in fact invariant.

13. Check the assertion in Example 7.6.3.2, and find a similar representation for n odd.

14. Prove that when n is odd and λ = 0, then the both-ways-infinite chain V from the previous
exercise (corresponding to the one in Example 7.6.3.2) splits as a direct sum of a “negative
ray” and a “positive ray”.

15. Classify the irreducible unitary representations of Mp(2,R).



174 CHAPTER 7. FURTHER TOPICS IN REAL LIE GROUPS



Chapter 8

Further Topics in Algebraic Groups

8.1 Center of universal enveloping algebra

8.1.1 Harish-Chandra’s homomorphism

8.1.1.1 Theorem (Schur’s lemma for countable-dimensional algebras)
Let R be a countable-dimensional associative algebra over C, and M a simple R-module. Then
EndR(M) = C.

The corresponding statement is well known when dimR <∞.

Proof Any non-zero endomorphism is an isomorphism, because kernel and image are invariant
subspaces. So let’s pick up some endomorphism x 6= 0, and there are two cases: either x is
algebraic over C, or it’s transcendental.

1. x is transcendental. Then C(x) ⊆ EndR(M). But dimC(x) = 2|N|, because we can take
1/(x − a) for all a ∈ C. On the other hand, EndR(M) is countable dimensional: if we pick
up m ∈ M , m 6= 0, and φ ∈ EndR(M), then φ is determined by φ(m), because m generates
M ; similarly, dimM is countable because R is countable-dimensional, and M = Rm. So this
was impossible.

2. X is algebraic over C. Then p(X) = (x− λ1) . . . (x− λn) = 0, so x = λi for some i. �

8.1.1.2 Remark Note that when x is transcendental, the action of C(x) on itself gives a coun-
terexample to Theorem 8.1.1.1 in dimension 2|N|. ♦

Let g be a finite-dimensional Lie algebra. We define Z(g) to be the center of Ug. Note that
as always, taking the center is not functorial. Let M be a simple representation of g. Then Zg
acts on M as scalars by Theorem 8.1.1.1. Recall that SpecZ(g)

def
= Homalgebras(Z(g),C); we have

defined a map Irr g→ SpecZ(g) by sending M ∈ Irr g to the algebra homomorphism φ : Z(g)→ C
for which z|M = φ(z) id.

Recall Theorem 3.2.2.1: the canonical map Sg → grUg is an isomorphism. Moreover, by
repeating all the constructions of the tensor, symmetric, and universal enveloping algebras in the

175
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category of g-modules, we see that this canonical map is a morphism of g-modules. In characteristic
0, we can in fact construct a g-module isomorphism Sg ∼→ Ug by symmetrizing:

T gSg

Ug
∼

All the arrows are morphisms of g-modules, and by Theorem 3.2.2.1 the diagonal is an isomorphism.
But Z(g) = (Ug)g, where for a g-module M we write Mg = {m ∈ M s.t. xm = 0 ∀x ∈ g}

as the fixed points. We have thus exhibited a vector-space isomorphism Z(g) ∼= (Sg)g, and so to
study Z(g) we will begin by studying (Sg)g. Pick any Lie group G with Lie(G) = g. Then it acts
on g via the adjoint action, and hence on Sg,Ug, and we prefer to write the fixed points as fixed
points of this group action.

Henceforth we suppose that g is semisimple. The Killing form identifies g ∼= g∗ as g-modules,
so (S(g∗))G ∼= (Sg)G. We remark that (S(g∗))G is precisely the space of G-invariant polynomials
on g. We choose a triangular decomposition g = n− ⊕ h ⊕ n+. Let H ⊆ G be the subgroup with
Lie(H) = h. Let r : S(g∗) → S(h∗) denote the restriction map. We suppose moreover that we are
working over an algebraically closed field K of characteristic 0.

8.1.1.3 Lemma 1. Im r ⊆ S(h∗)W , where W is the corresponding Weyl group.

2. r is injective.

Proof 1. We denote by NG(h) the normalizer of h under Ad : G y g. As is well-known,
W ∼= N (h)/H; H is commutative and so acts on h = Lie(H) trivially, and the action W y h
is precisely the action of Ad : N (h) y h. If a polynomial on g is G-invariant, then in particular
its restriction to h is N (h)-invariant.

2. Any semisimple element is conjugate under the adjoint action to some element of h. Denote
by gss the set of semisimple elements; it is dense in g. Let f be a G-invariant polynomial on
g. If f(h) = 0, then f(gss) = 0, so f(g) = 0. So ker r = 0. �

8.1.1.4 Proposition The map r : S(g∗)G → S(h∗)W is an isomorphism.

Proof After Lemma 8.1.1.3, it suffices to show that r is surjective. We pick fundamental weights
ω1, . . . , ωn for g, and think of them as coordinate functions on h. Then S(h∗) has a basis ωa11 · · ·ωann ,
and S(h∗)W is spanned by

¶∑
w∈W w

Ä
ωa11 · · ·ωann )

©
. We claim that S(h∗)W is generated as an

algebra by
¶∑

w∈W w(ωmi ) s.t. m ∈ Z≥0

©
.

To prove this claim, we use the following polarization formula. Let x1, . . . , xn be coordinate
functions on Kn, and K[x1, . . . , xn] the corresponding ring of polynomials. Then Γ = (Z/2)n−1 acts
on K[x1, . . . , xn] by pi : xj 7→ (−1)δijxj , where p1, . . . , pn−1 are the generators of Γ. There is a
homomorphism sign : Γ→ (Z/2) = {±1} given by pi 7→ −1. Then:∑

γ∈Γ

sign(γ) γ(x1 + · · ·+ xn)n = 2n−1 n!x1 · · ·xn (8.1.1.5)
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Indeed, the left-hand-side is homogeneous of degree n, but the only monomials that can appear
must be of odd degree in each variable x1, . . . , xn−1, by anti-symmetry under the Γ action. To
prove the claim, we apply equation (8.1.1.5) to xi = ωaii , and thus obtain ωa11 . . . ωann .

Then to prove surjectivity, it suffices to show that for eachm ∈ Z≥0 and ωi a fundamental weight,∑
w∈W w(ωmi ) ∈ Im r. But if V is a finite-dimensional representation of g, trV (gm) ∈ S(g∗)G, since

tr is ad-invariant. Let V = L(λ) with λ ∈ P+, then:

trL(λ)(h
m) =

∑
w∈W

w
Ä
λ(h)m

ä
+
∑
µ∈P+

µ<λ

dµ,λw
Ä
µ(h)m

ä
for some constants dµ,λ. Thus we can complete the proof by induction on P+ to conclude that each∑
w∈W w

Ä
λ(h)m

ä
is in Im r. �

8.1.1.6 Remark We proved S(g∗)G ∼= S(h∗)W , but we are actually interested in Z(g) = UgG. We
proved that Z(g) ∼= S(g∗)G as graded vector spaces, but not as rings. In fact, the arguments above
show that grZ(g) ∼= S(h∗) as rings, but there are many commutative filtered rings that are not
isomorphic to their associated graded rings. ♦

8.1.1.7 Definition Let g be a semisimple Lie algebra over K an algebraically closed field of char-
acteristic 0. Pick a triangular decomposition g = n− ⊕ h⊕ n+, and use PBW to write Ug = Un⊗
Uh⊗Un+, as vector spaces and in fact as h-modules. Then Ugh = Uh⊕

Ä
n−(Un−)⊗Uh⊗(Un+)n−

ä
.

The Harish-Chandra homomorphism θ : Z(g)→ Sh is:

Z(g) = UgG ↪→ Ugh = Uh⊕
Ä
n−(Un−)⊗ Uh⊗ (Un+)n−

ä
� Uh = Sh

The surjection simply forgets the second direct summand, and the final equality uses the commuta-
tivity of h.

So far θ is simply a homomorphism of filtered vector spaces.

8.1.1.8 Example Let g = sl(2), given by x, h, y, with the Killing form (h, h) = 8, (x, y) = 4. Then

Ω = 1
8h

2 + 1
2(xy+ yx) = h2

8 + h
4 + yx

2 . But when we apply the Harish-Chandra projection, we have:

θ(Ω) = h2

8 + h
4 = 1

8

(
(h+ 1)2 − 1

)
. ♦

Recall that Sh = K[h∗], the algebra of polynomial functions on h∗, and that max SpecC[h∗] = h∗.
Let θ∗ : h∗ → Spec(Z(g)) be the dual map on Spec to the Harish-Chandra homomorphism θ. I.e.
θ∗(λ) = λ◦θ ∈ Hom(Z(g),C). In particular, θ∗(λ) is some sort of character on g, and so we change

notation slightly writing χλ
def
= θ∗(λ).

8.1.1.9 Lemma If z ∈ Z(g), then z|M(λ) = χλ(z) id, where M(λ) is the Verma module with
highest weight λ.

Proof We have z = θ(z) + yx, where y ∈ Ug and x ∈ n+, but if v is the highest vector of M(λ),
then n+v = 0, so zv = θ(z) v. Let θ(z) = p(λ) ∈ C[h∗]. The claim follows from the fact that
hv = λ(h) v for all h ∈ H. �



178 CHAPTER 8. FURTHER TOPICS IN ALGEBRAIC GROUPS

8.1.1.10 Corollary θ is a homomorphism of rings. �

We will now describe the image of θ.

8.1.1.11 Definition The shifted action of W on h∗ is λw
def
= w(λ+ ρ)− ρ.

8.1.1.12 Lemma Define Sαi
def
= {λ ∈ h∗ s.t. λ(hi) ∈ Z≥0}. If λ ∈ Sαi and µ = λsi, then:

Homg(M(µ),M(λ)) 6= 0.

Proof We have λ(hi) = ki and (λ + ρ)(hi) = ki + 1. Let v′ = yki+1
i v, where v is the highest

weight vector of M(λ). Then n+v′ = 0, and hv′ = µ(h) v′. It follows that 0 6= Homb(Cµ,M(λ)) ∼=
HomUg(Ug⊗Ub Cµ,M(λ)), but Ug⊗Ub Cµ = M(µ). �

8.1.1.13 Proposition We have θ(Z(g)) ⊆ C[h∗]Wsh, by which we mean the fixed points of the
shifted action.

Proof Pick up a simple root αi, and let si ∈W be its reflection. Suppose that λ ∈ Sαi as defined
in Lemma 8.1.1.12. Then χλ = χλsi , as by Lemma 8.1.1.9 each acts centrally on the corresponding
Verma module and there is a nontrivial homomorphism. So if f ∈ Im θ, then f(λ) = f(λsi) for all
λ ∈ Sαi . But the set Sαi is the union of countably many hyperplanes, so is Zariski dense in h∗;
therefore f(λ) = f(λsi) for any λ ∈ h∗. This checks it on the simple reflections, and so W -invariance
follows. �

8.1.1.14 Theorem (The Harish-Chandra isomorphism)
The Harish-Chandra map θ : Z(g)→ K[h∗]Wsh is an isomorphism.

Proof The proof goes by going from filtered rings to graded rings. Recall that if A is a filtered
K-algebra — A =

⋃∞
i=0Ai with AiAj ⊆ Ai+j and each Ai is a vector space — then we define the

associated graded ring grA =
⊕

i(Ai/Ai−1). Moreover, suppose that we have two filtered rings
A,B and a homomorphism θ : A → B that preserves filtrations. Then we can define the map
gr θ : grA→ grB. Recall the following two fundamental facts:

1. gr θ is a homomorphism; i.e. gr is a functor from filtered algebra to graded algebras.

2. If gr θ is an isomorphism, then so was θ, at least when all the graded components are finite-
dimensional.

Neither is hard to check. But by Proposition 8.1.1.4, r : (Sg∗)G → (Sh∗)W is an isomorphism, and
with the Killing form we have (Sg∗)G ∼= (Sg)G and (Sh∗)W ∼= (Sh)W . But gr(Ug)G = (Sg)G and
gr(Sh)Wsh = (Sh)W , and gr θ = r.

(Sh)Wsh (Sh)W (Sh∗)W

(Ug)G (Sg)G (Sg∗)G

gr

gr

∼
(,)

∼
(,)

θ ∼r

�
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8.1.1.15 Remark The converse to statement 2. above is not true, in the following sense: You can
have a filtered homomorphism A→ B that is an isomorphism of algebras but not an isomorphism
of filtered algebras, and it generally will not induce an isomorphism grA→ grB. ♦

8.1.1.16 Remark A more general statement, the Duflo theorem, asserts that there is an isomor-
phism (Sg)G ∼= Z(g) of rings. Bar-Natan proved this provided g has an invariant form (, ). **Cite,
and provide more citations for the general case.** ♦

8.1.2 Exponents of a semisimple Lie algebra

We can now start to study Z(g) when g is semisimple in earnest. We recall the following fact from
the theory of geometric invariants; c.f. [Ser09, Spr77]:

8.1.2.1 Proposition Suppose that the action of a finite group W on some vector space h is gen-
erated by reflections. Then S(h)W is isomorphic to a polynomial ring K[f1, . . . , fn], where each fi
is homogeneous within the grading on Sh, and n = dim h. �

8.1.2.2 Corollary Z(g) is isomorphic to a polynomial ring of n variables, where n = rank g. �

8.1.2.3 Lemma / Definition Let g be a semisimple Lie algebra. The degrees m1, . . . ,mn of ho-
mogeneous generators f1, . . . , fn of Z(g) ∼= (Sg)Wsh are the exponents of g. They satisfy:

m1 · · · · ·mn = |W | (8.1.2.4)

m1 + · · ·+mn =
1

2
(dim g + n) (8.1.2.5)

We will always order the exponents by increasing degree: m1 ≤ m2 ≤ · · · ≤ mn.

8.1.2.6 Remark The isomorphism Z(g)
∼→ (Sh)Wsh depended on choosing a triangular decom-

position for g — indeed, even defining h and Wsh require such a choice. But any two triangular
decompositions are conjugate, so the set of exponents is well-defined. ♦

Proof In S(h)W we have:

R(t) =
∞∑
k=0

dimSk(h)W tk =
n∏
i=1

1

1− tm1
(8.1.2.7)

If V is a linear representation of W , then:

dimV W =
1

|W |
∑
w∈W

trV w (8.1.2.8)

It more or less follows that:

R(t) =
1

|W |
∑
w∈W

1

det(1− wt)
(8.1.2.9)
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And comparing equations (8.1.2.7) and (8.1.2.9) gives:

n∏
i=1

1

1− tm1
=

1

m1 . . .mn(1− tn)
+

∑
(mi − 1)

2m1 . . .mn(1− t)n−1
+ . . .

whereas
1

|W |
∑
w∈W

1

det(1− wt)
=

1

|W |(1− t)n
+

1

|W |
∑

reflections

1

2(1− t)n−1

Thus,
∑

(mi − 1) = number of reflections. �

8.1.2.10 Example In G2 we have m1m2 = 12 and m1 +m2 = 1
2(14 + 2) = 8. But we always have

m1 = 2, because we always have a Casimir element. So m2 = 6. ♦

8.1.2.11 Example In sl(n) = An−1 we have m1 · · ·mn−1 = n! and m1 + · · ·+mn−1 = n2−1+n−1
2 =

n2+n
2 − 1. You can solve this. One solution is m1 = 2, m2 = 3, . . . , mn−1 = n. One possible set of

generators of S(g∗)G is the traces trx2, trx3, . . . , trxn.

Of course the set of generators is not unique. A second option is to take the characteristic
polynomial det(X − t id) and take the coefficients. ♦

8.1.2.12 Example The groups Bn and Cn must have the same exponents, because the Weyl
groups are the same. We have Bn = O(2n + 1), and dim g = (2n+1)2n

2 = (2n + 1)n. What is the
order of the Weyl group? Well, W = Sn o Zn2 . So:

m1 · · ·mn = 2n n! (8.1.2.13)

m1 + · · ·+mn = (n+ 1)n (8.1.2.14)

So the obvious solution is 2, 4, . . . , 2n.

So what are they? We can still take the generators from sln. But some of those vanish: the
traces of odd powers of skew-symmetric matrices are 0. So we have trx2, . . . , trx2m. ♦

8.1.2.15 Example Finally, let’s look at Dn = o(2n) = {skew-symmetric matrices of size 2n}.
Then dim g = n(2n− 1), and m1 + · · ·+mn = 1

2(dim g+n) = n2. Also, m1 · · ·mn = |W | = 2n−1n!.
So when you start looking for the most reasonable solution, it is 2, 4, . . . , 2(n − 1) and one more:
n, somewhere in the middle.

So, think of x as a skew-symmetric matrix. Then fk(x) = tr(x2k) are invariant as before. But
if we take 2k = 2n, then we might as well take the determinant, but the n is actually the Pfaffian
of x, which is a polynomial Pf(x) =

√
detx.

Why is Pf(x) a polynomial? Think of x as a matrix of some skew-symmetric form on C2n.
Then by linear algebra, if x is nondegenerate, then in some basis it has a canonical form

Ä
0 1n
−1n 0

ä
.

So in general, we have x = yT
Ä

0 1n
−1n 0

ä
y, and so detx = (det y)2. ♦

We now explain how to calculate the exponents of any semisimple Lie algbera.
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8.1.2.16 Lemma / Definition Let g be a semisimple Lie algebra with its standard generators
x1, . . . , xn, h1, . . . , hn, y1, . . . , yn. Let x = x1 + · · ·+ xn. There exists a unique h ∈ h such that the
αi(h) = 2 for all simple roots α1, . . . , αn. Write h = c1h1 + · · ·+cnhn, and let y = c1y1 + · · ·+cnyn.
Then {x, h, y} is an sl2 triple, the principal sl(2) in g.

In the adjoint action of the principal sl(2) on g, α(h) is even, and so every irreducible sl(2)-
representation appearing in g has a one-dimensional 0-weight space. Since h is regular, gh = h.
Therefore the number of sl(2)-irreducible components is exactly the rank of g. �

8.1.2.17 Example In sl3, we have x =
(

0 1
0 1

0

)
, h =

(
2

0
−2

)
, and y =

(
0
2 0
0 2 0

)
. So we see that

sl3 = sl2 ⊕ V4. ♦

Decompose g into irreducible representations of its principal sl(2): g = Vp1 ⊕ · · · ⊕ Vpn with
p1 ≤ · · · ≤ pn, where by definition dimVp = p+1. Then

∑n
i=1(pi+1) = dim g, and so

∑n
i=1

Ä
pi
2 +1

ä
=

1
2(dim g + n). So the numbers pi

2 + 1 satisfy the same relation as the exponents. In fact:

8.1.2.18 Proposition mi =
pi
2

+ 1

Therefore to compute the exponents of a semisimple Lie algebra g you need only to decompose
ad : sl(2) y g into irreducibles. This is a little bit of work, but you know all the weights, so you
know how to do it.

Proof Let v1, . . . , vn be the lowest weight vectors in the components Vp1 , . . . , Vpn . These are
precisely the vectors that are killed by y ∈ sl(2), and so gy = Kv1 ⊕ · · · ⊕ Kvn. We consider the
slightly bigger space M = Kx⊕ gy. This is a linear subspace of g with dimension n+ 1. Moreover,
M comes with specified coordinates t0, . . . , tn : M → K, so that any vector in M is of the form
t0x + t1v1 + · · · + tnvn. So let φ : M ↪→ g be the injection, and we are going to study the map
φ∗ : K[g]G ↪→ K[g]→ K[M ] = K[t0, t1, . . . , tn], where by K[V ], of course, we mean the algebra SV ∗
of polynomial functions on V .

We claim that φ∗ is injective. Consider the map γ : G ×M → g given by first embedding
and then acting: g × (t0, . . . , tn) 7→ (Ad g)(t0x+ t1v1 + · · ·+ tnvn). We first compute the image of
dγ|e,1,0,...,0 : g⊕M → g, where e is the identity element in G:

Im dγ|e,1,0,...,0 = gy ⊕ adg(x) = gy ⊕ [x, g] = g.

Therefore γ is locally a surjective map. If we are working over K = C, then it follows that Im γ
contains a topologically open subset of g, and hence is Zariski-dense in g. If we are working over
some other field K, we can use the fact that if an algebraic map between affine spaces has surjective
derivative, then the image is Zariski dense; see [FH91]. Either way, Im γ = G · M is Zariski
dense in g, and so if f ∈ S(g∗)G, then f |M = 0 implies f |G·M = 0 so f = 0. This proves that
φ∗ : K[g]G → K[M ] is injective.

Actually, the above argument proves a bit more. Consider the map γ′ : G × gy → g given
by γ′(g, v) = γ(g, x + v). Then dγ′|e,0 : g ⊕ gy → g is still a surjection, and so the composition

K[g]G
φ∗→ K[M ]

ev t0=1→ K[gy] = K[t1, . . . , tn] is an injection.
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Let f1, . . . , fn generateK[g]G = K[h]W ; they are algebraically independent by Proposition 8.1.2.1.
By injectivity, φ∗(f1)(1, t1, . . . , tn), . . . , φ∗(fn)(1, t1, . . . , tn) ∈ K[t1, . . . , tn] are also algebraically in-
dependent. It follows that we can set up a bijection between {t1, . . . , tn} and {f1, . . . , fn} so that
each ti appears with non-zero exponent in a non-zero monomial in the corresponding φ∗(fj).

On the other hand, adh acts as some diagonal matrix on M , because x and all vis are eigenvec-
tors. As a vector field, the action is:

adh = 2t0
∂

∂t0
−

n∑
i=1

piti
∂

∂ti
(8.1.2.19)

where [h, vi] = −pivi because vi is the lowest vector of Vpi . So:

adh
Ä
φ∗(f)

ä
= 0 ∀f ∈ S(g∗)G (8.1.2.20)

So for each ti, take the corresponding φ∗(fj), and suppose that the monomial in which ti ap-

pears is c td00 · · · tdnn . By equation (8.1.2.19), all monomials are eigenvectors for adh, and by equa-
tion (8.1.2.20), 2d0 =

∑n
k=1 pkdk. However, φ∗ is degree non-increasing: deg fj ≥

∑n
k=0 dk ≥

d0 + 1 ≥ pi
2 + 1.

By assumption, we ordered our generators so that deg f1 ≤ · · · ≤ deg fn, and p1 ≤ · · · ≤ pn.
Thus for each i we have deg fi ≥ pi

2 + 1. However,
∑

deg fi = 1
2(dim g+ n) =

∑Äpi
2 + 1

ä
, and so we

must have equality deg fi = pi. �

8.1.2.21 Corollary We can choose f1, . . . , fn so that φ∗(fi) = t
pi/2
0 ti + poly(t0, t1, . . . , ti−1).

8.1.2.22 Corollary The differentials df1, . . . ,dfn are linearly independent at x = (1, 0, . . . , 0).

8.1.3 The nilpotent cone

8.1.3.1 Lemma / Definition The nilpotent cone in a Lie algebra g is N
def
= {z ∈ g s.t. ad(z) is nilpotent}.

It is closed under scalar multiplication. If g is semisimple, then z ∈ N if and only if z acts nilpo-
tently on any finite-dimensional representation. Then the traces of all powers are 0: for any
π : g→ gl(V ) we have trV π(z)m = 0 for all m. �

8.1.3.2 Definition The centralizer of z ∈ g is Cg(z) = ker ad(z) = Stabad(z). Recall Lemma/Definition 5.3.1.15:
an element z ∈ g is regular if its adjoint orbit has maximal dimension, or equivalently if its cen-
tralizer has minimal dimension. When g is semisimple, this dimension is not less than the rank n.
We define Nreg = {z ∈ N s.t. dim Cg(z) = n}.

8.1.3.3 Lemma Let g be semisimple. If z ∈ N , then G · z, the orbit under the adjoint action,
intersects n+ nontrivially.

For g = sln, this is more or less trivial, by Jordan form: for any nilpotent z, there is a flag so that
z moves along the flag. We essentially reproduce that argument in the general setting:
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Proof We claim that there is u ∈ g such that [u, z] = z. For this, we need to show that z ∈ Im ad(z).

But we have the Killing form, so Im ad(z) =
Ä
ker ad(z)

ä⊥
. Let gk = Im ad(z)k. Pick a ∈ ker ad(z);

then ad(a) commutes with ad(z), so [a, gk] ⊆ gk. So we have:

ad(z) =

Ö
0 ∗ ∗
0 0 ∗
0 0 0

è
ad(a) =

Ö
∗ ∗ ∗
0 ∗ ∗
0 0 ∗

è
But then tr

Ä
ad(a) ad(z)

ä
= 0, which is to say a ⊥ z, an so z ∈

Ä
ker ad(z)

ä⊥
= Im ad(z).

So pick u ∈ g with [u, z] = z. Recall Lemma/Definition 5.3.2.2: we can write u = us + un with
us semisimple, un nilpotent, and us, un ∈ C[u]. Then in particular ad(un) is some polynomial in
ad(u), and so acts on z by some scalar, but the only nilpotent scalar is 0. So we can pick u = us
to be semisimple.

But then u ∈ h′ for some Cartan subalgebra h′. So there is g ∈ G with Ad(g)u ∈ h. But Ad(g)
is an automorphism of g, and so [Ad(g)u,Ad(g)z] = Ad(g)z, so we can pick g with Ad(g)z ∈ n+,
by picking a triangular decomposition so that u is in the positive part of h′. �

8.1.3.4 Corollary All G-invariant functions are constant on N .

Proof Pick z ∈ N and u ∈ g such that [u, z] = z. Then Ad(tu)z = etz, and in particular
0 ∈ {Ad(tu)z}t∈K ⊆ G · z. So a G-invariant function takes the same value at z as at 0. �

8.1.3.5 Proposition Let g be a semisimple Lie algebra, N its nilpotent cone, and I the ideal in
C[g] generated by the functions f1, . . . , fn of Lemma/Definition 8.1.2.3. Then:

1. N is irreducible, with vanishing ideal I(N ) = I.

2. Nreg = G · x, where {x, h, y} is the principal sl2 from Lemma/Definition 8.1.2.16.

3. dim N = dim g− n

Proof Lemma 8.1.3.3 gives that N = G · n+. Let B = NG(n+) be the normalizer of n+ in G;
its Lie algebra is Lie(B) = b+ = h ⊕ n+. Then dim(B · x) = dimB − n = dim n+. Therefore,
B · x = n+, and so G · x = N . But G is a connected group, and so G · x is irreducible.

By Corollary 8.1.3.4, f1, . . . , fn ∈ I(N ), and so we only need to show that
√
I = I. But this

follows from Corollary 8.1.2.22: if
√
I 6= I, then some dfi would have to depend on the others at

some point. �

8.1.3.6 Example When g = sln, then N consists of the nilpotent n×n matrices. The SL(n)-orbit
of a matrix is determined by its Jordan form. So the SL(n)-orbits are in one-to-one correspondence
with unordered partitions of n. ♦

8.1.3.7 Theorem (Ug is free over its center)
Let g be a semisimple Ug is free as a module over its center Z(g).
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Proof We will prove this in three steps. Our strategy will be to show in Steps 1 and 2 that S(g∗)
is free as an S(g∗)G-module. Then in Step 3 we will conclude the result via the filtered-graded
yoga.

Step 1 Pick up q1, . . . , qm ∈ S(g∗) which are linearly independent on G · x. Then we will show
that there exists Zariski-open U ⊆ g, U 3 x such that q1, . . . , qm are linearly independent on
G · z for any z ∈ U .

This fact uses just a little algebraic geometry. In fact, for every z ∈ g, define the obvious
map φz : G → G · z, g 7→ Adg(z). Then there is a dual map. The linear independence is
equivalent to the statement that rankφ∗x(q1, . . . , qm) = m. But rankφ∗z(q1, . . . , qm) = m is a
Zariski-open condition in z, as it is the statement that certain minors are non-zero.

Step 2 Let I be as in Proposition 8.1.3.5. It is a graded vector subspace of S(g∗), and we pick
a splitting S(g∗) = I ⊕ Y of graded vector subspaces. We will prove that the multiplication
map µ : S(g∗)G ⊗ Y → S(g∗) is an isomoprhism.

We first prove that µ is surjective. Let p : S(g∗) → Y be the projection induced by the
splitting. Then for q ∈ Sk(g∗), we have q · p(q) = f1q1 + · · · + fnqn with deg qi < k. So we
can proceed by induction.

To prove injectivity, we argue as follows: Any element of S(g∗)G⊗Y is of the form
∑m
i=1 si⊗qi,

with si ∈ S(g∗)G and qi ∈ Y , and we can chose it so that q1, . . . , qm are linearly independent.
Then suppose that µ

Ä∑m
i=1 si ⊗ qi

ä
=
∑
siqi = 0. Since q1, . . . , qm are linearly independent

on G · x, they are linearly independent on G · z for z ∈ U , by Step 1. On the other hand, the
si are constant on any orbit, because they are invariant. So then si|G·z = 0 because the qi
are linearly independent. But then si = 0, because U is Zariski-open and hence dense.

Step 3 Let σ : S(g∗)
∼→ Sg ↪→ T g� Ug, where the first map is the Killing form, the second is by

symmetrization, and the last is defining. This is a homomorphism of g-modules. Consider
the multiplication map µ̃ : Z(g) ⊗ σ(Y ) → U(g); then µ = gr µ̃. Since µ is an isomorphism,
so is µ̃. �

8.1.3.8 Remark When we choose the orthogonal complement Y on Step 2 above, we can make it
g-invariant by induction on degree. If we do this, then Y ∼= C[N ] as G-modules. ♦

Our motivation for studying the geometry of the nilpotent cone is the following:

8.1.3.9 Lemma / Definition Let g be a Lie algebra over C, M ∈ Irr g, and z ∈ Z(g). Then z acts
on M as a scalar: M picks out an algebra homomorphism |M : Z(g) → C. Given χ ∈ SpecZ(g),
the category of irreducible representations M with |M = χ is the block (Irr g)χ. If M ∈ (Irr g)χ,

then (kerχ)(M) = 0 and so (Ug)(kerχ)(M) = 0. We define Uχ(g)
def
= Ug/(Ug kerχ). �

8.1.3.10 Remark The Hilbert-Poincaré series of Uχ(g) is independent of the choice of χ : Z(g)→
C. In fact, grUχ(g) ∼= S(g∗)/〈f1, . . . , fn〉 = C[N ], and Uχ(g) and C[N ] are isomorphic as G-
modules. ♦

8.1.3.11 Remark As an algebra, Uχ(g) depends on χ and is non-commutative. So each χ ∈
SpecZ(g) gives a quantization of C[N ]. We will discuss quantizations in **Part 2**. ♦
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8.1.4 Peter-Weyl theorem

8.1.4.1 Remark Recall that any semisimple simply-connected Lie group over C is algebraic and
has a faithful finite-dimensional algebraic representation. However, this fails over R. For example,
it’s easy to see directly that π1 SL(2,R) = Z, and so the simply-connected cover of SL(2,R) has
infinite discrete center, which in particular cannot be Zariski-closed. So the simply-connected cover
of SL(2,R) is not an algebraic group over R. ♦

8.1.4.2 Definition Let G be an algebraic group. The regular representation of G is the algebra of
functions C[G]. It is a G × G module: if f ∈ C[G], then we set (g1, g2)f |x = f(g−1

1 xg2). Each G
action centralizes the other.

8.1.4.3 Definition Suppose we have groups G,H and modules GyM and H y N . The exterior
tensor product M �N is the vector space M ⊗N with the obvious G×H action.

The following fact is well-known:

8.1.4.4 Theorem (Peter-Weyl theorem for finite groups)
Let G be a finite group. Then C[G] =

⊕
irreps of G V � V

∗ as G×G modules. �

Certainly any finite group is algebraic, and in fact the same statement holds for affine algebraic
groups. We will prove:

8.1.4.5 Theorem (Peter-Weyl theorem for algebraic groups)
Let G be a connected simply-connected semisimple Lie group over C. As G×G modules, we have:

C[G] =
⊕
λ∈P+

L(λ)� L(λ)∗

8.1.4.6 Remark The statement and proof hold for reductive groups, but we haven’t defined
those. ♦

Before giving the proof, we recall the following:

8.1.4.7 Lemma / Definition Let G be a semisimple Lie group over C with Lie algebra g, and let
h be a choice of Cartan subalgebra. The maximal torus is H = (NG(h))0, the connected component
of the normalizer in G of h. Then Lie(H) = h, and H is a torus: H ∼= C× × · · · × C×. The
exponential map exp : h → H is a homomorphism of abelian groups. We set Γ = ker exp. It is a
lattice, or (discrete) free finite-rank abelian group.

We set Ĥ to be the set of all 1-dimensional (irreducible) representations of H. The set of irreps
of h is just h∗. The map exp∗ : Ĥ ↪→ h∗ corresponds to the subset:

Ĥ = {λ ∈ h∗ s.t. 〈λ,Γ〉 ⊆ Z}

Moreover, Ĥ is an abelian group, because we can tensor representations. When G is simply-
connected, Ĥ = P .

Any torus satisfies a Peter-Weyl theorem: C[H] =
⊕

Φ∈Ĥ CΦ. Suppose that G is simply-
connected, and let Cλ be the one-dimensional representation of H corresponding to λ ∈ P . Then
C−λ = C∗λ and C[H] =

⊕
λ∈P+ Cλ � C−λ as H ×H-modules. �
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Proof (of Theorem 8.1.4.5) Since G has a faithful algebraic representation G ↪→ End(V ), C[G]
is a quotient of C[End(V )] by some invariant ideal, and C[End(V )] = S(V ⊗ V ∗) is a direct
sum of finite-dimensional G × G representations. So C[G] decomposes as a direct sum of finite-
dimensional irreducible representations. If G1, G2 are semisimple Lie groups with weight lattices
P1, P2, then the weight lattice for G1 ×G2 is just P1 × P2, and the irreducible representations are
L(λ× µ) = L(λ)� L(µ). So we are interested in HomG×G

Ä
L(λ)� L(µ),C[G]

ä
for λ, µ ∈ P+.

When L(µ) = L(λ)∗, there is a distinguished map jλ : L(λ) � L(λ)∗ ↪→ C[G], the matrix
coefficient, defined by:

jλ(v ⊗ ϕ) (g) = 〈g−1v, φ〉

Then the sum of all matrix coefficients gives an injection
⊕

λ∈P+ L(λ) � L(λ)∗ ↪→ C[G]. To show
that there are no other direct summands requires a bit more preparation.

Let g = n−⊕ h⊕ n+, and let N± be the group with Lie algebra n±. Let H denote the maximal
torus of Lemma/Definition 8.1.4.7. Then multiplication gives an algebraic map N+×H×N− → G
with Zariski-dense image, the big Bruhat cell N+HN−.

Pick λ, µ ∈ P+ and ψ ∈ HomG×G
Ä
L(λ)�L(µ),C[G]

ä
. Let v be a highest vector in L(λ) and let

w be a lowest vector in L(µ). Then N+v = v and N−w = w. Suppose that ψ(v ⊗ w) = f ∈ C[G].
Then for any n± ∈ N± and any g ∈ G we have f(n+gn−) = f(g). But f is determined by its
values on any Zariski-dense set, e.g. N+HN−, and so f is determined by its values on H.

Moreover, we know what happens to the vectors when we multiply them by elements of the
torus. Let h ∈ h. Then (exph)v = eλ(h)v and (exph)w = eµ

′(h)w, where µ′ is the lowest weight of
L(µ). So f

Ä
(exph1)h(exph2)

ä
= eλ(−h1)eµ

′(h2)f(h) for h ∈ H and h1, h2 ∈ h. On the other hand,
H is commutative, so we must have µ′ = −λ and f |H ∈ Cλ � C−λ, which is one-dimensional. But
the irrep with lowest weight −λ is L(λ)∗.

Therefore:

dim HomG

Ä
L(λ)� L(µ),C[G]

ä
=

{
1, L(µ) = L(λ)∗,

0, otherwise. �

As a corollary, we return to our earlier discussion of Ug and the nilpotent cone:

8.1.4.8 Proposition As in Remark 8.1.3.8, choose the space Y in Step 2 of the proof of Theo-
rem 8.1.3.7 to be g-invariant. Then Y decomposes as:

Y =
⊕
λ∈P+

L(λ)⊕mλ

where the multiplicities are mλ = dimL(λ)0 = dimL(λ)h.

For example, mλ 6= 0 implies that λ ∈ Q. This is not surprising: only the root lattice appears
as weights of Ug.

8.1.4.9 Example When g = sl(2), each representation of even weight appears with multiplic-
ity 1. ♦

To prove Proposition 8.1.4.8, we first give a series of lemmas, many of which are of independent
interest. The idea of the proof is as follows: G ·x is not closed, but we can deform it to G ·h which
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is, where h is from the principal sl(2), and hence a semisimple element. Then we will prove that
Y ∼= C[G · h]. This kind of approach that doesn’t always work; it’s rather specific to this situation.

8.1.4.10 Lemma If z ∈ gss (the semisimple elements), then the adjoint orbit G · z is closed.

Proof Suppose z′ ∈ G · z. If p(t) is the minimum polynomial for ad(z), then it also annihilates
ad(z′). So the minimum polynomial of z′ can only have smaller degree. The characteristic poly-
nomials are the same: det(ad(z) − t) = det(ad(z′) − t), because the characteristic polynomial is
invariant, so constant on orbits, and one is in the closure of the orbit of the other. Therefore all
multiplicities of eigenvalues are the same, and in particular the multiplicities of the zero eigenvalue
are the same. Then dim ker ad(z′) = dim ker ad(z). So dimG · z = dimG · z′, and hence z′ ∈ G · z.�

8.1.4.11 Lemma Let h ∈ g correspond to the principal sl(2), and let r : C[g] → C[G · h] be the
restriction map. Then r : Y → C[G · h] is an isomorphism.

Proof Surjectivity follows from the fact that on an orbit r(fi) are constants. Injectivity is the
interesting part. Remember that Y is graded; so pick up q1, . . . , qm ∈ Y homogeneous and linearly
independent. We want to show that their images r(q1), . . . , r(qm) are also linearly independent.

So assume the opposite. We use the notation φ from Step 1 of the proof of Theorem 8.1.3.7; then
φh : G → g∗ birationally. By the assumption dimφ∗h(q1, . . . , qm) < m. We can multiply h by any
constant: because each qi is homogeneous, we have for any t ∈ C× that dimφ∗th(q1, . . . , qm) < m.
On the other hand, you can check that th+x ∈ G ·th. So dimφ∗th+x(q1, . . . , qm) < m. But this rank
is a semicontinuous function, so we can take t = 0: dimφ∗x(q1, . . . , qm) < m. But then q1, . . . , qm
are linearly dependent on G · x, and therefore on N . But this is a contradiction: Y → C[N ] is an
isomorphism. �

8.1.4.12 Remark This was a good trick. You see what happened: you have generic orbits, which
are closed, because they are maximal dimension. And then you have nongeneric orbits, but they
are still in the families. ♦

8.1.4.13 Lemma StabG(h) = H.

Proof First of all, h is the centralizer of h in g. So NG(h) ⊆ StabG(h). But NG(h)/H ∼= W and
StabW h = {e} by regularity. �

Proof (of Proposition 8.1.4.8) The map ξ∗ : C[G · h] ↪→ C[G] dual to ξ : G � G · h is a
homomorphism of (left) G-modules. By Lemma 8.1.4.13 we identify G/H ∼= G · h, and Im ξ∗ =
{f ∈ C[G] s.t. f(xg) = f(x) ∀g ∈ H}. Then:

C[G]Hright ∼=
Ä⊕

L(λ)� L(λ)∗
äHright ∼=

⊕
L(λ)� L(λ)H ,

as (L(λ)∗)H ∼= L(λ)H . �
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8.1.5 General facts about algebraic groups

Strangely, there is no course about algebraic groups here. As we will see in the semisimple case,
compact groups and algebra groups are the same thing, but this does not cover the characteristic-p
case, or even nilpotent groups. Certain things are easier to do in the framework of algebraic groups,
and certain things are easier in the Lie framework.

We pick K algebraically closed and characteristic 0. An (affine) algebraic group is an algebraic
variety G with group structure m : G × G → G, i : G → G that are all morphisms of algebraic
varieties. Then it’s clear that the shift maps (left- and right-multiplication) are algebraic.

Some facts:

8.1.5.1 Proposition If f : G → H is a homomorphism of algebraic groups, then its image is
Zariski-closed.

Henceforth, “closed” means Zariski-closed.

Proof We will use the following fact from algebraic geometry. For any algebraic map of varieties
f : X → Y , the image f(X) contains an open dense set inside f(X).

So, let U ⊆ f(G) open with U = f(G). Then for y ∈ f(G), we have yU ∩U non-empty, as it is
again Zariski-dense open. But then y ∈ U · U , and so f(G) = U · U = f(G). �

Let m : G×G→ G be the multiplication, and pull it back to ∆ : K[G]→ K[G×G] = K[G]⊗K[G]
via ∆f =

∑s
i=1 fi ⊗ f i where f(gx) =

∑s
i=1 fi(g)f i(x). But then the image of the action of the

group on K[G] lies in the span of finitely many functions: g · f(x) ∈ span{f i(x)}. Therefore:

8.1.5.2 Proposition Any finite-dimensional subspace W ⊆ K[G] (considered as a G-module with
respect to left translation) is contained in some G-invariant finite-dimensional subspace. �

8.1.5.3 Proposition If G is an algebraic group, then it has a finite-dimensional faithful represen-
tation.

Proof Use Proposition 8.1.5.2 to pick up regular functions that separate points — you can always
do this with finitely many of them — and consider the finite-dimensional invariant space containing
them. �

8.1.5.4 Proposition If H ⊆ G is a (Zariski-)closed subgroup, and both are algebraic, then H
has an ideal IH in K[G]. Then IH is clearly an H-invariant subspace. So we can ask about the
normalizer in G of IH . In fact, H = {g ∈ G s.t. f(gx) ∈ IH ∀f ∈ IH}. �

The following fact is true for semisimple Lie algebras (c.f. Lemma/Definition 5.3.2.2), but not
Lie algebras in general. Recall Theorem 4.2.5.1: if you pick any g ∈ GL(V ), then you can write
g = xs + xn, where xs is semisimple and xn is nilpotent, and [xs, xn] = 0. In fact, these conditions
uniquely pick out xs, xn, and it turns out that there are polynomials p, q depending on g so that
xs = p(g) and xn = q(g). Moreover, if g ∈ GL(V ), then xs is also invertible, although xn never is.
So we write g = xs(1 + x−1

s xn) = gsgn, and:
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8.1.5.5 Theorem (Group Jordan-Chevalley decomposition)
If g ∈ GL(V ), then it factors uniquely as g = gsgn where gs is semisimple and gs(gn−1) is nilpotent.
�

8.1.5.6 Proposition Pick an algebraic embedding G ↪→ GL(V ), and pick g ∈ G. Then it follows
from Theorem 8.1.5.5 that gs, gn ∈ G. Indeed, you write G = {g ∈ GL(V ) s.t. f(gx) = IG ∀f ∈
IG}. But then any polynomial of g leaves IG invariant. The elements gs, gn ∈ G do not depend on
the embedding G ↪→ GL(V ). �

8.1.5.7 Proposition This also all works in Lie algebras, where you think in terms of the adjoint
action by derivations: a Lie algebra of an algebraic group is closed under Jordan-Chevalley decom-
positions. So if you can present a Lie algebra that’s not closed under the JC decomposition, then it
is not algebraic. �

8.1.5.8 Example Let G =

ßÅ
1 y z
0 ex xex
0 0 ex

ã
s.t. x, y, z ∈ C

™
. The bottom corner is exp

Ä
x x
0 x

ä
, so this is

a closed linear group. But its Lie algebra consists of matrices of the form
( 0 y z

0 x x
0 0 x

)
=
(

0 0 0
0 x 0
0 0 x

)
+
( 0 y z

0 0 x
0 0 0

)
and so is not closed under the JC composition. So G is not an algebraic group. ♦

8.1.5.9 Proposition Let G be semisimple and connected G ⊆ GL(V ). Then G is algebraic.

Proof Look at the G-action in End(V ). Then End(V ) = g ⊕ m, and [g,m] ⊆ m, because any
representation of a semisimple group is completely reducible. So take the connected component
NGL(V )(g)0 of the normalizer:

NGL(V )(g) = {g ∈ GL(V ) s.t. gxg−1 ∈ g ∀x ∈ g}

Then NGL(V )(g) acts on g by automorphisms, and G ⊆ NGL(V )(g)0 as the inner automorphisms of
g. But it follows from Theorem 4.4.3.12 that the connected component of the Aut g consists of inner
automorphisms. So there is a projection NGL(V )(g)0 � G/center, and the kernel is the intersection
of the centralizer ZGL(V )(g) = {g ∈ GL(V ) s.t. gxg−1 = x ∀x ∈ g} with NGL(V )(g)0. And since
G is connected, g ∈ GL(V ) centralizes g only if it commutes with G, and we have presented the
connected component of the normalizer as a product:

NGL(V )(g)0 =
Ä
G/center

ä
×
Ä
ZGL(V )(g) ∩NGL(V )(g)0

ä
Moreover, ZGL(V )(g)0 ↪→ ZGL(V )(g)∩NGL(V )(g)0 as a normal subgroup with quotient the center of
G, and again this is a product. All together, we can construct a surjectionNGL(V )(g)0 � ZGL(V )(g)0

with kernel G. But both NGL(V )(g)0 and ZGL(V )(g) are algebraic subvarieties of GL(V ), and hence
so is the kernel. �

8.1.5.10 Proposition If V is any finite-dimensional representation of algebraic G, then we can
construct a canonical the map V ⊗V ∗ → K[G] corresponding to the coaction V ∗ → V ∗⊗K[G]. It is
injective, and gives a homomorphism of left G-modules V ↪→ K[G]⊗ V , where G acts on K[G]⊗ V
by multiplication in K[G] and trivially in V : K[G]⊗ V ∼= K[G]⊕ dimV . �

8.1.5.11 Remark In general, if your group is not reductive, then you can get finite-dimensional
representations of arbitrary length in Jordan-Holder series. ♦
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8.2 Homogeneous spaces and the Bruhat decomposition

8.2.1 Homogeneous spaces

Suppose we have an algebraic group G and a Zariski-closed subgroup H ⊆ G. Then X = G/H
makes sense as a topological space, and even, upon realizing G,H as Lie groups, X makes sense as
a manifold. How about as an algebraic variety? The problem in the algebraic case is that even if
G,H are affine, then X is not affine generally, and so we cannot just write down X as the spectrum
of something. Instead, we will use a trick due to Chevellay.

For the remainder of this section, we will not write the word “Zariski”: “closed” means “Zariski-
closed.” By “algebraic group” we mean “affine algebraic group.”

8.2.1.1 Proposition Let G be an algebraic group and H ⊆ G a closed subgroup. Then there exists
a representation V of G and a line ` ⊆ V such that H = StabG `.

Proof Recall Proposition 8.1.5.4: if IH ⊆ K[G] is the ideal of functions vanishing on H, then
H = StabG(IH) is the stabilizer of the ideal. Since K[G] is Noetherian, any ideal is finitely
generated; we pick up generators f1, . . . , fn of IH , and by Proposition 8.1.5.2 there exists a finite-
dimensional G-invariant subspace Ṽ ⊆ K[G] containing f1, . . . , fn.

We set W = IH ∩ Ṽ . It is an easy exercise to show that H = StabG(W ): it contains all the
generators. If dimW = d, then to get a line we can take powers. Set V = Ṽ ∧d, and ` = W∧d. It’s
immediate that H ⊆ StabG(`), and the reverse inclusion is almost as immediate. �

As a corollary, we have:

8.2.1.2 Definition The quotient G/H can be defined as the algebraic space X ∼= G · [`], where [`]
is the point in P(V ) corresponding to the line ` in V in Proposition 8.2.1.1. It is locally closed —
the image of an algebraic map — in P(V ), and hence a quasiprojective variety — something that
can be embedded in a projective space.

Now we will discuss the special case that H is normal. Then X is a group, and the point is
that it’s affine algebraic:

8.2.1.3 Proposition If H ⊆ G is closed and normal, then there exists a representation π : G →
GL(V ) such that H = kerπ.

In particular, G/H ↪→ GL(V ) will be closed, as any locally closed subgroup in a group is closed,
and so affine.

Proof We start with V ′ and `′ ⊆ V ′ a line such that H = StabG(`′), as in Proposition 8.2.1.1.
This choice defines a character χ : H → K by hv = χ(h)v, where v ∈ `. Recall that the set Ĥ of
characters of a normal subgroup H of G carries a G-action by (g · χ)(h) = χ(g−1hg).

For each η ∈ Ĥ we set V ′η
def
= {v ∈ V ′ s.t. hv = η(h)v ∀h ∈ H}, and we set W

def
=
⊕

η∈Ĥ V
′
η .

Then W is G-invariant, as G permutes the V ′ηs. Similarly, we construct V as a sum of matrix
algebras:

V
def
=
⊕

EndK(V ′η)
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We let G act via conjugation to construct the representation π : G → GL(V ), and it’s an easy
exercise to calculate the kernel kerπ = H. �

This explains why we can quotient by any normal subgroup and get something affine. We
will not prove that the constructions above do not depend on the choice of representation — that
X = G/H as an algebraic space does not depend on the choice of V — nor that G/H → GL(V ) is
actually a morphism of algebraic groups, but both statements are true.

8.2.1.4 Proposition Suppose that G is an abelian connected affine algebraic group. Then its only
projective homogeneous space is a point.

Proof Since G/H is a group, it’s affine, but it is also projective, and the only connected affine
projective space is a point. �

8.2.1.5 Example (Warning) The (real) torus T 2 as a complex analytic space is a homogeneous
space for C, and it is (isomorphic to) a projective space, namely an elliptic curve. But the C
and C× actions are not algebraic: T 2 = C×/Γ, but Γ, being an infinite discrete group, is not
Zariski-closed. ♦

So there ways that the algebraic category and in the Lie category are quite different.

8.2.2 Solvable groups

8.2.2.1 Proposition If G is algebraic, then G′ = [G,G] is algebraic.

In Lie groups, this is not true: you need G to be simply-connected in order to give G′ a manifold
structure.

Proof Let Yg = gGg−1G; it is constructible — a disjoint union of locally closed sets. Then:

G′ =
⋃

finite subsets of G

∏
g∈subset

Yg = Yg1 · · ·Ygn

The point is that, by the Noetherian condition, the union is finite: you order the elements, construct
a chain (you might as well assume that the subsets are growing), and chains are only finitely long.
Then you can take the top one. �

We mention an exercise: LieG′ = [g, g] if G is connected.

8.2.2.2 Definition A group G is solvable if the chain:

G ⊇ G′ ⊇ G′′ ⊇ . . .

stops at G(n) = {1}. (C.f. Definition 4.2.1.4.)

8.2.2.3 Example The fundamental example is the group N(n) of upper triangular matrices in
GL(n). ♦
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8.2.2.4 Proposition Let G be a connected solvable group acting on a projective variety X. Then
G has a fixed point on X.

Proof If G is abelian, then you pick up the closed orbit, which always exists, and it must be a
fixed point by Proposition 8.2.1.4.

Now we do induction on dimension. Let Y be the set of points fixed by G′ — it is an exercise to
show that if G connected then so is G′, and in particular Y is nonempty. Then since G′ is normal,
Y is G-invariant. So actually the G-action factors through G/G′, but this is abelian, and we are
done. �

This has many nice consequences:

8.2.2.5 Theorem (Lie-Kolchin)
If G is connected solvable and V a representation of G, then there is a full flag fixed by G. In other
words, G ↪→ N(V ). More precisely, we have 0 = V0 ( V1 ( · · · ( Vn = V invariant under G.

Proof Take the variety of all flags. This is a projective variety, and so we use Proposition 8.2.2.4.�

This is the group version of Lie’s theorem (Theorem 4.2.3.2). It’s amazing how some things
become so easy in the algebraic category. The hard part is algebraic geometry.

8.2.2.6 Definition Let G be an affine algebraic group. A Borel subgroup is a maximal solvable
connected closed subgroup. It is unclear whether it is unique or not, but we will see soon that it is
unique up to conjugation.

8.2.2.7 Proposition If B is a Borel subsgroup in G, then G/B is projective. Any two Borel
subgroups in G are conjugate.

Proof Pick a faithful representation G ↪→ GL(V ). By Theorem 8.2.2.5, there is a B-invariant flag
F ∈ Fl(V ). The G-stabilizer of this flag is necessarily in N(V ) = StabGL(V )(F ), and in particular
it is solvable. Hence its connected component must be B, by maximality: B = StabG(F )0. Then
G · F is closed, because if it is not, then we have an orbit of smaller dimension, which then has
stabilizer a larger group, but we picked B maximal. So G · F = G/ StabG(F ) is a closed subset of
Fl(V ), and hence projective, and it is the quotient of G/B by π0

Ä
StabG(F )

ä
, a finite group. This

proves projectivity.
Let B′ be another Borel group. Then it acts on G/B via the G action, and by Proposition 8.2.2.4

there is a B′-fixed point x ∈ G/B. Picking g ∈ G so that x = gB ∈ G/B, we see that g conjugates
StabG x to B. By maximality, B′ = StabG x. �

8.2.2.8 Lemma / Definition Let P be a closed subgroup in G. Then G/P is projective iff P
contains some Borel. Such a subgroup is called parabolic.

Proof In one direction it should be clear: we have a map G/B → G/P if B ⊆ P , and the image
of a projective variety is projective.

In the other direction, suppose that G/P is projective. Let B be some Borel in G. Then by the
fixed point theorem, B has a fixed point x ∈ G/P . Then StabG x = gPg−1 ⊇ B, so P ⊇ g−1Bg.�
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8.2.2.9 Lemma / Definition We define the nilradical of a group G as Nil(G)
def
=
Ä⋂

π∈Irr(G) kerπ
ä

0
.

It is normal and unipotent — all elements are unipotent — and maximal with respect to these prop-
erties. Let V be a faithful representation of G, and pick a Jordan-Holder series V ) V1 ) · · · ) Vk
so that each Vi/Vi+1 is irreducible. Then with respect to this flag, Nil(G) consists of upper-
triangulars with 1s on the diagonal. The nilradical of the Lie algebra is nil g = Lie(NilG). (C.f.
Chapter 4, Exercise 4.) �

8.2.2.10 Lemma / Definition A group G is reductive if it is a quotient of Gss× T/finite group,
where Gss is semisimple and T is a torus. An algebraic group G is reductive iff Nil(G) = {1}.

Proof The “only if” direction is obvious. For “if,” let V be a faithful representation of G. Then
V = V1 ⊕ · · · ⊕ Vk, where each Vi is irreducible, and we can have Vi ∼= Vj . Writing g = Lie(G), the
radical rad g acts as a scalar on each Vi; this is a standard fact **ref**. Then rad g = Z(g), and
so g is a reductive Lie algebra. But we need to see that Z(G)0 is an algebraic torus. Since Z(G)0

acts as a scalar on each Vi, we see that it is a connected closed subgroup in K× × · · · ×K×. Then
the end of the proof is the not-difficult exercise that any closed connected subgroup of an algebraic
torus is a torus. �

8.2.2.11 Lemma / Definition Let p : G → G/Nil(G) be the projection. The radical of G is

Rad(G)
def
= p−1

Ä
Z(G/NilG)0

ä
0
. It is a maximal normal connected solvable subgroup in G, and

hence algebraic. We have Lie(RadG) = rad g, and G/RadG is semisimple.

8.2.2.12 Remark This is almost the Levi decomposition, which finds G built from a solvable and
a semisimple. But in the Levi decomposition, “built” means a semidirect product, whereas here we
only have an extension: It’s not true that you can write GL(n) as a semidirect product: you need
to take a quotient. ♦

8.2.2.13 Lemma Every parabolic subgroup of G contains RadG.

Proof RadG has a fixed point on G/P , but since RadG is normal it acts trivially on all of G/P .�

So for the purpose of understanding projective homogeneous spaces, you can forget about RadG
completely, since it doesn’t contribute to the action of G on any G/P . In particular, replacing G
by G/RadG gives:

8.2.2.14 Corollary Any projective homogeneous space for any group is isomorphic to G/P where
G is semisimple is P is some parabolic subgroup. �

Henceforth, we assume that G is connected. If we allow disconnected groups, then classifying
homogeneous spaces is as hard as classifying finite groups. In the next few sections we will classify
connected semisimple groups and their parabolic subgroups, and thereby classify all connected
projective homogeneous spaces.
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8.2.3 Parabolic Lie algebras

We let G be connected and semisimple.
Pick a parabolic subgroup P of G, and let p = Lie(P ). Then p ⊆ b for some Borel, and they

are all conjugate, so let’s pick one: g = n− ⊕ h⊕ n+ with b = h⊕ n+, the standard Borel. We also
recall the generators h1, . . . , hn, x1, . . . , xn, y1, . . . , yn.

8.2.3.1 Lemma There exists a subset S ⊆ {1, . . . , n} such that p is generated by {h1, . . . , hn, x1, . . . , xn}
and yj for j ∈ S.

Proof This follows from a very simple fact. If α, β ∈ ∆+, and [yα, yβ] ∈ p, then take xα ∈ p,
and since yα, xα form an sl(2)-triple, then [xα, [yα, yβ]] = cyβ for c 6= 0, so yα, yβ ∈ p. Then do
induction. �

8.2.3.2 Example To represent a parabolic subalgebra, you draw the Dynkin diagram, and shade
a few of the nodes: the unshaded nodes are S. For example, for sl(6):

↔



0 ∗ ∗ ∗ ∗ ∗
0 0 0 0 ∗ ∗
0 0 0 0 ∗ ∗
0 0 0 0 ∗ ∗
0 0 0 0 0 0
0 0 0 0 0 0


♦

8.2.3.3 Lemma 1. Let V = L(λ). Then P(V ) has only one closed orbit: the orbit of the line
of the highest vector, which we will call `λ.

2. If V is not irreducible, then any closed orbit in P(V ) is contained in P(W ) for W some
irreducible invariant subspace of V .

Proof Any closed orbit is projective, and has a fixed point, i.e. a fixed line in V . But if V = L(λ)
then it has a unique fixed line, and in general a fixed line is a highest weight space. The only thing
that is not clear is if there are multiple isomorphic direct summands. But this part is a simple
exercise. �

8.2.3.4 Corollary P is the stabilizer of some `λ ⊆ L(λ). �

8.2.3.5 Example If P = B is the standard Borel, then λ is the sum of all the fundamental weights.
For example, for sl(n+ 1), this gives an embedding of the flag variety into Cn+1 ⊗∧2Cn+1 ⊗ · · · ⊗∧nCn+1. ♦

8.2.3.6 Theorem (Classification of parabolic subgroups)
Suppose that G is connected and semisimple. Pick a system of simple roots Γ.

1. Conjugacy classes of parabolic subgroups are in bijection with subsets of Γ. For S ⊆ Γ, we
denote the corresponding parabolic subgroup containing the standard Borel by PS.
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2. If we pick λ =
∑
i∈Smiωi, with mi > 0, then PS = StabG(`λ). Notice: it does not depend on

the coefficients, just that they are non-zero.

3. If P is parabolic, then it is connected and NG(P ) = P .

8.2.3.7 Example The biggest parabolic is the whole group, whence S is empty; the smallest is
the Borel, whence S = Γ. ♦

Proof We proved last time that the conjugacy class of any parabolic contains P = StabG(`λ)
for some irreducible representation L(λ). If λ = µ + ν, then StabG(`λ) = StabG(`µ) ∩ StabG(`ν).
This is because L(µ) ⊗ L(ν) contains a unique canonical component isomorphic to L(λ), and
`λ = `µ ⊗ `ν . So something stabilizes `λ iff it stabilizes each of `µ, `ν . Therefore, if λ =

∑
i∈Γmiωi,

then StabG(`λ) =
⋂
i s.t. mi 6=0 StabG(`ωi). So it depends only on the support of λ: the i ∈ Γ so that

mi 6= 0. This proves that 1. implies 2.
Statement 1. follows from Lemma 8.2.3.1 if we can show that every parabolic subgroup is

connected. Let P be a parabolic subgroup and P0 the connected component of the identity. It is
also parabolic. Using Corollary 8.2.3.4, let λ be a highest weight with P = Stab `λ, and λ0 the
highest weight with P0 = Stab `λ0 . But LieP = LieP0, and Lie Stab `λ determines λ. This proves
statement 1. and the first part of statement 3.

To finish 3., suppose that P = StabG(`λ), and take g ∈ NG(P ). Then g(`λ) is fixed by P , but
P has only one fixed point, because P contains B, and B has only one fixed point, so g(`λ) = `λ,
so g ∈ P . �

8.2.4 Flag manifolds for classical groups

In this section we discuss some of the classical flag manifolds. We will denote by G a classical
semisimple Lie group, B its standard Borel subgroup, and P any parabolic that includes the
standard Borel. Sometimes any G/P is called a flag manifold, and sometimes only G/B is the flag
manifold and G/P are “partial flag manifolds”.

For S ⊆ Γ, the corresponding parabolic PS has a Levi decomposition: PS = GS o Nil(PS),
where GS is reductive. The semisimple part (GS)′ of GS can be read from the diagram for PS ,
simply by deleting the marked nodes from the diagram.

8.2.4.1 Example Let G = SL(n+ 1) = An. Pick k1 < · · · < ks < n+ 1; the flag manifolds are all
of the form Fl(k1, . . . , ks, n+ 1). For example, consider SL(7) = A6 with the third and fifth nodes
marked:

Then (GS)′ = SL(3)× SL(2)× SL(2), and we have the flag variety Fl(3, 5, 7). ♦

8.2.4.2 Example Now let’s move to the typesBn, Cn, which are SO(2n+1) and Sp(2n). Let’s work
over C. Then we have representations on C2n+1 with symmetric form (, ) or C2n with antisymmetric
form 〈, 〉. The possible flag manifolds are isotropic submanifolds, and so never get to dimension
past half the total:

OFl(m1, . . . ,ms) = {V1 ( · · · ( Vs s.t. (Vi, Vi) = 0}
SpFl(m1, . . . ,ms) = {V1 ( · · · ( Vs s.t. 〈Vi, Vi〉 = 0}
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For example, take Cn with the last node marked:

· · ·

This is the Lagrangian Grassmanian, i.e. the set of Lagrangian subspaces in C2n. ♦

8.2.4.3 Example Finally, Dn. Then G = SO(2n) acting on C2n, (, ). Then you have the same
as before, but OGr(n, 2n), the Grassmanian of n-dimensional isotropic subspaces in C2n has two
connected components. The two components correspond to the last vertices of the Dynkin diagram:

· · · , · · ·

How do you see that there are two components? For n = 2, it’s clear: there are two isotropic lines
x = iy and x = −iy. ♦

8.2.5 Bruhat decomposition

In this section we prove the Bruhat decomposition theorem. We first fix a bit of notation. We let
G denote a connected and semisimple complex Lie group. (In this section we will work over C, but
just about everything holds over an arbitrary field K.) Its chosen maximal torus is T , the standard
Borel is B, and the positive and negative parts are N±. (Of course, B = T n N+.) The Weyl
group is W = StabG(T )/T . In general, there does not exist a group embedding W ↪→ G, but we
can always find a set-theoretic map W ↪→ G so that the corresponding inner automorphisms act on
T as they ought. We will abuse notation, having fixed such an embedding: for w ∈ W , the coset
wB does not depend on this choice.

8.2.5.1 Theorem (Bruhat decomposition)
Every connected semisimple complex Lie group decomposes as G =

⊔
w∈W BwB =

⊔
w∈W N−wB.

Thus the flag variety G/B decomposes into Shubert cells: we set Uw = N−wB, thought of as the
N−-orbit of wB ∈ G/B, and G/B =

⊔
w∈W Uw is a disjoint union of |W | many N− orbits. Each

orbit is very simple as a topological space: Uw ∼= C`(w0)−`(w), where w0 is the longest element of W ,
and `(w) is the length of w ∈W .

In fact, there are four Bruhat decomposition theorems, where we can replace one or both Bs in
the first equality with the “negative” Borel B−: the longest element of the Weyl group, swapping
the positive roots for the negative ones, switches B ↔ B−. We prefer the version G =

⊔
B−wB, as

it allows us to talk about highest vectors rather than lowest vectors. The second equality is obvious,
using B = T nN+ and B− = N− o T , and that Tw = wT . We will prove that G = N−wB. We
first give an example and then explain the proof for G = GL(n).

8.2.5.2 Example For G = SL(2,C), the flag variety G/B = P1 is the Riemann sphere. There are
two cells: the north pole Uw0 , which is fixed by N−, and the big Bruhat cell Ue. ♦

In general, the Bruhat decomposition writes G and G/B as cell complexes. As the real dimensions
are all even, we know the homology: dimH2i(G/B,Z) = {w ∈W s.t. `(w) = i}.
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Proof (of Theorem 8.2.5.1 for G = GL(n)) When G = GL(n), the Bruhat decomposition is
essentially an “LPU” decomposition (C.f. [LU ]), and follows from Gaussian elimination. The group
B consists of upper-triangular matrices, N− of lower-triangulars with 1s on the diagonal, the Weyl
group is W = Sn, and we can inject W ↪→ G as permutation matrices. For each x ∈ G, we want
to find a ∈ N− and b ∈ B so that axb = w ∈W , and we want to know how many ways we can do
this.

When you think in terms of matrices, this is a very easy procedure. Multiplying on the left by
a lower-triangular matrix is some operation on the rows of the matrix: in particular, you can pick
any row and subtract from it any row above. Multiplying on the right by an upper-triangular is
a column operation, again with the restriction that to any column you can add or subtract only
columns to its left.

So we simply perform Gaussian elimination. Look at your matrix x, and look down the first
column until you come to the first non-zero element. By multiplying on the left, you can make 0s
all below it, and by multiplying on the right you can make zeros to the right of it and make that
entry into a 1. So your matrix now looks like:

x =

á
0 ∗ ∗ ∗
0 ∗ ∗ ∗
6= 0 ∗ ∗ ∗
∗ ∗ ∗ ∗

ë
 

á
0 ∗ ∗ ∗
0 ∗ ∗ ∗
1 0 0 0
0 ∗ ∗ ∗

ë
Move over a column and repeat. At the end, you have your permutation matrix: this gives you one
of your double cosets.

Why don’t the double cosets intersect? The answer is that the procedure does not change which
minors are non-zero. Pick up the first non-zero minor from the first column, and then find the first
non-zero minor in the first two columns that contains the one you already picked up, etc. Doing
this determines the shape of the permutation matrix w.

Finally, let’s prove the claim made earlier that Uw ∼= C`(w0)−`(w). Pick a permutation matrix
w, and ask: “what conjugations by lower-triangulars don’t break it?” Then Uw ∼= N−/ StabN− w.
Remember these are nilpotent groups, so exp : Lie(N−/StabN− w)→ N−/ StabN− w is an isomor-
phism, and so it suffices to count dimensions. But:

dim(N−/ StabN− w) = #{i > w(1)}+ #{i > w(2), i 6= i(1)}+ · · · =

= #{(i < j) s.t. w(i) < w(j)} =
n(n− 1)

2
− `(w) = `(w0)− `(w) �

In fact, the general proof is even easier to write down, although less enlightening:

Proof (of Theorem 8.2.5.1 for general G) The outline of the proof is as follows. We use the
fact that Theorem 8.2.5.1 holds for SL(2), which follows from the analysis above for G = GL(n),
to conclude that N−WB = G. We then show that the double cosets are disjoint. Finally, we will
study the shape of the Shubert cells.

1. Recall that the Lie algebra g is generated by special sl(2)-subalgebras gi = 〈xi, hi, yi〉. These
lift to algebraic subgroups Gi ⊆ G, which may be simply connected SL(2)s or adjoint-form
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SO(3)s. G is generated by the Gis. So to prove that G = N−WB, it suffices to show that
the right-hand side is closed under multiplication by Gi.

Since Theorem 8.2.5.1 holds for SL(2), we know that Gi = N−i Bi tN
−
i siBi — the Weyl group

Wi for SL(2) consists of only the two elements {e, si}, where si ∈ Wi ↪→ W is the ith simple

reflection. We consider the parabolic subgroup Pi
def
= GiB = GioNil(Pi), where Nil(Pi) ⊆ B.

Then Pi = N−i B tN
−
i siB. We denote the torus for Gi by Ki — it is Ki = T ∩Gi. Then any

element g ∈ Gi is either:

(a) g = exp(ayi)Ki exp(bxi), or

(b) g = exp(ayi) siKi exp(bxi)

where xi, yi are the generators of the ith sl(2) and a, b ∈ C.

We wish to show that N−WB g = N−WB. We will work out case (a), and case (b) is
similar and an exercise. We first observe that Ki exp(βxi) ∈ B, and so it suffices to show that
N−wB exp(ayi) ⊆ N−WB. But B exp(ayi) ⊆ Pi, and so:

N−wB exp(ayi) ⊆ N−wN−i B t N−wN−i siB

The third factor, in N−i , we denote by exp(a′yi) for some a′ ∈ C: N−wB exp(ayi) =
N−w exp(a′yi)B or N−w exp(a′yi)siB.

Let αi denote the ith simple root. Suppose that w(αi) ∈ ∆+; then w exp(a′yi)w
−1 =

exp(a′w(yi)) ∈ N− and exp(a′yi)si = si exp(a′′xi), and so in either case N−wB exp(ayi) ⊆
N−WB. Alternately, suppose that w(αi) ∈ ∆−. Then we must have w = σsiτ for some
σ, τ ∈ W with σ(αi) ∈ ∆+ and τ(αi) = αi. But then w exp(a′yi) = σsi exp(a′yi)τ , which is
either σ exp(a′′yi)si exp(b′xi)τ or σ exp(a′′yi) exp(b′xi)τ for some a′′, b′ ∈ C. Again in either
case, upon multiplying by N− on the left and B on the right we land in N−WB.

Along with case (b), which is similar and left as an exercise, we have shown that the multi-
plication map N− ×W ×B → G is onto: every element of G is in some double coset.

2. We next want to show that the double cosets are all disjoint. Of course, being cosets, they are
either disjoint or equal; what we want to show is that if N−wB = N−σB for w, σ ∈W , then
σ = w. To do this, we study N−-orbits on G/B. Fix a regular dominant weight λ (a weight
in the positive Weyl chamber off any wall). By Theorem 8.2.3.6, we have an embedding of
G-sets G/B ↪→ P(L(λ)), given by eB 7→ `λ, the line of highest weight vectors. Since λ is
regular, the W -orbit of λ has |W | many elements.

Then Uw = N−`w(λ), where `w(λ) is the line of elements in L(λ) of weight w(λ). Since
N− = exp(n−) can only move down, the weights of any element of Uw are all at most w(λ).
So if Uw = Uσ, then we must have w(λ) ≤ σ(λ) and w(λ) ≥ σ(λ), and hence σ = w.

3. Finally, we will show that Uw ∼= C`(w0)−`(w).

As above, we think of Uw as some N−-orbit in PL(λ). Consider the extremal weight µ =
w(λ) and pick a weight vector vµ ∈ `µ. The map exp : n− → G/B = P(G · `λ) given by
exp(x) = exp(x)vµ is algebraic, as n− is nilpotent, and satisfies exp−1(vµ) = Stabn−(vµ).
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This subalgebra has a root decomposition:

Stabn−(vµ) =
⊕
α∈Φ

gα

for Φ = {α ∈ ∆− s.t. gαvµ = 0}, which we would like to describe in more detail. Recall that
µ = w(λ); we see that xαvµ = 0 iff xw(α)vλ = 0 iff w(α) ∈ ∆+. I.e. Φ = {α ∈ ∆− s.t. w(α) ∈
∆+}, and the cardinality of this set is `(w). Thus dim(n−/ Stabn− wµ) = `(w0)− `(w), which
is what was to be shown. �

8.2.5.3 Remark The Shubert cells are ordered by closure. The Bruhat order on W is defined as
the opposite order: w ≤ σ iff Uσ ⊆ Uw. For example, for sl(3) with simple reflections s1, s2, the
order is:

e

s1s2

s1s2s2s1

w0

This leads to some nice combinatorics that we will not go into. The closures Uσ are Shubert
varieties, and are singular. ♦

8.2.5.4 Remark One can repeat everything we’ve done for arbitrary parabolic subalgebras. In
particular, Shubert-like cell decompositions are known for all projective homogeneous spaces G/P
in addition to the full flag variety G/B. ♦

8.3 Frobenius Reciprocity

8.3.1 Geometric induction

We are working in the algebraic category, but we could instead work in some analytic category (e.g.
complex holomorphic functions), and everything works.

8.3.1.1 Definition Let G be an algebraic group acting on X, and suppose that L→ X is a vector
bundle. It is a G-vector bundle if there is a G-action on the bundle that extends the action on X.
I.e. for each g ∈ G, there should be a map of bundles {L→ X} g→ {L→ X} that’s linear on fibers

and restricts to the map X
g→ X.

We will study the case X = G/H where H is a closed subgroup. Then there is a standard
procedure for how you can construct G-vector bundles:

8.3.1.2 Lemma / Definition Let π : H → GL(V ) be a representation of H. Define G ×H V =
G × V/ ∼, where the equivalence relation is that (gh, h−1v) ∼ (g, v) for each h ∈ H, v ∈ V , and
g ∈ G. This gives a bundle G ×H V → G/H by forgetting the second part, and the fiber is clearly
identified with V . It is a G-vector bundle. This construction gives a functor:

L : {representations of H} → {G-vector bundles on G/H}
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The inverse functor takes the fiber over x = eH ∈ G/H; it is an H-module since H = StabG x.
This is an equivalence of categories. �

8.3.1.3 Lemma / Definition Let V be a representation of H and L(V ) = G×HV the correspond-
ing bundle on G/H. The space of global sections Γ(G/H,L(V )) is a (possibly infinite-dimensional)
representation of G. It has a description as a space of functions:

ΓG/H(V ) = Γ(G/H,L(V )) = {φ : G→ V s.t. φ(gh) = h−1φ(g)∀h ∈ H, g ∈ G}

This gives a functor Ind = ΓG/H : H-mod → G-mod. It is an embedding of categories, and is
exact on the left. �

8.3.1.4 Remark Since we are working in the algebraic setting, by Γ we mean the algebraic sec-
tions. If you want unitary representations of real-analytic groups, you can do a similar construction
with L2 sections, and the results are similar. In the smooth category, you can write down a similar
construction, but the end result is very different. ♦

8.3.1.5 Lemma If we have a chain G ⊇ K ⊇ H, then there is a canonical isomorphism of
functors:1

ΓG/K ◦ ΓK/H = ΓG/H �

We will study this induction functor. As opposed to the finite case, we do not have complete
reducibility. For example, the Cartan is solvable. So it’s important to have the correct statement.

8.3.1.6 Proposition Let M be a G-module, and V an H-module. There is a canonical isomor-
phism:

HomG

Ä
M,ΓG/H(V )

ä ∼= HomH(M,V )

So the induction functor is right-adjoint to the restriction functor.

Proof You write out the definitions.

HomG

Ä
M,ΓG/H(V )

ä
=
¶
φ : G→ HomC(M,V ) s.t. φ(g−1xh) = h−1 φ(x) g ∀x, g ∈ G, h ∈ H

©
So pick φ ∈ HomG(M,ΓG/H(V )), and send it to φ(e) ∈ HomH(M,V ). We claim this is a canonical
homomorphism, because we can go back: if we have α ∈ HomH(M,V ), we can move it to φα : x 7→
αx−1. (We leave for you to check if this should be x or x−1. The point is that the value at any
point is determined by the value at e.) �

8.3.1.7 Corollary If V was an injective H-module, then ΓG/H(V ) is an injective G-module. �

8.3.1.8 Remark Let G be reductive (e.g. semisimple). Then C[G] =
⊕
L(λ) � L(λ)∗ (Theo-

rem 8.1.4.5). Recall that we have actions both on the left and on the right. Then:

ΓG/H
Ä
C[G]

ä
=
⊕

L(λ)�
Ä
L(λ)∗ ⊗ V

äH
Thus the multiplicities are:

=
⊕

L(λ)�HomH

Ä
L(λ),C[G]

ä
♦

1Moreover, this isomorphism is natural in G,H and dinatural in K, a notion we will not define.
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8.3.2 Induction for the universal enveloping algebra

8.3.2.1 Definition Let g ⊇ h be Lie algebras and V an h-module. We define:

Indg
h V = U(g)⊗U(h) V

8.3.2.2 Remark In general, this is a very large g-module. Indeed, it is so large that the g action
does not integrate to a G action, even when G is simply-connected. When you move away form finite
groups, you have the group algebra, and the function algebra, but also the universal enveloping
algebra. ♦

8.3.2.3 Proposition The induction functor Indg
h is left-adjoint to restriction:

Homg

Ä
Indg

h(V ),M
ä

= Homh(V,M) �

8.3.2.4 Remark We can replace Uh ⊆ Ug by any inclusion of associative rings. ♦

So the induction functor for Uh ⊆ Ug is on the opposite side as the induction functor for H ⊆ G.
We would like to have the ordering in the same direction as in Proposition 8.3.1.6. We can try:

8.3.2.5 Lemma / Definition Let h ⊆ g be Lie algebras. The coinduction functor is:

Coind(V )
def
= HomUh(Ug, V )

It is right-adjoint to restriction:
Homg(M,CoindV ) = Homh(M,V ) �

8.3.2.6 Remark This is humongous. As soon as you take the dual space to a countable-dimensional
space, you get something uncountable. So we need to cut it down. ♦

8.3.2.7 Definition Let M be any g-module. We define Z(M) = {m ∈M s.t. dim(Ug ·m) <∞}.

This is closely related to the “Zuckerman functor”.

8.3.2.8 Remark When G is reductive, the composition Z ◦ Coind gets pretty close to the group
induction. ♦

8.3.3 The derived functor of induction

Being an adjoint, ΓG/H is exact on the left, but it is not exact. So we will study the derived functor.
For this, we need enough injective modules.

8.3.3.1 Proposition If H is an algebraic group, then C[H] is an injective H-module.

Proof In fact, HomH(V,C[H]) ∼= V ∗. How do you see this? Think about it for a moment in a
different way. You have the functions in V ∗. And you think about the LHS as the algebraic maps
φ : H → V ∗ such that φ(h−1x) = hφ(x). But such functions are completely determined by their
values at e. So this is very similar to what we did previously: if I know φ(e) I know it everywhere.
So we constructed a map LHS→RHS.
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And now we need the inverse map, which is also very clear: it is just the Frobenius reciprocity
induced from the trivial subgroup. If we have ξ ∈ V ∗, we construct φ(g) = gξ.

Now, V 7→ V ∗ is clearly an exact functor, so then C[H] is injective. �

Finally, we want to show that any V can be mapped to an injective representation. Recall:

8.3.3.2 Lemma / Definition A representation V of an algebraic group G is actually a corepre-
sentation of C[G], i.e. a map ρ : V → C[G]⊗V such that the two natural maps V → C[G]⊗C[G]⊗V
are the same:

V C[G]⊗ V

C[G]⊗ C[G]⊗ V

ρ

∆⊗ id id⊗ρ

Then ρ is a morphism of G-modules, where G acts on C[G]⊗ V from the left on C[G] and trivially
on V . �

8.3.3.3 Corollary Every H-representation V has an injective resolution

0→ I0 → I1 → I2 → . . .

and H0(I•) = V . �

8.3.3.4 Lemma / Definition We set ΓiG/H(V )
def
= RiΓG/H(V )

def
= H i(ΓG/H(I•)), where I• is

an injective resolution of V — i.e. the right-derived functor for ΓG/H . It satisfies ΓiG/H(V ) =

H i(G/H,L(V )). �

8.3.3.5 Remark If H is reductive, then ΓiG/H(V ) = 0 for i > 0, by complete reducibility. ♦

8.4 Borel-Weil-Bott theorem and corollaries

8.4.1 The main theorem

We are interested in the case H = B, but it is more straightforward to use B− = w0(B). Then
G/B− ∼= G/B. As in Lemma/Definition 8.3.1.2, G-line bundles on G/B− are in bijection with
one-dimensional representations of B−. But B− = T o N−, where T is the maximal torus in G,
and on any one-dimensional representation, the nilpotent part acts trivially. So one-dimensional
representations of B− are in bijection with one-dimensional representations — characters — of T .
The characters of T are precisely the weight lattice P.2

The category of line bundles on a space X is a group Pic(X) under tensor product. We claim
without proof:

8.4.1.1 Proposition Pic(G/B−) ∼= PicG(G/B−) ∼= P as groups. �
2We switch notation from the italic P before, because we want to use “P” to mean a parabolic subgroup.
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8.4.1.2 Definition If λ ∈ P, we denote by Cλ the one-dimensional representation of B− with

character λ, and we set O(λ)
def
= G×B− Cλ.

8.4.1.3 Example Let G = SL(2). Then G/B− = P1, and O(−1) is the tautological line bundle.
When you tensor it, or take its dual, you get the other line bundles. ♦

8.4.1.4 Theorem (Borel-Weil-Bott)
Assume G is simply connected (there is a version without too). Let µ ∈ P. If µ+ ρ is not regular,
then H i(G/B−,O(µ)) = 0 for all i. If µ + ρ is regular, then there is a unique w ∈ W with
µ+ ρ = w(λ+ ρ) for λ ∈ P+, and in this case:

H i(G/B−,O(µ)) =

{
0 i 6= `(w)

L(λ) i = `(w)

So we see in the geometry the same shifted action as in the Weyl character formula.

Proof 1. If µ is not dominant, then Γ(G/B−,O(µ)) = 0. If µ is dominant, then Γ(G/B−,O(µ)) =
L(µ). Then:

HomG(L(ν),ΓG/B−(Cµ)) =

{
0 ν 6= µ

C ν = µ

2. Let G = SL(2), and pick n ∈ Z. We set I(n)
def
= ΓB−/T (Cn), where the maximal torus

T is just the circle S1, and Cn is the one-dimensional module on which S1 = T acts n-
fold (i.e. the nth tensor power of the defining module T ↪→ C). By Corollary 8.3.1.7, I(n)
is an injective B−-module, since Cn is an injective T -module. Explicitly, b− = 〈h, y〉 and
I(n) = 〈t

n
2

+k s.t. k ∈ Z≥0〉, and h acts by 2t ∂∂t and y by ∂
∂t :

• n

• n+ 2

• n+ 4

...
y

y

y

h

h

h

Conversely, Cn is the homology of:

0→ I(n)→ I(n+ 2)→ 0

The middle map is the obvious one that kills the lowest spot and leaves everything else intact.

Then HomB−(L(m), I(n)) is easy to write down. It is zero unless m ≥ n, and then it is just
the horizontal maps on weights. So, for positive n, we have:

ΓG/B−(I(n)) =
∞⊕
k=0

L(n+ 2k)
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and for negative n it is:

ΓG/B−(I(n)) =
∞⊕
k=0

L(−n+ 2k)

For n ≥ 0, the homology that we must calculate is for:

0→
∞⊕
k=0

L(n+ 2k)
∂→
∞⊕
k=0

L(n+ 2 + 2k)→ 0

The boundary map ∂ is bijective except at L(n), and so:

H i(G/B−,O(n)) =

{
L(n), i = 0

0, i = 1

When n < 0, we do not have sections, and so the map ∂ must be injective:

0→
∞⊕
k=0

L(−n+ 2k)
∂→
∞⊕
k=0

L(−n+ 2k + 2)→ 0

Then the result is that, for n < −1:

H i(G/B−,O(n)) =

{
0, i = 0

L(−n− 2), i = 1

The picture is symmetric around −1.

And finally:

H i(G/B−,O(−1)) = 0 for i = 0, 1

This gives the proof in the case of SL(2).

3. For the general case, we need some properties of ΓiG/H .

(a) There is a long exact sequence. Suppose you have an exact sequences 0 → A → B →
C → 0 of H-modules. Then there is a long exact sequence:

0→ Γ0
G/H(A)→ Γ0

G/H(B)→ Γ0
G/H(C)→ Γ1

G/H(A)→ Γ1
G/H(B)→ Γ1

G/H(C)→ . . .

This is general: as soon as you have a right-derived functor, you have a long exact
sequence. The only thing to check is a little homology.

(b) Recall Lemma 8.3.1.5: ΓG/H(ΓH/K(V )) = ΓG/K(V ) if G ⊇ H ⊇ K. It follows that if
ΓiH/K(V ) = 0 for all i, then ΓiG/K(V ) = 0 for all i. Indeed, we start with an injective
resolution, do the induction, and if we already have an exact sequence of injectives and
apply the functor, we get an exact sequence, because Γ is exact on injective modules.
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(c) LetM be a finite-dimensionalG-module and V someH-module. We claim that ΓiG/H(V⊗
M) ∼= ΓiG/H(V ) ⊗M . Why? First of all, the functor ⊗M , if M is finite-dimensional
representation, moves injective modules to injective modules — if I is injective, then
I ⊗M is injective — because ⊗M has an adjoint functor ⊗M∗. So it suffices to prove
the statement for Γ0, which is just Γ. But, recalling Lemma/Definition 8.3.1.3, we
construct:

M ⊗ ΓG/H(V )→ ΓG/H(M ⊗ V )

via (m⊗ φ)(g)
def
= g−1m⊗ φ(g). To construct the inverse, we use the following trick:

ΓG/H(M ⊗ V )⊗M∗ → ΓG/H(M ⊗M∗ ⊗ V )
tr→ ΓG/H(V )

Then pulling the M∗ over to the right, we get the inverse map.

4. We are now ready to finish the proof of the theorem. We will prove the following lemma due
to Bott, although the proof we give is due to Demazure:

8.4.1.5 Lemma Let µ ∈ P, and αi a simple root, and assume that µ(hi) ≥ 0. Writing
ν = ri(µ+ ρ)− ρ, we have H i(G/B−,O(µ)) = H i+1(G/B−,O(ν)).

Before proving this, let’s explain why Lemma 8.4.1.5 implies the theorem. Choose w0 =
ri1 ◦ · · · ◦ ri` . Then in the middle we count to µ: rip ◦ · · · ◦ ri`(λ + ρ) = µ + ρ. Then
O(w0(λ+ ρ)) has cohomology only in the highest possible degree. And we can go back, using
the facts above, tracking where the cohomology goes. That the highest cohomology cannot
be bigger than the dimension of the flag is obvious form the geometric picture.

5. Proof (of Lemma 8.4.1.5) Recall the little sl(2) gi corresponding to the root αi, and let
pi = b−+gi and Pi ⊆ G the corresponding parabolic subgroup. Geometrically, we have a map
of homogeneous spaces G/B− → G/Pi with fiber Pi/B

−. But Pi/Nil(Pi) = Gi · T , where Gi
is the SL(2) corresponding to gi, and we write · because the product isn’t direct: the groups
intersect. So Pi/B

− = P1. So the irreducible representations of Pi are the same as of Gi · T ,
namely the representations V (η) with η ∈ P and η(hi) ≥ 0.

Incidentally, O(−ρ) does not have cohomology — this follows from the SL(2) case — and so
Hj(Pi/B

−,O(−ρ)) = 0. The trick is to take C−ρ a B− module; then V = C−ρ ⊗ V (µ+ ρ) is
acyclic everywhere:

Hj(Pi/B
−, C−ρ ⊗ V (µ+ ρ)) = 0

Hence the same is true for G in place of Pi.

The module V (µ + ρ) has a three-set filtration with Cµ on the top, Cν on the bottom, and
V ′ = C−ρ ⊗ V (µ+ ρ− αi) in the middle. So we have, for some X, two exact sequences:

0→ Cν → V → X → 0

0→ V ′ → X → Cµ → 0
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Since V, V ′ are acyclic, they drop out in the long exact sequences. All together, we have:

H i(G/B−,L (X)) ∼= H i(G/B−,O(µ))

H i(G/B−,L (X)) ∼= H i+1(G/B−,O(ν)) �

8.4.2 Differential operators and more on the nilpotent cone

Let’s think philosophically about what we did in the previous section. We gave a certain geomet-
ric construction of finite-dimensional representations: the Borel-Weil-Bott theorem allows you to
realize a finite-dimensional representation of G, a semisimple group, as the sections of some line
bundle. We want to push this farther. We would like to do something with infinite-dimensional
representations. Thus, we are led to the following question: is it possible to get some geometric
realization of the representations of the Lie algebra g?

The answer is yes. If a group G acts on a set X, then it acts on the space of sections of any bundle
over X. If we start with X = G/B− and the line bundle O(λ), then Γ(O(λ)) is a representation
of G, and hence also of g = Lie(G). But we can go further: pick an open set U ⊆ G/B−. Then
Γ(U,O(λ)) is not a G-module, because the G action would take your from inside U to outside it.
But it is a g-module.

8.4.2.1 Example Let G = SL(2). Then G/B− = P1 is the projective line. As our open subset
U ⊆ P1, we’ll take the open Schubert cell — this is the sphere without the north pole, so isomorphic
to C, c.f. Example 8.2.5.2 — and we consider Γ(U,O(n)). Since any line bundle over U ∼= C
is trivializable, there is an isomorphism Γ(U,O(n)) ∼= C[z]. One such choice of trivialization
corresponds to the action of g = 〈y, h, x〉 on C[z] by:

y 7→ ∂

∂z
h 7→ 2z

∂

∂z
− n x 7→ −z2 ∂

∂z
+ nz

It should be noted that the action is not by vector fields, although it is an action by first-order
differential operators. ♦

8.4.2.2 Example Recall the Weyl algebra generated by z, ∂∂z . It acts on C[z] in the usual way.
Let’s freely adjoint to C[z] a symbol δ0, which we think of as δ(z − 0), subject to the constraint
zδ0 = 0, and try to extend the representation of the Weyl algebra. Of course, the best way to do
this is to freely define δ′0, δ

′′
0 , . . . as the derivatives of δ0, and the algebraic relationships between

these and the previously defined terms will follow from the product rule.
Let sl(2) act on C[z] as in Example 8.4.2.1. We can extend this to our module of “generalized

functions”, and an easy calculation shows that xδ0 = 0, hδ0 = (−n − 2)δ0, and y acts freely. So
what we get is the Verma module M(−n− 2). ♦

8.4.2.3 Definition Let X be a non-singular algebraic variety, L a line bundle over X, and U ⊆ X
and affine open set. The differential operators on U with coefficients in L is the filtered infinite-
dimensional algebra D(U,L) ⊆ End(Γ(U,L)) defined inductively via:

D≤0(U,L) = O(U)

D≤i(U,L) =
¶
δ ∈ End(Γ(U,L)) s.t. [δ, φ] ∈ D≤i−1(U,L) ∀φ ∈ D≤0(U,L)

©
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Here O(U) is the algebra of regular functions on U , acting linearly on fibers. Compare with Defi-
nition 3.2.4.1.

For example, upon trivializing Γ(U,L) ∼= O(U), the condition for whether δ ∈ D≤1(U,L) is that
[δ,−] be a derivation, so δ−δ(1) is a vector field. One can make a similar definition replacing O(U)
with any algebra and Γ(U,L) with any module.

8.4.2.4 Example If U = Cn and L is trivial, then D(U) is nothing else but the Weyl algebra. If
our coordinates on Cn are x1, . . . , xn, then

D(U) = T (x1, . . . , xn, ∂1, . . . ∂n)/
¨
[xi, xj ] = 0, [∂i, ∂j ] = 0, [∂i, xj ] = δij

∂
The filtration is given by deg ∂i = 1, deg xi = 0. ♦

8.4.2.5 Remark When U is not affine, Γ(U,L) might have very few sections, and so Defini-
tion 8.4.2.3 will not in general give a sheaf as written. Rather, if X is affine, then Definition 8.4.2.3
defines a sheaf of algebras D(−,L). When X is not affine, we instead cover it with affines X =

⋃
Ui

and define D(X,L) as the appropriate colimit in the category of algebras. ♦

By construction, gr D(U,L) is a commutative algebra. As we will describe in **part II**, if A
is any filtered algebra so that grA is commutative, then grA is naturally Poisson with the bracket
of total degree −1. In brief: let x ∈ grAm and y ∈ grAn be represented by x̃ ∈ A≤m and ỹ ∈ A≤n.
Then [x̃, ỹ] ∈ Am+n−1, as grA is commutative, and [x̃, ỹ] represents {x, y} ∈ grAm+n−1. The fact
is that, if grA is commutative, then {x, y} does not depend on the choice of representatives x̃, ỹ.
In the case of A = D(U,L), more can be said (c.f. Theorem 3.2.4.3):

8.4.2.6 Proposition If X is non-singular, then gr D(X,L) = Γ(X,S•(TX)). Here TX is the tan-
gent bundle, and S•(TX) is the sheaf of symmetric polyvector fields. Geometrically, Γ(X,S•(TX)) =
O(T∗X), T∗X is a Poisson manifold, and the isomorphism is actually of Poisson algebras.

**This is, more or less, what VS said originally, but moments later she suggests
that, whereas the algebra structure on gr D(X,L) does not depend on L, the Poisson
structure does. So perhaps the theorem must be corrected.**

Proof (sketch) It suffices to consider the affine case. Let R = O(X) with X affine; then D≤1(X)
consists of the linear endomorphism δ : R → R such that [δ,R] ⊆ R and [δ,−] : R → R. Thus
D≤1(X)/R ∼= DerR = Γ(X,TX). Any derivation factors through the de Rham differential d : R→
Γ(T∗X), and to get back to R you contract with your vector field

The proof repeats the above analysis with 1 replaced by n. If δ ∈ D≤n(X), then its image
in D≤n(X)/D≤n−1(X) acts as a derivation R → Γ(X,Sn−1(TX)), and hence factors through the
de Rham differential and then you contract with a polyvector field. What must be shown is that
this is exactly all there are. �

In our situation, we let X = G/B− be the flag manifold and we let L = O(λ). The group
action determines a homomorphism g → D≤1(X,O(λ)); Example 8.4.2.1 gives the sl(2) case. By
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universality, this extends to an algebra homomorphism θλ : Ug → D(X,O(λ)). Recall from Def-
inition 8.1.1.7 the Harish-Chandra homomorphism θ : Z(g) → S(h) = Pol(h∗) and its dual map
θ∗ : h∗ → Hom(Z(g),C). We denote the central character θ∗(λ) : Z(g) → C by χλ. It turns out
that the algebraic discussion of central characters matches the representations of the geometric
algebra D(X,O(λ)):

8.4.2.7 Proposition Let λ be a weight. Then θλ(kerχλ) = 0 and so θλ factors through Uλg
def
=

Ug/(Ug kerχλ). Moreover, θλ : Uλg→ D(G/B−,O(λ)) is an isomorphism.

8.4.2.8 Remark The notation Uλg
def
= Ug/(Ug kerχλ) is a mild change from Lemma/Definition 8.1.3.9.♦

8.4.2.9 Remark In fact, λ need not be an integral weight. Although we have not defined it,
D(G/B−,O(λ)) makes sense geometrically for arbitrary λ ∈ h∗, even though the line bundle O(λ)
is not globally defined unless λ is integral. We will discuss this further in Section 8.4.3. ♦

We will prove Proposition 8.4.2.7 in a series of lemmas.

8.4.2.10 Lemma If z ∈ Z(g), then χλ(z) = θλ(z).

Proof Pick x ∈ X = G/B− such that StabG(x) = B−, and let U 3 x be an open set. Let
Ix ⊆ O(λ)|U be the O(U)-submodule of sections vanishing at x; then B− · Ix = Ix. For ξ ∈ b− and
ϕ ∈ O(λ)|U , by definition ξ · ϕ = θλ(ξ)[ϕ]. But since Ix is fixed by B−, this action descends to
the quotient O(λ)|U/Ix, which is a line (or 0 if U is too big). In particular, the value of (ξ · ϕ)(x)
depends only on ϕ(x).

Recall Definition 8.1.1.7: for z ∈ Z(g), we have z = θ(z) mod n−U(g) for θ(z) ∈ Sh. But
n−O(λ) = Ix, and so (z · ϕ)(x) = (θ(z) · ϕ)(x) = χλ(z)ϕ(x). This proves that χλ(z) = θλ(z) with
respect to their actions at the point x, and so now we can do it at any point, because z is in the
center. Indeed, since z ∈ Z(g), z commutes with the action of G, which is transitive, so we can
start with x and move it to any other point: z · g∗(φ) = g∗(z · φ). �

8.4.2.11 Corollary θλ factors through Ug→ Ug/Ug kerχλ.

To prove the last part of Proposition 8.4.2.7 — that θλ : Uλg = Ug/(Ug kerχλ)→ D(G/B−,O(λ))
is an isomorphism —, we will look at the associated graded algebras on both sides. Each side is
naturally filtered, and θ respects the filtrations, so we will then use the standard fact that we
discussed in the proof of Theorem 8.1.1.14 that lets us go back.

8.4.2.12 Lemma Let N be the cone of nilpotent elements in g. Then gr(Uλg) = C[N ], the ring
of regular functions on N .

Proof Recall the following facts about this ring of functions: it is a polynomial algebra, and the
center acts freely. We identify g ∼= g∗ via the Killing form. Then remember what we did in the proof
of Theorem 8.1.3.7: we took I(N ) the ideal of the cone, and then Sg = I(N )⊕Y , where Y was a
homogeneous compliment. Then we proved that SgG ⊗ Y → Sg is an isomorphism. Moreover, we
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have the natural maps γ : Sg→ T g→ Ug, and so we have:

SgG ⊗ Y Sg

Z(g)⊗ γ(Y ) Ug

∼ ∼

�

In Proposition 8.4.2.6 we observed that for any X and any line bundle L, gr(D(X,L)) =
O(T∗X). Since G acts transitively by conjugation on Borel subalgebras in g and the stabilizer of
a given Borel is itself, we can identify G/B− as the set of Borel subalgebras in g. We denote the
Borel corresponding to x ∈ X = G/B− by bx. Therefore T∗X = {(x, ξ) s.t. x ∈ X, ξ ∈ (g/bx)∗},
because we identify TxX ∼= g/bx. By the Killing form, (g/bx)∗ ∼= nx, where nx = [bx, bx], because
(bx)⊥ with respect to the Killing form is just nx. All together, we think of the elements of T∗X as
pairs a Borel subalgebra bx and ξ ∈ nx = [bx, bx]. In particular, ξ is nilpotent. We define the map
p : T∗X → N that forgets the first factor, projecting (bx, ξ) 7→ ξ ∈ N . Since we have exhibitted
T∗X as a subbundle of X × g, this is a “projection onto the fiber”.

8.4.2.13 Lemma 1. p is surjective.

2. If ξ ∈ N is regular, then p−1(ξ) is a single point.

3. p−1(ξ) is a connected projective variety.

4. p∗ : C[N ]→ O(T∗X) is an isomorphism.

So in algebrogeometric language, p is proper, and is an isomorphism on open parts.

Proof 1. is by inspection. 2. Any regular ξ can be embedded in a principle SL(2) = {η, h, ξ}. Then
Stabg(ξ) ⊆ b for some Borel b, and we claim it is unique. Indeed, you pick up the regular piece,
look at the centralizer, and see that the centralizer of the pair (b, ξ) is the same as the centralizer
of ξ, and therefore there is only one b. The best way to see this is to pick up one particular b, and
then construct the centralizer and see that there are only positive weights. We explained 3. and 4.
already. �

Proof (of Proposition 8.4.2.7) We claim that gr θλ = p∗. We have C[N ] ⊆ Sg→ S(TX). For
each ξ ∈ g we want to construct a vector field on X. To define the vector at x, we look at the image
of ξ in g/bx = TxX. But p∗ : Sg→ S(TX) is the associated graded for θλ : Ug→ D(X,L). �

8.4.3 Twisted differential operators and Beilinson-Bernstein

In the previous section we proved that D(X,O(λ)) ∼= Uλg = Ug/
Ä
ker(χλ)Ug

ä
when λ ∈ P is an

integral weight. But the right-hand side makes sense for arbitrary weights λ; we will now discuss
the generalization of the left-hand side.

8.4.3.1 Definition A system of twisted differential operators (a TDO) on a space X is a sheaf
of filtered algebras locally isomorphic to the sheaf of differential operators in Definitions 3.2.4.1
and 8.4.2.3 with trivial coefficients. We denote the space of TDOs on X by TDO(X).
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We denote the sheaf of differential operators with trivial coefficients by D . To study TDOs
it is necessary to understand the automorphisms of D(U), as these will give possible transition
maps. Since D(U) is generated as a filtered algebra by D≤1(U) = Γ(TU) ⊕ O(U) and since the
automorphisms must preserve the filtration, said automorphisms must fix the O(U) part and for
v ∈ Γ(TU) be of the form v 7→ v + 〈α, v〉 for some α ∈ Ω1

d(U) = Γ(T∗U). Moreover, to get the
commutation relations we must have dα = 0. We have proven:

8.4.3.2 Lemma There is a bijection TDO(X)↔ H1(X,Ω•d(X)). �

8.4.3.3 Example Let X = G/B. We have a short exact sequence of sheaves:

0→ C→ OX → (Ω1
d)X → 0

Taking the long exact sequence in cohomology, we know that OX has only nonzero cohomology in
dimension 1. Therefore:

H1(X,Ω1
d)X
∼= H2(X,C)

The right-hand side gives Schubert cells. And if an element of the left-hand side gives a sheaf of
twisted differential operators on a line bundle, then the corresponding class on the right-hand side
is the Chern class. ♦

8.4.3.4 Definition A Lie algebroid on a space X is a sheaf a of OX modules that is simultaneously
a sheaf of Lie algebras (same C action, but the bracket need not be OX-linear). The OX and
Lie algebra structures are required to satisfy a “Leibniz rule” compatibility condition, namely the
existence a an anchor map α : a→ Γ(−,TX) of sheaves of OX-modules such that, for local sections
ϕ ∈ OX and ξ, η ∈ a, [ξ, ϕη] = ϕ[ξ, η]+Lα(ξ)(ϕ)η. It follows that α is a Lie algebra homomorphism.

8.4.3.5 Remark When doing differential geometry, one often adds the requirement that the OX -
module structure on a make a into the sheaf of sections of some vector bundle A→ X, i.e. that a
be locally free as an OX -module. ♦

8.4.3.6 Example Suppose that a Lie algebra g acts on a space X. Then the action algebroid g̃ is,
as a sheaf of left OX -modules, the sheaf of g-valued functions on X: g̃ = OX ⊗ g. The anchor map
is determined by the action, and the bracket on sections of g̃ is:

[f ⊗ ξ, g ⊗ η] = fg ⊗ [ξ, η] + f Lξ(g)⊗ η − g Lη(f)⊗ ξ ♦

8.4.3.7 Definition Let a be a Lie algebroid on X. The universal enveloping algebroid Ua is the
sheaf of algebras on X generated by OX and a and subject to the relations that: the multiplication
OX ⊗ OX → Ua is the multiplication in OX ; the multiplication OX ⊗ a → Ua is the action by OX

on a; the commutator in Ua between sections of a is given by the Lie bracket; the commutator in
Ua between a section of a and a section of OX is given by the anchor map.

8.4.3.8 Example The tangent bundle TX defines a Lie algebroid Γ(−,TX): the bracket is the
bracket of vector fields and the anchor map is the identity. Its universal enveloping algebra is the
sheaf DX of differential operators on X from Definitions 3.2.4.1 and 8.4.2.3.
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More generally, when L is a line bundle on X, then D≤1(−,L) is a Lie algebroid containing OX .
Its universal enveloping algebroid is a bit too big to be D(−,L), but upon identifying the OX in
D≤1 with the OX in UD≤1, we arrive at the sheaf of differential operators with coefficients in L.♦

We now restrict our attention to X = G/B for G a semisimple connected simply-connected
algebraic group and B a Borel. It carries a G-action, and so we can form the action algebroid g̃ on
X. Writing α : g̃→ Γ(TX) for the anchor map, we have:

b̃|U
def
= ker(α)|U = {ϕ : U → g s.t. ϕ(x) ∈ bx ∀x ∈ U}
[b̃, b̃]|U = {ϕ : U → g s.t. ϕ(x) ∈ nx ∀x ∈ U}

Moreover, there are canonical isomorphisms bx/nx ∼= by/ny for all x, y ∈ X, since the choice is up
to conjugation by B. But bx/nx ∼= h.

We set Ũ = OX ⊗ Ug, the sheaf of Ug-valued functions on X. Each λ ∈ h∗ gives a map
λ : bx → C for each x ∈ X, since bx/nx = h. Let’s denote by Iλ the ideal in Ũ generated by

(ϕ− λ(ϕ)) for ϕ ∈ b̃. Then we define Dλ
X

def
= Ũ/Iλ.

8.4.3.9 Lemma 1. Dλ
X is a TDO.

2. Dλ(X)
def
= Γ(X,Dλ

X) = Uλg.

Proof For the second statement, go to associated graded, same as before. For the first statement,
calculate: for U ⊆ X, Dλ

0 (U) = O(U), and:

Dλ
1 (U)

Dλ
0 (U)

=
O(U)⊗ g

kerα
= Γ(U,TX)

and so we are locally isomorphic to differential operators. �

8.4.3.10 Definition Let X be an algebraic variety with sheaf of functions OX . An OX-module M
is quasicoherent if for a small enough cover, for V ⊆ U , we have M(V ) = M(U) ×O(U) O(V ).
For X affine, quasicoherent sheaves are the same as C[X]-modules, e.g. sections of vector bundles.
However, when X is projective, sheaves have too few global sections, so quasicoherence is a better
notion than “module over global sections”.

We have in front of us two interesting categories of modules. On the one hand, we have the
category Uλg-mod of modules over the algebra Dλ(X) ∼= Uλg. On the other hand, we have the
category Dλ

X-mod of sheaves of Dλ
X -modules that are quasicoherent as OX -modules. In fact, these

categories are sometimes the same:

8.4.3.11 Theorem (Beilinson-Bernstein)
Assume that λ is dominant and λ + ρ is regular, but not necessarily integral. The global sections

functor Γ sends F ∈ Dλ
X-mod to Γ(X,F) ∈ Uλg-mod. If F ∈ Uλg-mod, we define its localization

via (LF )(U) = Dλ(U)⊗Dλ(X)F . These functors define an equivalence of categories L : Uλg-mod�
Dλ
X-mod : Γ.
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8.4.3.12 Remark When λ is integral, Theorem 8.4.1.4 shows that dominance of λ and regularity
of λ+ ρ are necessary. ♦

As usual, we prove Theorem 8.4.3.11 via a series of lemmas.

Let E ,F be Ũ-modules. Then E ⊗OX F is again a Ũ-module. For µ ∈ P, we set F(µ)
def
=

O(µ)⊗O F . Since we have an infinitesimal action on the fiber, the weights add. In particular, if F
is a DλX -module (i.e. if Iλ ⊆ Ũ acts as 0 on F), then F(µ) is a Dλ+µ

X -module.

Suppose now that µ is dominant and integral, and consider V = L(µ). Its induced bundleG×BV
has sections V = OX ⊗ V , and thus is a Ũ-module. Being a finite-dimensional B-representation,
V has a b−-invariant filtration 0 ⊆ V1 ⊆ V2 ⊆ · · · ⊆ Vs = V , such that the quotients are all
one-dimensional b−-representations — indeed, each quotient Vi/Vi−1 is of the form Cγi for some
weight γi of V (we played a similary trick in the proof of Theorem 8.4.1.4). In particular, γ1 = ν is
necessarily the lowest weight of V , and γs = µ is the highest weight. Moving to sheaves, we have
a similar story:

0 ⊆ V1 ⊆ V2 ⊆ · · · ⊆ Vs = V

This time Vi/Vi−1 = O(γi).

8.4.3.13 Lemma Pick F ∈ Dλ
X-mod. The maps Cν = V1 → V and V → Vs/Vs−1 = Cµ determine

maps O(ν)→ V and V → O(µ), and hence maps i : F → F(ν)(−ν)→ F(−ν)⊗V and j : F ⊗V →
F(µ). Then i has a right inverse and j has a left inverse.

Proof (of Lemma 8.4.3.13) The idea of the proof is as follows. F(γi) carries an action of Dλ+γi
X .

We will prove:

1. If γi 6= ν, then Uλ−ν+γig 6= Uλg.

2. If γi 6= µ, then Uλ+γig 6= Uλ+νg.

Fact 1. proves that i has a right inverse, and 2. that j has a left inverse. **why?**

The claims follow from Theorem 8.1.1.14: if two weights define the same central character, then
they are on the same orbit of the shifted Weyl group. For 1., we argue as follows. We must show
that λ+γi−ν 6= w(λ+ρ)−ρ for any w ∈W . Assume the opposite. Then w(λ+ρ)−(λ+ρ) = γi−ν.
But ν is the lowest weight of V = L(µ), so γi − ν > 0. On the other hand, w(λ+ ρ)− (λ+ ρ) ≤ 0
as λ is dominant, a contradiction.

For 2., we give a similar argument, this time using regularity of λ+ ρ rather than dominance of
λ. Assume that w(λ+ γi + ρ) = λ+ µ+ ρ; then λ+ ρ− w(λ+ ρ) = w(γi)− µ. But w(γi)− µ ≤ 0
as µ is the highest weight, and λ+ ρ− w(λ+ ρ) > 0 by regularity. �

8.4.3.14 Lemma For F ∈ Dλ
X-mod, we have Hi(X,F) = 0 for i 6= 0, and H0(X,F) 6= 0 for

F 6= 0.

Proof (of Lemma 8.4.3.14) We will give the proof when F is coherent, i.e. finite-generated. For
general F one would then need to use the usual trick, which we will skip: a quasicoherent sheaf is
an inductive limit of coherent sheaves, and you must various maps.
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We will use but not prove Serre’s theorem: if X ↪→ Pn and F is a non-zero coherent sheaf
on X, then F ⊗ O(m) does not have nonzero cohomology for large enough m. In our case, we
have π : X ↪→ P(L(κ)) for some κ, and OX(κ) = π∗OP(1). In particular, for i > 0 and −ν
sufficiently large (a large integer multiple of κ), Hi(X,F(−ν)) = 0. Then Hi(X,F(−ν)⊗OX V) =
H i(X,F(−ν))⊗ V = 0. By Lemma 8.4.3.13 (after tensoring with O(−ν), F is a direct summand
of F(−ν)⊗OX V. Thus Hi(X,F) = 0 for i 6= 0.

The i = 0 case is similar. For sufficiently large µ and non-zero F , H0(X,F(µ)) 6= 0 by Serre’s
theorem. If we did have H0(X,F) = 0, then we would have H0(X,F ⊗OX V) = 0 by the argument
in the previous paragraph, and hence H0(X,F(µ)) = 0 as by Lemma 8.4.3.13 F(µ) is a direct
summand of F ⊗OX V. But this is a contradiction. �

Proof (of Theorem 8.4.3.11) The functors L and Γ form an adjoint pair:

HomDλ
X

(LF,F) = HomDλ(X)(F,ΓF)

Lemma 8.4.3.9 shows that the canonical map Uλg → Γ LUλg is an isomorphism, and hence
A → Γ LA is an isomorphism whenever F is free. Take F ∈ Uλg-mod, and construct a free
resolution of it:

· · · → A2 → A1 → A0 → 0 (8.4.3.15)

and apply L:
· · · → LA2 → LA1 → LA0 → 0 (8.4.3.16)

and apply Γ:
· · · → Γ LA1 → Γ LA1 → Γ LA0 → 0 (8.4.3.17)

As equations (8.4.3.15) and (8.4.3.17) are isomorphic, the only cohomology is in the last spot. On
the other hand, Lemma 8.4.3.13 shows that Γ : Dλ

X-mod → Uλg-mod is exact and faithful (being
an exact functor that does not take non-zero objects to zero). Therefore the only cohomology of
equation (8.4.3.16) is in the last spot. Since L is also exact, it follows that Γ LF ∼= F for any
F ∈ Uλg-mod.

In particular, the canonical map L ΓF → F gives rise to an isomorphism Γ L ΓF → ΓF . We
claim that L ΓF → F is an isomorphism. Indeed, look at the corresponding exact sequence:

0→ X → L ΓF → F → Y → 0

Applying Γ gives
0→ ΓX → Γ L ΓF ∼→ ΓF → ΓY → 0

Since Γ is exact, ΓX = 0 = ΓY, and since Γ is faithful, this implies that L ΓF → F is an iso. �

We will give two applications of Theorem 8.4.3.11. It has many others, mostly via applying the
theory of D-modules to questions in representation theory.

8.4.3.18 Corollary Let µ ∈ P+. Then the translation functors

DλX-mod
⊗O(µ)−→ Dλ+µ

X -mod
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is an equivalence of categories. When λ+ ρ is regular dominant, the corresponding equivalence

Uλg-mod→ Uλ+µg-mod

is the translation principle. �

8.4.3.19 Example If λ is itself integral dominant, then there is an equivalence Φ : Uλg-mod →
U0g-mod. We can construct Φ−1 by hand, via M 7→

Ä
M ⊗ L(λ)

ä
/(kerχλ). Reading of its adjoint,

we have Φ : M 7→
Ä
M ⊗ L(λ)∗

ä
/(kerχ0). In particular, finite-dimensionality is preserved. ♦

Our final application explores the resolution of Bernstein, Gelfand, and Gelfand, which we
mentioned in Remark 6.1.2.4.

8.4.3.20 Example The following is a resolution of L(0):

0→M(−2ρ)→ · · · →
⊕

`(w)=k

M(w(ρ)− ρ)→ · · · →M(0)→ 0

Incidentally, w(ρ)− ρ =
∑
α∈∆−∩w(∆+ α.

Take G/B ⊇ U0 = N− · x, where StabG x = B and N− ∼= n−, and consider the de-Rham
complex of U0:

0→ Ω0(U0)
d→ Ω1(U0)

d→ . . .
d→ Ω`(U0)→ 0

In fact, Ωk(U0) ∼= S•(n−)∗ ⊗∧k(n−)∗ is an isomorphism of g-modules, and the g-action commutes
with the differential. So the cohomology groups are all g-modules. Taking the restricted dual, we

set Mk
def
= Ωk(U0)∗ = Ug⊗Ub

∧k(n−), thereby building a complex

0→M` → · · · →M2 →M1 →M0 → 0

Upon quotienting, we have Mk/(kerχ0) =
⊕

`(w)=lM(w(ρ) − ρ), so that the BGG resolution is a
dual to the de Rham complex. ♦

8.4.4 Kostant theorem

Let g be a semisimple Lie algebra over C with chosen triangular decomposition g = n− ⊕ h ⊕ n+,
and let M be a finite-dimensional g-module. In this section we will describe Hi(n+,M). This is the
cohomology of the chain complex

∧i(n+)∗ ⊗M , which carries an h action via, on the first piece,
the adjoint action, and on the second piece the action by h ↪→ g, and this action commutes with
the differential. So Hi(n+,M) is an h-module.

For λ ∈ h∗, we denote by Cλ the one-dimensional h-module with weight λ.

8.4.4.1 Theorem (Kostant)
Hi(n+, L(λ)) =

⊕
`(w)=iCw(λ+ρ)−ρ

We will give two proofs. The first proof is based on the BGG resolution (Remark 6.1.2.4),
which is a pretty strong result in itself. The second proof uses the Borel-Weil-Bott theorem (The-
orem 8.4.1.4).
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Proof (1) Recall that the Killing form identifies (n+)∗ ∼= n−. From this, it follows that the
homology Hi(n

−, L(λ)) is the same as the cohomology Hi(n+, L(λ)). By Example 8.4.3.20,

0→M` →M`−1 → · · · →M0 → 0

is a resolution of L(λ), where Mi =
⊕

`(w)=iM(w(λ + ρ) − ρ). As an (h ⊕ n−)-module, M(µ) ∼=
Un− ⊗ Cµ, and in particular it is free over n− (the n− action on Cµ is trivial). Recall that a free
module has homology only in the first term **cite?**. Therefore:

Hi(n
−,M(µ)) =

{
0 i > 0

Cµ i = 0

Moreover, Hi(n
−, L(λ)) = H0(n−,Mi), and the result follows. �

Proof (2) We define the category (b, H)-mod of Harish-Chandra modules to be the full subcate-
gory of the category of b-modules whose objects are locally nilpotent over n+ and semisimple over
h with weights in P the weight lattice of g. Then:

H i(n+, L(λ))µ = Exti(b,H)(Cµ, L(λ))

The left-hand side is the weight-µ subspace, and the right-hand side is computed in this category
(b, H)-mod. The point is that if you take a projective resolution, and take its semisimple part, and
its still projective.

Moreover, we claim that there is an equivalence of categories B-mod
∼↔ (b, H)-mod; by B-mod

we mean the category of algebraic representations of the affine algebraic group B, i.e. the category
of corepresentations of the algebra of polynomial functions (Lemma/Definition 8.3.3.2). In the
forward direction, every B-module is in (b, H)-mod, and the other direction is exponentiation.
Thus:

Hi(n+, L(λ))µ = ExtiB(Cµ, L(λ)) = ExtiB(L(λ)∗, C−µ) (8.4.4.2)

We pick an injective resolution of C−µ:

0→ I0 → I1 → · · · → I` → 0 (8.4.4.3)

To compute the right-hand side of equation (8.4.4.2), we apply the functor HomB(L(λ)∗,−) to each
term in equation (8.4.4.3). Then, using Frobenius reciprocity and dualizing:

Exti(n+, L(λ))µ = HomB(L(λ)∗, Ii) = HomG(L(λ)∗, IndGB(Mi)) =

= HomG

Ä
L(λ)∗, H i(G/B,O(−µ))

ä
= HomG

Ä
L(λ), H i(G/B−,O(µ))

ä
The theorem follows from Theorem 8.4.1.4. �

8.4.4.4 Remark The second proof can be run in reverse to give Theorem 8.4.1.4 as a corollary
of Theorem 8.4.4.1: originally Kostant proved his theorem using spectral sequences. On the other
hand, the existence of a BGG resolution is stronger, because cohomology doesn’t know everything.

One can also use Theorem 8.4.4.1 to prove the Weyl character formula (Theorem 6.1.1.2). It is
not the quickest way to prove it, but it is not very difficult. ♦
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Exercises

Let g be a semisimple Lie algebra over C, G its connected simply-connected algebraic group, and
B a Borel.

1. Show that the centralizer of any semisimple element in g is reductive.

2. Prove the Jacobson-Morozov Theorem: if x ∈ g is a nilpotent element, then there exist h, y ∈ g
such that {x, h, y} form an sl(2)-triple, i.e. [h, x] = 2x, [h, y] =?2y, and [x, y] = h. (Note that
existence of h was proven in the notes.)

3. Show that any two sl(2)-triples containing a given x are conjugate by the action of the adjoint
group.

4. Show that the nilpotent cone in g has finitely many orbits with respect to the adjoint action.

5. Let p be a parabolic subalgebra of g associated with a subset S of simple roots. Assume that
the nilpotent radical of p is abelian.

(a) Show that S = {αi} is a single element set and hence p is a maximal proper subalgebra
of g.

(b) Let g be simple. Show that if θ is the highest weight of the adjoint representation and
θ =

∑
miαi, then mi = 1.

6. Let X denote the G-orbit of the B-invariant line in an irreducible representation L(λ). Let Ω
denote the Casimir element in U(g). Show that any x ∈ X satisfies the quadratic equations:

Ω(x⊗ x) = (2λ, 2λ+ 2ρ)(x⊗ x)

This is an analogue of the Plucker relations. (Hint: x⊗ x ∈ L(2λ) ⊆ L(λ)⊗ L(λ).)

7. Let B ⊆ P ⊆ G. Show that if Hi(P/B, P ×B V ) is not zero for one i only, then:

Hi+j(G/B,G×B V ) ∼= Hj(G/P,G×P Hi(P ×B V ))

8. Use the previous exercise and the Borel-Weil-Bott theorem to calculate Hi(G/P,G×P V ) for
an irreducible P -module V .

9. For an arbitrary Lie algebra g show that the first cohomology group H1(g; g) with coefficients
in the adjoint module is isomorphic to the algebra Der(g)/ ad(g), where Der(g) denotes the
algebra of derivations of g.

10. A Heisenberg algebra is a 3-dimensional Lie algebra with one-dimensional center that coincides
with the commutator of the algebra. Check that a Heisenberg algebra is isomorphic to the
subalgebra of strictly upper triangular matrices in sl(3) and calculate its cohomology with
trivial coefficients. (Hint: you can use the Kostant theorem.)
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