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Thomas Scanlon

Abstract. — Employing a proof technique suggested by Zannier and first success-
fully implemented by Pila and Zannier to give a reproof of the Manin-Mumford con-
jecture on algebraic relations on torsion points of an abelian variety, Pila presented
an unconditional proof of the André-Oort conjecture when the ambient Shimura va-
riety is a product of modular curves. In subsequent works, these results have been
extended to some higher dimensional Shimura and mixed Shimura varieties. With
these notes we expose these methods paying special attention to the details of the
Pila-Wilkie counting theorem.

Résumé (O-minimalité et André-Oort). —  En utilisant une technique de
preuve suggérée par Zannier et utilisé par Pila et Zannier pour prouver la conjecture
de Manin-Mumford sur les relations algébriques sur les points de torsion d’une variété
abélienne, Pila a présenté une preuve inconditionnelle de la conjecture de André-
Oort lorsque la variété de Shimura ambiante est un produit de courbes modulaires.
Ces résultats ont étaient étendus a certains autres variétés de Shimura et variétés de
Shimura mixtes. Ici, nous exposons ces méthodes accordant une attention particuliére
aux détails du théoréme de comptage de Pila et Wilkie.

1. Introduction

In the paper [52] Pila gave the first unconditional proof of the André-Oort conjec-
ture for mixed Shimura varieties expressible as products of curves. This fact on its
own is a remarkable development, but the method of proof, coming as it does from
the theory of o-minimality, constitutes a major breakthrough. Zannier had proposed
that a theorem of Pila and Wilkie on counting rational points in definable sets in
combination with suitable estimates on sizes of Galois orbits could be used to prove
theorems in the vein of the André-Oort conjecture, and, indeed, in joint work with
Pila [57] he implemented this strategy to reprove the Manin-Mumford conjecture.
Subsequent work by many authors [24, 40, 38, 37, 44, 54, 14| has borne out the
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promise of this strategy and the pace of the continuing developments suggests that
the project has not been played out.

These notes are based on a pair or lecture series I delivered in May 2011, one
in Luminy to an assembled group of experts on the André-Oort conjecture with the
aim of expositing the applications of the Pila-Wilkie counting theorem to diophantine
geometric problems and then a second lecture series in Lyon to model theory students
participating in a special Maloa (Mathematical Logic and its Applications) semester
with the goal of explaining in detail the counting theorem itself. I have prepared
two other accounts of these theorems [64, 66] to which the reader is referred for
gentler introductions. In this paper, I will follow the proofs of the original papers
fairly closely resisting the temptation to “simplify” those arguments. I do not claim
any of the results explicated in this paper as my own, though, of course, any errors
I may have inadvertently introduced are mine. The principal innovation is to have
assembled in one place the key steps in these proofs.

The subject has progressed during the three years since the bulk of this paper
was written. Most notably, Tsimerman has completed an unconditional proof of the
André-Oort conjecture for Ay, the coarse moduli space of principally polarized abelian
varieties of dimension g, using the Pila-Zannier method [73]. The present text retains
the structure and emphases of its 2012 version, but we conclude with a short section
describing the current state of the art.

This paper is organized as follows. In Section 2 we outline the Pila-Zannier strat-
egy. We follow with Section 3 in which we review the basic theory of o-minimality.
In Section 4, the technical heart of this paper, we expose in detail the Pila-Wilkie
counting theorem. Finally, in Section 5 we present some of the details of the proofs
of the diophantine geometric theorems proven with these methods.

Many people have assisted me in writing these notes. I thank in particular Jonathan
Pila and Umberto Zannier for their detailed comments on earlier drafts. I thank
Matthias Aschenbrenner, Philipp Habegger, and Emmanuel Ullmo for enlightening
discussions.

2. Overview of the Pila-Zannier strategy

In this section we shall outline the main steps of the Pila-Zannier strategy for
proving diophantine geometric theorems. Since the surveys [64] and [66] are devoted
exactly to such outlines, we shall be brief here.

We are interested in proving theorems to the effect that if X is a “special” variety (a
Shimura variety, an abelian variety, a moduli space for abelian varieties et cetera) and
Y C X is an irreducible closed subvariety containing a Zariski dense set of “special”
points (special points in the sense of the theory of Shimura varieties, torsion point,
CM-moduli points, et cetera), then Y is a “special” subvariety (variety of Hodge-type,
group subvariety, submoduli variety, et cetera). In practice, we must specify the
meaning of the term special (as we have suggested parenthetically). The Pila-Zannier
strategy takes advantage of the theory of o-minimality which is essentially a theory
of real geometry. As such, the technique applies only over the complex numbers, but
one could speculate about extensions of the relevant counting theorems to analytic
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geometric situations over other local fields. Indeed, Comte, Cluckers and Loeser
have formulated and proved a version of the Pila-Wilkie counting theorem for sets
defined using p-adic analytic functions [11]. Subsequently, Chambert-Loir and Loeser
have shown how to use this nonarchimedian counting theorem to prove functional
transcendence results for maps coming from p-adic analytic uniformizations [10].

The first step in the Pila-Zannier strategy is to realize the complex algebraic variety
X (C) analytically as a coset space. That is, we seek some complex homogenous space
X for the action of some (open subgroup of a) real algebraic group G(R) by analytic
automorphisms so that some analytic function 7 : X — X (C) represents X (C) as
the quotient I'\X where I' < G(R) is an arithmetic subgroup. For example, if X is
an abelian variety over C of dimension g, then X(C), being a complex torus, may
be expressed as C9/A for some lattice A. In this case, we would take X = CY and
G = G?9 acting via an appropriate real analytic trivialization of C9 as R?9 for which
A is identified with Z29. In the case that X = A! regarded as the j-line, then we
could take

X=h:={reC : Im(r) > 1}

to be the upper half plane, G = PSL; to be the special linear group acting via
fractional linear transformations, I' := PSLy(Z) and 7 := j : X — A'(C) to be the
j-function. The reader might object that as the irreducible closed subvarieties of Al
are not particularly complicated, being either points or the full space, the problem
considered here is trivial. Treat instead X = A" regarded as the moduli space of
products of N elliptic curves, X = ¥ and 7 : X — AN (C) given by

(T1,--omn) = (), -+, (7))

Of course, we need to be somewhat careful about how we choose the analytic
covering 7 : X — X(C). In particular, we wish to have that the special points in
X (C) come from arithmetically simple points in X. What is meant by arithmetically
simple? We shall ensure that X C CM is an open subset of some complex affine space.
Thus, it would make sense to ask whether a point in X is rational or algebraic. In
practice, we might like for the special points in X (C) to be the images of the rational
points in X. With our example of X a complex abelian variety the set of torsion
points on X (C) is exactly the image of Q29 under the analytic covering map. In the
case of the j-function giving a covering of A'(C) by b, the set of special points, the j-
invariants of elliptic curves with complex multiplication, is the image of the quadratic
imaginary numbers. In the general applications of this method, we shall arrange that
the set of preimages of special points under the covering map be the set of algebraic
points in X of some fixed degree at most d over Q.

Once we have found the desired analytic covering map, the problem of describing
the set of special points on the algebraic subvariety ¥ C X may be converted to
the problem of calculating the set of algebraic points of degree < d on the analytic
variety 2) := 7~1Y. On the face of it, such a move converts a difficult problem to an
intractable one as there is very little in general that one can say about the algebraic
points on an analytic variety and the known theorems about the rational points on
algebraic varieties are amongst the deepest in all of mathematics. To exploit this
translation from special points on an algebraic variety to rational (or algebraic of
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bounded degree) points on an analytic variety we use the theory of definability in
o-minimal structures. The covering map 7 : X — X (C) is almost never definable in
a logically tame structure in any sense, but if we were to restrict 7 to an appropriate
fundamental domain ® C X then the whole situation is often definable in an o-minimal
expansion of the real numbers.

In the cases we have been considering, o-minimal definability takes on a very con-
crete form. Using real and imaginary parts we identify C with R2?, and hence, CV¥
with R2V. By a semialgebraic set we mean a subset of R2V defined by a finite boolean
combination of conditions of the form f(z1,...,z2,) > 0 where f is a polynomial with
real coefficients. In the cases we have been considering, the fundamental domain ®
may be taken to be semialgebraic. Indeed, when X is a complex abelian variety, then
the natural choice for ® would be [0,1)29. In the case of the covering of the affine line
by the j-function, the usual fundamental domain is easily seen to be semialgebraic.
We say that a function is restricted analytic if it is the restriction of a real analytic
function on some open set to a compact box. By an explicitly definable function we
mean the restriction to a semialgebraic domain of a function built as a composition
of polynomials, restricted analytic functions, and the real exponential function. The
covering maps we have been considering are explicitly definable. In the case of the
covering of an abelian variety 7 : C¢ — X (C) since 7 is globally analytic and the
fundamental domain ® is contained in a compact box, one sees that the restriction
of 7 to ® is already the restriction of a restricted analytic function to a semialgebraic
set. For the j-function, one sees from the g-expansion of j, that the restriction of j
to ® may be realized as the restriction to a semialgebraic set of the composite of a
restricted analytic function with a function built from restricted analytic functions
and the real exponential function.

At this point we may invoke the Pila-Wilkie counting theorem (or one of its refine-
ments) to say something about the distribution of algebraic points on @ =DNY =
(m | ©)71Y(C). The counting theorem says that after accounting for rational points
which might lie on semialgebraic sets, there are subpolynomially many rational points
on a definable set. Let us be a little more precise.

For a rational number % written in lowest terms we define

a 0 ifa=0
H(:) := .
b max{|al,|b|} otherwise
For an n-tuple z = (z1,...,7,) € Q" we define

H(x):=max{H(x;) : i< N}
Given a set X C R™ and a number ¢ > 1 we define
X(Q,t):={zeQ"NnX : H(z) <t}

and

N(X,t) = #X(Q,1)
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Finally, we define the algebraic part of X, X?2 to be the union of all connected,
positive dimensional semialgebraic subsets of X. The Pila-Wilkie counting theorem
asserts that for any € > 0 we have N(X ~\ X2 t) = O(t°). Various refinements of
this theorem are known in which, for example, the set X may be allowed to vary in a
family, the exceptional set may be taken to be smaller than the full algebraic part, and
one can count points of some bounded degree over the rationals rather than merely
rational points. We shall delay our discussion of these refinements until Section 4.

Applying the Pila-Wilkie counting theorem (or its refinement for algebraic points
of bounded degree) to our definable set QT], we see that there are few, meaning sub-
polynomially many, points on 95 which are preimages of special points unless @alg
is large. It is possible for the algebraic part to be large. For example, in the case
where X is an abelian variety, if Y C X is an algebraic subgroup, then %) is a lin-
ear subspace of C9. As such, 9%& = 9) (as long as dim(Y) > 0). To continue the
argument one must show that this is essentially the only way for @alg to be large.
Such results are formalized as what we call Ax-Lindemann-Weierstrafs theorems, since
they generalize the classical theorem of Lindemann and Weierstraf that if aq, ..., an,
are Q-linearly independent algebraic numbers, then e®?, ... e*" are algebraically in-
dependent, via statements in line with Ax’s formal version of Schanuel’s conjecture
that if o, ..., o, € tC[[t]] are C-linearly independent power series with zero constant
term, then the field C(ay, ..., an,exp(ay),...,exp(a,)) has transcendence degree at
least n + 1 over C.

Finally, one concludes these arguments by playing a lower bound on the size of the
Galois orbit of a special point against the upper bounds coming from the counting
theorem. That is, we find a field of definition k£ for Y and X, some number ¢ > 0,
a constant C' and some natural number valued measure of complexity of a special
point ¢(¢) so that [k(C) : k] > Cc(C)¢ for all special points . For example, in the
case that X is an abelian variety one could measure the complexity of a torsion point
by its order for which such lower bounds on the degree of a torsion point are known.
The trick is to relate the complexity of a special point to the height of a point in ©
mapping to it by 7. In the case of torsion points, these quantities are nearly identical,
but in general there may be a polynomial distortion. In any case, since every Galois
conjugate (over k) of a special point on Y must also lie on Y, the existence of a Zariski
dense set of special points on Y would imply that there are more rational (or algebraic
of bounded degree) points on Qj than the counting theorem would allow unless the
algebraic part of @ is large. From an appropriate Ax-Lindemann-Weierstraf theorem
we then conclude that some special relations hold on ). Possibly after passing to a
quotient, we then conclude that Y must be special.

While the argument outlined above contains many lacuna and elides some essential
subtleties, it does accurately reflect the general lines of the o-minimal approach to
the André-Oort problems. We shall return to these arguments supplying some details
in Section 5.
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3. O-minimality

O-minimality was isolated by van den Dries [78] as the requisite condition to
prove the basic structural results of semialgebraic geometry and then by Steinhorn
and Pillay (partially in collaboration with Knight) [58, 32, 59| in its logical form.
The reader should consult the book by van den Dries [80] for a fuller account of o-
minimal geometry and the notes for Wilkie’s Bourbaki seminar [86] for a discussion
of the range of geometric theories to which o-minimality applies. In this section,
we shall take a middle route, focusing on a specific o-minimal structure, namely the
expansion of the ordered field of real numbers by restricted analytic functions and
the real exponential function, while recounting some of the general theorems in o-
minimality, especially the cell decomposition theorem, and discussing what it would
mean to consider o-minimal structures on nonstandard models. This last point may
be a significant departure from most expository articles on o-minimality aimed for a
general mathematical audience in that part of the characteristically logical nature of
the subject will be revealed.

An o-minimal structure is a totally ordered structure (in the sense of first-order
logic) all of whose definable, with parameters, subsets are finite unions of points and
intervals. The notions of structure in the sense of first-order logic and definability
may very well be somewhat unfamiliar to the reader. Since the idea of definability is
central to the Pila-Zannier strategy, we shall discuss it in depth. On the other hand,
since the general principles of first-order logic and the admittedly stultifying details of
the constructions of terms, formulae, languages, interpretations, et cetera are spelled
out in innumerable textbooks on this subject, we shall content ourselves now with a
short summary specialized to our applications.

3.1. A review of first-order logic. — In specifying a first-order structure one
must indicate both a language and an interpretation of this language.

Definition 3.1. — A language L is given by the data of a set C of constant symbols,
a set R of relation symbols, a set F of function symbols and functions n: R — Z,
and n : F — Z4 giving the arity of each relation and function symbol.

Remark 3.2. — We have been intentionally vague in saying that a language is given
by the data listed above. The tuple (C,R,F,n) is sometimes called a signature or
a vocabulary and the language is the set of formulae constructed from the signature.
Such niceties are of little concern to us here, but the reader may encounter these
distinctions in the literature.

Remark 3.3. — We have emphasized that the elements of the sets giving the lan-
guage are symbols. Since in our intended applications these symbols will transparently
correspond to actual functions and relations, one might reasonably conclude that such
a distinction is merely scholastic, but it is precisely this move in separating syntax
from semantics which grounds mathematical logic. In our applications, we shall de-
duce properties of the sets defined via the standard interpretations of the symbols
from results proven about nonstandard interpretations.
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Definition 3.4. — Given a language L, an L-structure 9 consists of a nonempty
set M together with interpretations of each of the symbols from £. That is, for each
constant symbol ¢ € C we have a distinguished element ¢™ € M, for each relation
symbol R € R we are given a set R™ = R(M) € M™  and for each function symbol
f € F we have an actual function f™ : M"™) — M.

The structures we shall consider all arise from expansions of the ordered field of
the real numbers.

Exzample 3.5. — The real numbers as an ordered field, often denoted as R, is the
structure whose underlying universe is the set of real numbers, interprets the single
relation symbol < as the usual ordering relation (so that n(<) = 2), has a constant
symbol 7 for each r € R with r® = 7, has two function symbols + and -, each of arity
2, interpreted by the usual addition and multiplication functions, respectively, and
one more function symbol — with n(—) = 1 to be interpreted as the additive inverse
operation.

Example 3.6. — We may regard the ring of C(R,R) of continuous real valued func-
tions on R as an L-structure in the language of Example 3.5 by interpreting the
symbols +, -, and — in the usual way, each constant r» € R as the corresponding
constant function, and < by the partial order f < g <= (Vz € R)f(x) < g(z).

While we have only explicitly presented addition and multiplication as distin-
guished operations in R, there are, of course, other functions which we can build
from these operations. For example, a polynomial function may be explicitly repre-
sented as a composition of the basic functions. In order to maintain the separation
of syntax from semantics, we should say that the polynomial may be expressed as
a formal composition of the basic function symbols, variables and distinguished con-
stant symbols (that is, it is a term) while the function defined by the polynomial is
the interpretation of that term which is an honest composition of functions.

Given an L-structure one may define sets within that structure by evaluating equal-
ities and the distinguished relations on the functions defined by terms functions. More
precisely, for any L-structure 901, sets of the following kind are the basic definable sets.

— Given a pair of terms ¢ and s built from the variables x1, ..., z,, the set
(t=8)(M) := {(a1,...,an) € M™ : t™(a) = s™(a)}

is a basic definable set.
— Given a basic relation symbol R of arity m and t1,...,t,, terms built from the
variables x1,...,Z,, then the set

(R(t1, ., tm))(ON) :={(a1,...,an) € M" : (t?ﬁ(a)7 e 7t%(a)) € R(M)}
is a basic definable set.

Remark 3.7. — When we write ™" we mean the honest function on M" given by
composing the basic functions as described in the formal presentation of the term
t. The expressions t = s and R(t1,...,t,,) are called atomic formulae. One should
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indicate the ambient space with the notation for the definable set defined by a given
formula since one could always allow further dummy variables.

The class of the quantifier-free definable sets is obtained from the basic definable
sets by closing under finite boolean operations. Likewise, the quantifier-free formulae
are obtained from the atomic formulae by closing under finite boolean operations.
To obtain all of the definable sets, we close off the class of definable sets under the
operations of coordinate projections and finite boolean combinations. At the level of
syntax, coordinate projections correspond to existential quantifiers. That is, if the
set X C M™*! is defined by the formula ¢(z1,...,7,.11) and 7 : ML — M™ is the
projection map (x1,...,&n11) — (1,...,2y), then the image of X under = is defined
by the formula (3z,+1)¢.

Remark 3.8. — What distinguishes first-order logic from other forms of symbolic
logic is that quantification is permitted only over the elements of the structure. That
is, one is not permitted to form a formula using syntax like “for every subset X of the
structure ...” or “there is a finite sequence of elements such that ...”. Consequently,
many sets which are obviously “definable” in the sense that in a natural mathematical
language one may specify the set through a rigorous definition are not definable sets.
For example, in the structure R the set of rational numbers is not definable.

Remark 3.9. — Our definition of definable set gives the notion of a set definable
without parameters. In the basic example we have been considering, namely R, since
every element of the structure is already named by a constant, there is no distinction
between this concept of definability and the more general notion of parametrically
definable sets though we shall encounter situations requiring this extension. Given a
structure 97 in some language £ we may expand 2 to a structure in a larger language
having a constant symbol for each element of M. A set is parametrically definable if
it is definable in this expanded language. We often drop the word “parametrically”.

Example 3.10. — Returning to the real numbers considered as an ordered field,
R, we see that for any subvariety of affine space, X C AZ, the set of R-valued
points, X(R) is definable. Indeed, if the ideal of X is generated by the polyno-
mials f1,..., fm € Rlzy,...,2,], then taking fZ to be a term corresponding to the
polynomial f; we have

X(R)= (file) =0 & - & fu(X) = 0)(R)

Ezample 3.11. — More generally, a basic definable set in R is a basic semialgebraic
set, that is a set of the form

{(a1,...,an) €R™ : g(ai1,...,a,) >0}

for some polynomial g € R[xy,...,x,]. A general quantifier-free definable set is simply
a semialgebraic set. A fundamental theorem of Tarski [71] asserts that every definable
set is semialgebraic.

Remark 3.12. — It makes sense to consider formulae with no free variables, also
called sentences. Reading the definition of the interpretation of a formula, we see that
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if ¢ is a formula with no free variables and 9t is an L-structure, then ¢(M) should
be considered as a subset of M, a singleton, and is thus either empty or all of M?.
We say that ¢ is true in 9t or that 9 models ¢, written M = ¢, if ¢(M) # @. For a
set ¥ of sentences, we write 91 = X to mean that for every ¢ € ¥ we have I = ¢.

The compactness theorem is the fundamental theorem of model theory When we
enter into some detailed arguments, the compactness theorem will be invoked explic-
itly to provide nonstandard models and to deduce uniformities from case by base
arguments.

Theorem 3.13. — If L is any first-order language and X is a set of L-sentences
having the property that for any finite subset o C X there is some My with My = o,
then there is some L-structure M we have M = 3.

Various proofs of the compactness theorems are available. For example, it follows
from Godel’s Completeness Theorem (N.B.: not the Incompleteness Theorem) [22].
Algebraists may be familiar with F.o§’s proof using ultraproducts [35].

For the sake of illustration, we show how the compactness theorem may be used
to show that finiteness across a class of models implies boundedness.

Proposition 3.14. — Let T be a theory in some language L, that is, a set of L-
sentences, and ¢(x;y) an L-formula. Suppose that for every model M of T and every
parameter b from M, the definable set

¢ ) :={a €M : M ¢(a;d)}

18 finite. Then there is a natural number N depending only on ¢ and T so that every
such set has size at most N.

Proof. — Consider an expansion £’ of the language £ by new constant symbols {c¢; :
i € N} U{b} and the set of L sentences

T :=TU{p(c;,b) : i € N}U{¢; #¢; : i<j}

If there were no bound N as in the statement of the proposition, then each finite
subset of T would have a model as if Ty C T” were finite then it would mention new
constants from some finite set {b} U{¢; : ¢ < N} (for some N) and by hypothesis
there is some My = T with an element b for which ¢(9,b) has size at least N.
Hence, by the compactness theorem there would be some model 9 = T” which is, as
an L-structure a model of T', but as ¢ # ¢J* for i # j and {]" : i € N} C ¢(IM, b)
we see that ¢(9,b) is infinite contradicting the hypothesis that every set defined by
an instance of ¢ is finite. O

Remark 3.15. — Of course, if in Proposition 3.14 we assumed only that for some
fixed structure 9 every definable set of the form ¢(90,b) were finite, then we could
not conclude that the cardinality of these sets is bounded. It is essential that the
finiteness of the definable sets of the form ¢(9,b) be known for all models of the
theory.
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We shall also see the compactness theorem used to produce nonstandard models,
that is given an infinite structure 9t we shall find a different structure 91 which satisfies
exactly the same sentences.

Definition 3.16. — By the theory of an L-structure 99t we mean the set
Th(M) = {6 : M - 6}

We say that two L-structures 9t and 91 are elementarily equivalent, written 2t = I,
if Th(9t) = Th(N).

Example 3.17. — Tarski’s theorem that every definable set in R is semialgebraic
holds in every real closed field, that is, in every ordered field for which one-variable
polynomials enjoy the intermediate value property: for each one-variable polynomial
P(z), if a < b and P(a) < 0 < P(b), then there is some ¢ € (a,b) with P(c) = 0.

Indeed, every real closed field is elementarily equivalent to R.

Proposition 3.18. — If M is any infinite L-structure, then there is another struc-
ture N elementarily equivalent to MM but of greater cardinality.

Proof. — Let X be a set of cardinality strictly greater than the cardinality of 9t. Let
L' be the expansion of £ by new constants {¢, : x € X} and consider the theory

T :=Th(M)U{c, #¢y : ©#y from X}

As in Proposition 3.14, any finite subset of 7" may be realized in 9 by interpreting
the finitely many new constants as distinct elements. Hence, by the compactness
theorem there is a model 91 = 7" which satisfies Th(90t) and has cardinality at least
that of X as the elements ¢t are distinct. O

We shall end our review of basic model theory here though we shall return to
the compactness theorem with the proof of the Pila-Wilkie counting theorem, Theo-
rem 4.6, in Section 4.

3.2. Basic theory of o-minimality. — Let us recall the notion of o-minimality
with a formal definition.

Definition 3.19. — Let L be some language having a binary relation symbol < and
possibly other distinguished relation, function and constant symbols. We say that an
L-structure R = (R, <,...) is o-minimal if <™ is a total order on R and every
definable (with parameters) subset of R is a finite union of singletons and intervals.

Remark 3.20. — Since we shall only consider structures in which the interpretation
of < defines a total order, we shall drop the superscript and write < rather than <”
for the total order itself on R.

Remark 3.21. — By an interval in a totally ordered set (R,<) we mean a set
of the form (—o0,a) == {z € R : z < a}, (a,b) :={z € R : a < x < b},
(by0) :={z € R : b < x}, or (—o0,00) := R for some elements a and b of R
with a < b. It is not enough to ask that the set be convex. For example, the set
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{zx €Q : 0 <z <} of rational points in the real interval (0, 7) is not an interval in

@ <)

Remark 3.22. — One might define a structure (R, <,...) to be strongly o-minimal
if for any elementarily equivalent structure (R’,<,...) = (R,<,...) the structure
(R',<,...) is also o-minimal. It is a nontrivial theorem, due to Knight, Pillay and
Steinhorn [32], that if one assumes that the ordering < is dense, then strong o-
minimality is equivalent to o-minimality.

In the direct applications of o-minimality considered in this paper, the o-minimal
structures will be expansions of the ordered field of real numbers. However, somewhat
more general structures, namely elementary extensions of the real numbers, will ap-
pear in the proof of the Pila-Wilkie counting theorem. Thus, while the reader would
correctly apprehend the intended geometric consequences of o-minimality by restrict-
ing attention to real geometry, we cannot impose such a restriction without severely
limiting the scope of the arguments.

Let us consider some examples of o-minimal structures on the real numbers.

Theorem 3.23 (Tarski). — The ordered field of real numbers, R := (R, <, +,-, —),
s o-minimal.

O-minimality had not been defined at the time of Tarski’s work on real geometry,
but Theorem 3.23 is an immediate corollary of his quantifier elimination theorem for
real closed fields: in R every definable set may be defined by a formula without any
quantifiers. In one variable, the basic definable sets have the form {z € R : f(z) = 0}
or {x €R : f(z) > 0} for some polynomial f € Rlx]. The zero set of a polynomial
is either all of R if f is the zero polynomial or is finite. By continuity of f and the
completeness of R, sets of the second kind are finite unions of open intervals having
as their endpoints £0o and some of the zeros of f.

Theorem 3.24 (Wilkie [84]). — The ordered field of real numbers given together
with the real exponential function
chp = (R, < +7 ) exp)
is o-minimal.
As one might expect, the proof of Theorem 3.24 is substantially more difficult than
that of Theorem 3.23. From examples constructed by Osgood one knows that there

are sets definable in Ry, using existential quantifiers but which cannot be defined
using only quantifier-free formulae [6]. For example, consider the following set.

{(W1,92,93) €R® 2 (B eR)EFr2 €R) [y1 = 11 & yo = 122
& y3 = x110€™ & 23 + 23 < 1]}
However, further quantifiers are not necessary. That is, Wilkie establishes that the

theory of Reyp is model complete: every definable set may be defined by a formula of
the form (Jy1) ... (3yn)¢ where no quantifiers appear in the formula ¢.
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The proof of Theorem 3.24 passes through a study of Pfaffian functions and is
based in crucial respects on earlier work of Khovanski [27] on so-called few-nomials.
By a Pfaffian chain we mean a finite sequence fy,..., f,,, of functions f; : R — R so
that for each ¢ there is some polynomial P(¢,y1,...,y;) € R[t,y1,...,¥;] so that the
function f; satisfies the differential equation f/(t) = P(t, fi(t),..., fi(t)). A function
is Pfaffian if it belongs to some Pfaffian chain. The differential equation 3’ = y
satisfied by the exponential function expresses it as a Pfaffian function. As we noted
in the previous paragraph, Theorem 3.24 is deep; to do justice to it would lead us too
far afield.

A key result used in the proof of Theorem 3.24 is the o-minimality of the theory of
the ordered field of real numbers with the restricted exponential function, that is, of
the structure (R, <,4+,-,exp | [0,1]). More generally, the theory of the ordered field
of real numbers with all restricted analytic functions is o-minimal.

Definition 3.25. — By a restricted analytic function we mean a function
f :[0,1] — R for which there is some open neighborhood U DO [0,1]" and a
real analytic function f: U — R with f = f [ [0,1]™.

Remark 3.26. — One might instead define a restricted analytic function to be any
function on a compact box which extends to a real analytic function in some neighbor-
hood. One could represent any such function as the composite of a restricted analytic
function in the sense of Definition 3.25 with a linear change of variables.

Theorem 3.27 (van den Dries [79] via Gabrielov [17])
The structure

Ran = (Ra <+ {f}f:[O,l]"—>]R restricted analytic )

is o-minimal.

Remark 3.28. — Strictly speaking, if f : [0,1]" — R is restricted analytic, then
when we regard f as an n-ary function symbol, its interpretation in R,, should be
a function whose domain is all of R™. Since in practice we only care about the
interpretation of f on the box [0,1]™ we are at liberty to define its interpretation
outside the box as we see fit and we shall impose the condition that on arguments
outside of the box, f takes the value 0.

The counterexample to quantifier elimination for Ry, mentioned above also pro-
vides a counterexample to quantifier elimination for R,,. However, as a Euclidean
counterpart to their work on p-adic analytic geometry (from which they deduced some
remarkable theorems on the rationality of some Poincaré series attached to p-adic an-
alytic functions) Denef and van den Dries [15] proved Theorem 3.27 as a consequence
of a quantifier elimination theorem for a variant of R,, given together with a division
operation. Deviating slightly from their formalism in which the universe of the struc-
ture is the interval [0, 1] rather than the full set of real numbers, we would allow one
new binary function D : R? — R defined by
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{“E ifo<z<1
D(z,y) = ! v
0  otherwise

Clearly, the function D is already definable, but by including it as a basic function
symbol, we allow for more complicated terms. For example, if f(z), g(z1,..., 2,) and
h(z1, ..., 2n) are restricted analytic functions, then the function f( %) is repre-
sented by a term whereas without the D-function its natural definition would require
a quantifier. In this expanded language, Denef and van den Dries prove quantifier
elimination by interweaving two different steps: using the Weierstrafs preparation and
division theorems to reduce questions about the sign of analytic functions to the cor-
responding question about some associated polynomials and then applying Tarski’s
elimination of quantifiers theorem for real closed fields, they show how to eliminate an
existential quantifier from an existential formula in the language of R,, (without D)
at the cost of introducing some applications of D and then they show how to remove
the the applications of D at the cost of introducing existential quantifiers. It would
seem that that these steps might cancel each other, but the induction is organized so
that the formulae become simpler with each iteration. Once the quantifier elimina-
tion theorem has been established, o-minimality follows from the Weierstraf division
theorem.

Combining the structures R,, and Rey, we obtain Ray, cxp, the expansion of the
ordered field of real numbers by all restricted analytic functions and the global real
exponential function. By work of van den Dries and Miller [82], this structure, too,
is o-minimal. The o-minimality of Ray exp admits other proofs. For example, in work
generalizing Wilkie’s on the exponential function, Speissegger showed that the expan-
sion of any o-minimal structure on the real numbers by Pfaffian functions is still o-
minimal [69]. Inspired by Ecalle’s theory of transseries, van den Dries, Macintyre and
Marker [81] constructed nonstandard models of Ray exp via logarithmic-exponential
series.

Other o-minimal expansions of the field of real numbers exist, for example, in
work of Rolin, Speissegger and Wilkie [63] it is shown that o-minimal structures
may be constructed from certain classes of quasianalytic functions. Moreover, in the
same paper it is shown that there is no maximal o-minimal structure on the real
numbers. That is, it is possible to find two functions f : R - R and g : R — R
so that the two structures (R,<,+,-, f) and (R,<,+,+,g) are o-minimal, but the
structure (R, <, 4+, -, f,g) is not o-minimal. The known applications of o-minimality
to diophantine geometric problems use Ray cxp and to my knowledge there are no
natural problems for which the o-minimality of some of these more exotic structures
may be relevant, but nothing rules out the possibility.

Simply from the definition of o-minimality, knowing that a given structure is o-
minimal can have striking consequences. For example, under various natural hypothe-
ses, if

B:={aeR" : |a| <1}
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and f: B — B is a real analytic function with a fixed point at the origin, then there
is a function ® : B x [1,00) — B definable in Ry, exp S0 that for ¢ € B and n € Z
one has ®(a,n) = f°"(a). It then follows that for such an f if Y C B is a real analytic
subvariety and a € B, then either the f-orbit of a is eventually constrained to lie in
Y or it meets Y in only finitely many points since the set {z € [1,00) : ®(a,2) € Y}
is a finite union of points and intervals so that if {n € Z; : f°"(a) € Y} is infinite,
it contains all numbers beyond some point [65].

While the immediate deductions from the definition of o-minimality may be inter-
esting, the real strength of the condition of o-minimality is that from a hypothesis
about the simplicity of the structure of definable subsets of the line one may deduce
strong regularity properties of the definable sets in any dimension.

The fundamental theorem of o-minimality, the cell decomposition theorem, will ap-
pear both explicitly and implicitly throughout our account of the Pila-Wilkie counting
theorem.

Convention 3.29. — To avoid some technical issues, we shall insist that every o-
minimal structure we consider be an expansion of an ordered field. While there can
be good reasons to drop this hypothesis, as, for example, tropical geometry may be
regarded as the study of definablity in the structure (R, <,+,0) of the real num-
bers considered as an ordered abelian group, some of the basic results in o-minimality
require qualification when stated for weaker structures. Treating our o-minimal struc-
ture (R, <,+,,...) as a topological space with respect to the order topology, it makes
sense to speak of the continuity of a definable function. Using the field structure and
the usual definition of the derivative as a limit of ratios of partial differences, one sees
that it makes sense to speak of the derivative of a definable function.

Before we delve into the details of the cell decomposition theorem, let us observe
a very easy, but powerful, result about families of higher dimensional definable sets
in an o-minimal field: the existence of definable choice, or Skolem, functions.

Proposition 3.30. — If (R,<,+,-,—,...) is an o-minimal expansion of a field and
Y C R*™™ s a definable set regarded as definable family of definable subsets of R™
indexed by R™ via

Yy:={ae€R" : (a,b) €Y}
then there is a definable function f : R™ — R™ so that for each b € R" if Y, # &,
then f(b) € Yy. (Such a function is called a Skolem function for Y.)

Let us illustrate arguments in o-minimality by giving a complete (if very easy)
proof of Proposition 3.30.

Proof. — We work by induction on m with the case of m = 0 being trivial. Form =1,
we break into cases. If Y, = R or Y}, = &, then we define f(b) := 0. Otherwise, by
o-minimality dY;, the boundary of Y}, is a nonempty finite set and thus has a least
element a which is clearly definable from b and Y. If a € V3, then we define f(b) := a.
If (—00,a) CY}, then define f(b) := a — 1, while if ¥}, = (a, 00), define f(b) :=a + 1.
Finally, by o-minimality, if none of the above conditions holds, then for ¢ the second
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point of 8Y;, (a,c) C Y, and we may define f(b) := 1(a + c). For the inductive step
from m to m + 1, consider first the definable set Z C R**™ defined by

Z:={ce R"™ : (Jy){c,y) €Y}

By induction, there is a Skolem function g : R™ — R™ for Z. Regard now Y as a
family of subsets of R parametrized by R"*™. From the case of m = 1 we obtain
a Skolem function h : R"*™ — R for Y (so regarded). Define f : R* — R™*! as

f(0) == (g(b), h(b, g(D)))- =
Let us define what is meant by a cell.

Definition 3.31. — Let (R,<,+,-,...) be an o-minimal expansion of an ordered
field. We define the class of cells in R™ by recursion on n.

— The singleton R is a cell in RC.
—IfX CR"isacell and f: X — R is a definable, continuous function, then

L(f)x == {(z,y) € R"™" : f(z) =y}
which is the graph of f, is a cell in R"*1.
—IfX CR"isacel, f: X > Rand g : X — R are definable, continuous
functions on X for which f(z) < g(z) for all z € X, then

(f,9)x ={(z,y) e """ : f(z) <y <g(x)}

is a cell.
—IfX CR"isacell and f: X — R is a definable, continuous function, then the
infinite intervals (—oo, f)x, (f,00)x, and (—00,00)x = X X R are all cells.

With Definition 3.31 in place, we may state the cell decomposition theorem.

Theorem 3.32. — Let (R, <,+,-,—,...) be an o-minimal expansion of an ordered
field and Y1, ...,Y,, be a finite sequence of definable subsets of R™ for some n € N.
Then there is a cell decomposition of R™ subjacent to Y1,...,Ym. That is, there is a
finite set C of cells in R™ so that each of the sets Y; is the disjoint union of those cells
in C which have nonempty intersection with Y;.

Remark 3.33. — Theorem 3.32 admits various refinements. For example, if the
sequence of sets Y7,...,Y,, varies in a definable family, then the cell decompositions
may also be chosen uniformly from some definable family. In the course of the proof
of Theorem 3.32 one shows that every definable function is almost everywhere differ-
entiable. It follows that in Theorem 3.32 for any given degree k of smoothness, one
may choose the definable functions involved in the definition of the cells to be C*.
It is not true in all generality that the functions may be taken to be C*°. However,
each of the structures we have discussed, R, Rexp; Ran and Ry exp, has analytic cell
decomposition by which we mean that the functions used to define the cells may be
taken to be real analytic. The key step in proving analytic cell decomposition for
these structures is to prove that every definable function f : R — R is analytic at all
but finitely many points and that, moreover, if f varies in a definable family, then
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the number of points at which it is not analytic may be bounded uniformly across the
family.

One proves Theorem 3.32 by induction on n. The nominal base case of n = 0 is
trivial, while the true base case of n = 1 follows immediately from the definition of
o-minimality. However, to carry out the induction one must interweave the proof of
cell decomposition with a second theorem on the continuity of definable function for
which the one variable case is the most difficult step.

Theorem 3.34. — Let (R, <,+,-,—,...) be an o-minimal expansion of an ordered
field and f : R — R a definable function. Then there is a cell decomposition of the
domain so that the restriction of f to each cell is continuous. In fact, for any given
k € N one may find a cell decomposition of the domain so that the restriction of f to
each cell is k-times continuously differentiable. If n = 1, after removing finitely many
points, the domain may be decomposed into finitely many open intervals on which f
s continuous and either strictly monotone or constant.

As we noted above, the most difficult part of the proof of Theorem 3.34 is to es-
tablish the piecewise monotonicity and continuity of univariate definable functions.
One argues by noting that various conditions, for example, continuity or f, are de-
finable so that if the lemma were false, then by o-minimality there would be open
intervals on which the undesirable property, e.g. discontinuity, obtains. Of course, it
is possible for a function to be everywhere discontinuous on an interval, but through
further considerations of definability one shows that such a condition is impossible
for a function definable in an o-minimal structure. Piecewise continuity (or even suf-
ficient smoothness) in dimension n > 1 follows from a fairly routine application of
cell decomposition in dimension n (which one must prove from Theorem 3.34 and
Theorem 3.32 in dimension < n and the monotonicity theorem).

Let us consider the inductive step from dimension n to n + 1 for Theorem 3.32.
For the sake of illustration, let us work with a single definable set Y C R"*!. We
may regard as Y as a family of definable subsets of R indexed by R™. That is, for
be R" let

Yy:={a€R : (bya) €Y}
By o-minimality, the boundary of each set Y}, 0V}, is finite. Thus, we have (partially
defined) definable functions f; : R™ — R (for ¢ € Z.) given by

b+ the i element of 9Y;,

and g : R™ — R given by b — max dY;. From the dimension n case of Theorem 3.34
we know that g and the f;’s are piecewise continuous. The key to this step of the
proof is to show that there is a finite bound on the cardinality of JY; independent of
b. This is achieved by showing that for almost every b (meaning, outside the union
of finitely many lower dimensional cells) there is a neighborhood of b over which Y is
the disjoint union of the graphs of finitely many continuous functions. As in the proof
of piecewise continuity, one argues that if this result were false, then there would be
an open ball U in R™ so that this property would fail for every b € U. With some
work, one then derives a contradiction.
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It is hard to overstate the importance of the cell decomposition theorem, especially
for studying the geometry of sets definable in o-minimal structures. For example, it
follows that if (R, <,+,x,—,...) is an o-minimal expansion of the ordered field of
real numbers, Y C R is definable subset of R*™™ regarded as a definable family
of definable subsets of R™ via

Yy:={aeR" : {(a,b) €Y}

then there are only finitely many homemorphism types represented in this family and
for each such Y, the singular homology groups, for instance, are all finitely gener-
ated. (Why? Cell decompose R"*™ subjacent to Y. This cell decomposition induces
uniform cell decompositions of the fibres and one can read off the homeomorphism
type and algebraic topological invariants from a combinatorial description of the cell
decomposition.) Working in Rey, one recovers, qualitatively, a theorem of Khovanski
on bounding the number of connected components of systems of solutions of fewno-
mials, that is systems of equations in a fixed number variables which range over R
having a fixed number of monomials but for which the coefficients and exponents are
allowed to vary.

Let us isolate one specific consequence of the cell decomposition theorem required
in the sequel: for those o-minimal structures admitting analytic cell decomposition,
every definable set may be covered, up to finitely many points, by the images of
nonconstant, definable, real analytic functions on (—1,1).

Lemma 3.35. — If X C R” is a set definable in an o-minimal expansion of the
ordered field of real numbers admitting analytic cell decomposition, then for all but

finitely many points a € X there is a nonconstant, definable, real analytic map v :
(—=1,1) = X with a = v(0).

Proof. — We work by induction on n. Of course, if n = 0, then the result is trivially
true. Analytically cell decompose X. We will show now that for each cell C in
this decomposition all but finitely many points are contained in some definable real
analytic curve entirely contained in C. If dim(C) = 0, then C itself is a singleton and
the result is trivial. Otherwise, C is the graph of a definable, real analytic function
f:C" — R where ¢/ C R"! is a cell of positive dimension or C' = (f, g)c where
¢’ C R* ! is a cell, f and g are real analytic definable functions with domain C’
for which f(z) < g(z) for all z € C’. In the first case, the images of the definable,
nonconstant, real analytic curves cover all but finitely many points in C’. The curves
of the form ¢ — (y(¢), f(y(¢))) where v : (=1,1) — C” is nonconstant, definable and
real analytic will then cover all but finitely many points in C. In the latter case, every
points in C' is contained in a vertical line segment, which is clearly the image of a
nonconstant linear function. O

Remark 3.36. — We shall use Lemma 3.35 only when X is semialgebraic, in which
case we may take the real analytic curves v : (—1,1) — X to be semialgebraic.
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4. Pila-Wilkie counting theorem

In this section, we shall discuss the Pila-Wilkie counting theorem in some detail
breaking up the discussion into parts. We begin with a general presentation of the
theorem and an outline of its proof. We then embark on a more detailed account
of the parametrization theorem whereby it is shown that every bounded definable
set may be covered by the images of a small number of balls under maps with small
derivatives. We then discuss some results in diophantine approximation to the effect
that the rational points on sets admitting such parametrizations are contained in a
small number of hypersurfaces. Finally, we explain how to combine these results to
deduce the counting theorem and some of its refinements.

Our proof sketch follows the methods from [47] rather closely, especially with re-
gards to the parametrization theorem. The diophantine estimates required for this
theorem appear in a sequence of papers beginning with a paper of Bombieri and
Pila [7] and continuing in works of Pila [46, 48, 49]. A precursor to the general count-
ing theorem for rational points in definable sets appears in the work of Wilkie [85]
on diophantine properties of definable sets.

4.1. An overview of the counting theorem. — Let us begin by recalling what
we mean by counting rational points. To do so we first recall the notion of the height
of a rational number and then extend the height function to finite tuples.

Definition 4.1. — We define the multiplicative height of a rational number by
H(0) := 0 and H(%) := max{|al,|b]} when a and b are coprime integers. For a
tuple = (21,...,2,) € Q" we define H(z) := max{H(z;) : 1<i<n}.

Definition 4.2. — Let X C R” be any set and ¢t € R a positive real number. We
define X (Q,t) := {x € XNQ" : H(z) <t}. Note that X(Q,t) is always a finite set.
We define the counting function associated to X by N(X,t) := #X(Q, ).

The Pila-Wilkie counting theorem almost says that if X C R™ is definable in
some o-minimal expansion of the real field, then for any ¢ > 0 there is a constant
C = C(X,e) so that N(X,t) < Ct° for t > 0. Of course, such an assertion is
plainly false as, for example, the whole space R™ is definable and N(R",t) grows
like a polynomial of degree n in ¢. There could be subtler reasons for X to contain
many rational points. For example, it may happen that X contains a relatively open
subset U of some semialgebraic set Y of dimension m > 1. If the semialgebraic
set Y admits a parametrization by rational functions defined over Q, then N(U,t)
will grow like a polynomial of degree k in ¢. More generally, it might happen that
Y contains many rational points for reasons unrelated to rational parametrizations
(though Lang’s conjectures predict that the presence of many rational points on Y
should be explained by the presence of an algebraic group. [See [33]]) We obtain the
counting theorem once we omit all semialgebraic subsets from X.

Definition 4.3. — We say that the set Y C R" is semi-algebraic if it is definable
(with parameters) in the structure R = (R, <, +, x) of the real numbers considered
as an ordered field.



O-MINIMALITY AND ANDRE-OORT 19

Definition 4.4. — Given a set X C R™ we define the algebraic part of X, written
X?lg to be the union of all infinite, connected semialgebraic subsets ¥ C X of X.
The transcendental part of X is X* := X ~ X?le,

If X is a connected, infinite semialgebraic set, then obviously X = X®&. There
are other sets which are equal to their algebraic parts. For example, suppose that
Z C R" is any definable set and X := Z x R C R**!, then X = X2, In a different
direction, if Y is an infinite, connected semialgebraic set and X C Y is a relatively
open subset of Y, then X = X218, Sets of this last kind play an important role in a
refinement of the counting theorem, as we shall see at the end of Section 4.4.

Remark 4.5. — It need not be the case that the algebraic part of a definable set is
itself definable. For example the following set is definable in Reyp.

X :={(z,y,2) eR® : z>0& 2¥ =2}

However, its algebraic part consists of those triples (z,y, z) for which y is rational.
Indeed, for each rational number r, the curve

{{z,r,2) : " =2z}

is clearly semialgebraic, infinite and connected. To see that every point in X2 is
contained in such a curve, one should invoke a functional version of the Gelfond-
Schneider theorem.

With our definitions in place, we may state the counting theorem.

Theorem 4.6 (Pila, Wilkie). — Let X C R"™ be definable in some o-minimal ex-
pansion of the real field and let € > 0 be a positive real number. Then there ezists a
constant C = C(X,€) > 0 so that for t > 1 we have N(X',t) < Cte.

The proof of Theorem 4.6 passes through two main steps.
First, we prove a general theorem about parametrizations of definable sets in o-
minimal expansions of real closed fields.

Definition 4.7. — Let k € Z be a positive integer and let X C R™ be a definable
set. We say that the definable function ¢ : (0,1)™ — X is a strong partial k-
parametrization of X if m = dim(X), ¢ € C* and [¢(®)(z)| < 1 for all z € (0,1)™
and multi-indices a with || < k. A strong k-parametrization of X is a finite set S of
strong partial k-parametrizations of X for which X = bes (0, 1)™.

Theorem 4.8. — For every k € Z, every definable set X C (0,1)" admits a strong
k-parametrization.

Remark 4.9. — Theorem 4.8 is inspired by similar results of Yomdin [89, 88] (ex-
tended by Gromov [23]) about parametrizations in real algebraic geometry. Strictly
speaking, the Gromov-Yomdin theorems are not applicable since we will remove the
algebraic part of a definable set before counting the rational points, but as with many
arguments in o-minimality, the proof methods in the semialgebraic case extend to the
general o-minimal setting.
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On the face of it, such a result for definable subsets of R™ is an easy consequence
of the cell decomposition theorem. Indeed, since by the cell decomposition theorem
we may express X as a finite union of cells, it suffices to consider the case that X is
itself a cell defined by C* definable functions. From the description of cells, it is easy
to see how to express such a bounded cell as the image of a ball under a function with
bounded derivatives. Decomposing the domain into finitely many pieces and making
a change of variables, we may arrange that the bound for these derivatives is one.

However, since we shall establish this parametrization theorem for every o-minimal
structure, we may deduce by the compactness theorem a uniform version which has
nontrivial content even when we restrict to o-minimal expansions of the real numbers.

To achieve the counting theorem, we prove a general result about rational points
on sets parametrized by functions with small derivatives.

Theorem 4.10. — Given m < n, and d € Zy there is a positive integer k and
positive constants € = e(m,n,d) and C = C(m,n,d) so that if ¢ : (0,1)™ — R"
is a C* function with image X satisfying |¢® (x)| < 1 for all multi-indices o with
|a] < Kk, then for any t > 1 the set X(Q,t) is contained in the union of at most Ct
(not necessarily irreducible) hypersurfaces of degree d. Moreover, e(m,n,d) — 0 as
d — o0.

On its own, Theorem 4.10 has nothing to do with o-minimal structures. However,
we shall obtain Theorem 4.6 by applying Theorem 4.10 to the functions parametriz-
ing the definable set X provided by Theorem 4.8. Let us now establish some basic
reductions and then explain how Theorem 4.6 follows from Theorems 4.8 and 4.10.

As we noted above, if we knew Theorem 4.8 only for subsets of R™, then the result
would be of very little value, but because it will be proven for definable sets in any
o-minimal field, a uniform version follows. Let us prove now this formal implication.

Proposition 4.11. — Theorem 4.8 implies that if { X} vep is a definable family of
definable subsets of (0,1)™ and k € Zy then there are finitely many definable families
of definable functions

{$ip: (0,1)" = (0,1)"}pen

so that for each b € B for some choice of I, {¢;p}icr is a strong k-parametrization
Of Xb.

Proof. — We shall prove an ostensibly weaker result: there is some N € Z, and
N families {¢ic}cec; of definable functions so that for any b € B there is some
I C{1,...,N} and some ¢; € C; so that {¢; c, }icr is a strong k-parametrization of
Xp.

We deduce the full result from this weaker version from the existence of Skolem
functions, Theorem 3.30. Indeed, for a given b € B and I C {1,..., N} the condition

on (c1,...,en) € C1 X --- x Cpn that {¢; ¢, }icr is a strong k-parametrization of X,
is definable. Hence, there is a definable function p; = (ps1,..., pr,n) so that for any
b € Bif one can find 1, ..., cn so that {¢;.c, }ier is a strong k-parametrization of X,

then {¢; ,, ) }ier is a strong k-parametrization of X;. Define v 1y = ¢i 0, ,1)-
Then the conclusion of the proposition holds for {+; 1y.5}beB-
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Returning to our compactness argument, suppose that the weak version of unifor-
mity fails. Consider the following set ¥ of sentences in the expanded language with a
constant symbol b for an element of B.

— Th(R) — the theory of R, every formal first-order sentence true in R

-beB

— for each finite sequence of formulae U;(x1,..., 24,91, Ym; 21,...,2s,;) (With

j < N) the assertion (Ve11)---(Vers,) - (Ven1) -+ (Ven sy ) the sets defined
by 91 (x,y;c1), ..., In(z,y;cn) do not give a strong k-parametrization of b.

Of course, the expressions in the last item for 3 are not explicitly presented as
formal sentences. However, it is a routine matter to formalize such conditions as that
a given formula defines the graph of a function, that the derivatives of that function
up to some given finite order are bounded by 1 and that X, is the union of the images
of these functions.

Let us check that X is satisfiable.

Given any finite subset of 3 we would have to consider only finitely may formulae
of the form H(x1,..., X0, Y1, -+, Yn, 21, -+, Zs)-

Let us note that given d(x1,...,2Z¢, Y1, -, Yn, 21, .-, 2s) from the family of defin-
able sets {0 }pcrs, where O, = {(z,y) € R™ : R = 9(w,y,c)} we may define the
set

C:={ce R* : O, is the graph of a function with domain (0, 1)}

By our hypothesis, there is some b € B(R) for which no subcollection of the
functions possibly defined by these finitely many ¥ give a strong k-parametrization
of X3. Therefore, ¥ is consistent and we may find some elementary extension R* of
R and a point b € B(R*) satisfying 3.

The structure R* is still o-minimal. Hence, by Theorem 4.8 the set X; admits a
strong k-parametrization. For each definable function in R* there is some formula
9(x,y, z) (here the variables may be tuples) and a choice of a parameter ¢ from R*
for which ¥(z,y;c) defines the graph the function. However, since b satisfies ¥ one
cannot find a finite list of formulae for which by specializing parameters in R* one
obtains a strong k-parametrization of X;,. With this contradiction, we conclude the
proof. O

As a simpler reduction, we allow ourselves to replace the condition in the defini-
tion of a strong k-parametrization that the derivatives are bounded by one with the
condition that they are merely bounded.

Definition 4.12. — We say that a set X C R" is strongly bounded if there is a
positive integer N € Z, so that X C [N, N]™. We say that a function is strongly
bounded if its graph is strongly bounded.

Remark 4.13. — If the underlying ordered field of R is simply the field of real
numbers, then there is no distinction between bounded and strongly bounded. The
difference becomes apparent only for nonstandard models.

Definition 4.14. — Let X C M™ be a definable set with dim(X) = ¢. For a given
positive integer k € Z, we say that the partial parametrization ¢ : (0,1)* — X is
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a partial k-parametrization if ¢ is C* and for each multi-index a € N¢ with |a| < k
the map ¢(®) is strongly bounded. A k-parametrization of X is a finite set of partial
k-parameterizations of X the union of whose images covers X.

Arguing as above when we noted that through appropriate changes of variables
that every bounded definable set in R™ admits a strong k-parametrization, we see
that to prove the existence of strong k-parametrizations, it suffices to prove that
k-parametrizations exists.

Proposition 4.15. — A definable set X C R™ admits a strong k-parametrization if
and only if it admits a k-parametrization.

Remark 4.16. — Proposition 4.15 will permit us some flexibility in our proof of
Theorem 4.8. Ultimately, it is essential that we work with strong k-parametrizations
as the condition that a finite sequence of functions gives a strong k-parametrization
is definable in families, but the condition that it gives k-parametrization is not.

Let us now outline the key steps in the proof Theorem 4.8. In order to carry
out an inductive argument, we simultaneously prove a theorem about the regularity
of definable functions with an especially strong form of the regularity theorem for
functions of a single variable. Recall that in the case of the cell decomposition theorem,
the analogous regularity theorem took the form of the theorems that every unary
definable function is piecewise monotone and in general that every definable function
is piecewise continuous where the pieces of the domain are cells. For Theorem 4.8,
the regularity theorem concerns reparameterizations of definable functions.

Definition 4.17. — Let X C M™ be a definable set, ® : X — M™" a definable
function and S a k-parametrization of X. We say that S is a k-reparametrization of
@ if for each ¢ € S the function ® o ¢ is C* and for each multi-index o with |a| < k
the function (® o $)(® is strongly bounded.

Remark 4.18. — The definition of a k-reparametrization of ® is almost equivalent
to asking that {® o ¢ : ¢ € S} be a k-parametrization of the image of X under ®.
The difference appears when ® collapses dimensions in the sense that the image of X
under ® has dimension strictly less than that of X.

The reparametrization theorem takes the following form.

Theorem 4.19. — For every k € Z every strongly bounded definable function ad-
mits a k-reparametrization.

As we indicated above, the proof of Theorem 4.8 is organized as an induction with
which we interweave a proof of Theorem 4.19 starting with a particularly strong form
of Theorem 4.19 in dimension one. Let us outline the structure of the proof. For
n,m,k > 1 consider the following assertions.

B(k) If F': (0,1) — M is a definable function, then there is a k-reparametrization of

F so that for each ¢ in the reparametrization either ¢ or F' o ¢ is a polynomial.

R(m,nk) Every strongly bounded function F': (0,1)" — M™ admits a k-reparametriza-
tion.
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P(n,k) Every strongly bounded definable set X C M™ admits a k-parametrization.

Note that B(k) is a refined form of R(1,1,k) and that Theorem 4.8 is the assertion
that for every n and k the condition P(n k) holds while Theorem 4.19 is the assertion
that for every n, m and k the condition R(n,m,k) holds.

One begins with the observation that P(1,k) is a trivial consequence of the defini-
tions. One then proves B(k) by induction on k (thereby establishing R(1,1,k) for all
k). For the base case of B(1) one considers a simple linear change of variables. The
inductive case uses a trick to improve the number of derivatives which are strongly
bounded through a quadratic change of variables. Through an induction on n one
shows that to prove R(m,nk) it suffices to prove R(1,n,k). One then completes the
core of the inductive argument by showing (Vk)P(n,k) — (VE)R(n + 1,1,k) and
(Vk,n)R(m,n, k) — (Vk)P(n+ 1, k).

4.2. The parametrization theorem in more detail. — Let us now spell out
some of the details of the proof of Theorem 4.8.

We wish to establish B(k) for all k and we do so in steps. The key to bootstrapping
the order of smoothness is a very elementary lemma about precomposing with the
squaring function. While I shall omit many of the technical details from the proofs of
various lemmata required for the proof of Theorem 4.8, since the proof of this lemma
is so clean I cannot resist repeating it.

In the sequel, we shall say that a function f of one variable is weakly increasing if
x <y= f(z) < f(y) while f is weakly decreasing if x <y = f(z) > f(y).

Lemma 4.20. — Let f: (0,1) — M be a definable function with f € C*. Suppose
that for each j < k the function f\9) is strongly bounded and that the function x —
|f(2)| is weakly decreasing. Define g : (0,1) — M by g(z) := f(x?). Then g\ is
strongly bounded for all j < k.

Proof. — Using the chain rule, by induction on j we compute
¥ = pr(m)f(z) (22)
i=0

where each p; j(z) € Z[z] is a polynomial with integer coefficients and p; ; = 2727,
Clearly, each p; ; is strongly bounded on (0, 1) and by hypothesis each f () is strongly
bounded with the possible exception of f("). The class of strongly bounded functions
forms a ring. Hence, to finish the proof of this lemma, we need only show that
2k gk £ (k) (22) is strongly bounded.

Take ¢ € Z so that |[f*~1(z)| < ¢ for all z € (0,1). T claim that |f*)(2)| < 4¢/x
forall x € (0,1). Assume for the moment that this claim is false. Let 2* € (0, 1) satisfy
|f*)(2*)| > 4¢/2*. By the mean value theorem there would be a point ¢ € [%,x*]
so that fE=D(z*) — fE=D(2*/2) = fE)(€) - (x* — 2*/2). We have assumed that
|f*)] is weakly decreasing. Thus, |f®*)(¢)| > |f*)(2*)| > 4¢/x*. Combining these
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observations we see:

2¢ > |fF V(") - fED@/2)]
> (de/x™)|z* — 2" /2
= 2c

This contradiction establishes the claim. Hence,
|2kxkf(k)(x2)| < 2’“:5’“40/&6 < 2k+20$k_1 < 2k+lc
for z € (0,1). O

Using Lemma 4.20 one proves B(k), that every strongly bounded one variable
function admits a k-reparametrization either by polynomials or for which the
reparametrized function is a polynomial.

Lemma 4.21. — Let k € Zy and f : (0,1) = M be a definable strongly bounded
function. Then f has a k-reparametrization by functions ¢ : (0,1) — (0,1) for which
either ¢ or f o ¢ is a polynomial with strongly bounded coefficients.

The proof of Lemma 4.21 is also elementary, but requires more bookkeeping than
does Lemma 4.20. Allow me simply to indicate the main ideas. One works by in-
duction on k with the case of £ = 1 following easily from the cell decomposition
and monotonicity theorems: we decompose (0,1) into finitely many intervals (a,b)
on which f is strictly monotone (or constant) and |f'(z)] < 1 or |f'(z)] > 1. If
|f'(z)] <1on (a,b), then ¢(z) ;= a+ (b—a)x parametrizes (a,b) and |(fop) ()] < 1.
If |f'(x)| > 1, then we see that o-minimality together with boundedness shows that
c:=lim,_,,+ f(x) and d := lim,_,;,~ f(x) exist. If we define ¢(z) := f~1(c+(d—c)x),
then |(f o ¢)'| < 1. In the inductive case, we use the inductive hypothesis together
with the cell decomposition and monotonicity theorems to arrange that the com-
posites of f with the various k-reparametrization functions have monotone (k + 1)t
derivatives on each interval in the decomposition. Reversing the parametrization of
the intervals if need be, we may assume that Lemma 4.20 applies and thereby obtain
a (k + 1)-parametrization by precomposing with the squaring function.

With B(k) established for all k, namely that if F': (0,1) — M is a definable func-
tion, then there is a k-reparametrization of F' so that for each ¢ in the reparametriza-
tion either ¢ or F' o ¢ is a polynomial, we have the base case for Theorem 4.19. On
the other hand, the base case for Theorem 4.8, namely (Vk)P(1,k): Every strongly
bounded definable set X C M admits a k-parametrization, is an immediate conse-
quence of o-minimality.

To complete the proof, one argues through strong induction showing that (Vk)(Vi <
n)R(m,i, k) — (Vk)P(n + 1,k) and that (Vk)(Vi < n)P(i,k) — (VE)R(m,n,k).
That is, one shows that the reparametrization theorem in dimension n implies the
parametrization theorem in dimension n+ 1 which thereby implies the reparametriza-
tion theorem in dimension n + 1.

Deducing the parametrization theorem in dimension n+ 1 from the reparametriza-
tion and parametrization theorems in dimension n is straightforward, once one has
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established the technical, though elementary, fact that if one knows how to find k-
reparametrizations of functions into R, then one can find k-reparametrizations for
functions into R™ for any m.

Using the cell decomposition theorem, one reduces to the case of finding a k-
parametrization for a cell, X. The case of X = (f, g)y, that is, X is an interval over
the f-cell Y in n-space, is slightly more difficult than the case of X being the graph of
a strongly bounded function on some cell. By the inductive hypothesis, we can find a
k-parametrization of Y and then for each function ¢ in that parametrization we can
find reparametrizations of (f o ¢, g o ¢). Taking the functions

(1, sz, weq1) = (D21, .. ey1), fopotb(xy, ... x0) +xpp190Ppoth(2y,. .., 20))

as ¢ ranges through the functions in a k-parametrization on Y and 1 ranges
through the functions in a k-reparametrization of (f o ¢,g o ¢) gives the desired
k-parametrization of X.

The more difficult step is to prove the reparametrization theorem in dimension
n+ 1. Using cell decomposition and induction, one reduces to the problem of finding
a k-reparametrization of some strongly bounded definable function f : (0,1)"*! — R.
Treating the (n + 1)5* variable as a parameter, we may regard f as a definable
family {f, : (0,1)™ — R}uer of strongly bounded functions of n variables de-
fined by fu(z1,...,2,) := f(z1,...,2,,u). By induction and a compactness ar-
gument like that for Proposition 4.11, one shows that there is a uniform family of
k-reparametrizations ¢, : (0,1)™ — (0,1)™ of f,. Returning to the original function
f, we have a something like a reparametrization of f given by 5 (X1, Ty Tpg1)
(G2rsr (T15. ., @), Tny1), in the sense that the partial derivatives of f o ¢ of order
up to k with respect to x1,...,x, are strongly bounded. Our work is to increase the
order of strong boundedness with respect to the last variable. Ideas from o-minimality
are used throughout, including some we have already seen (existence of Skolem func-
tions, cell decomposition, compactness to deduce uniformities) and one of a different
character: o-minimality implies strong regularity properties of limits. The specific
result used is the following lemma.

Lemma 4.22. — Let {Fi}ie(0,1) be a definable family of strongly bounded functions
F, : X — R. Suppose that each F; is C* and that the derivatives of Fy of order up to
and including k are strongly bounded. Then the rule Fy(x) := lim;_,o+ Fy(z) defines a
function of class C*~1 all of whose derivatives up to order k —1 are strongly bounded.

The key observation for the proof Lemma 4.22 is that for any x € X, the function
t — Fi(x) is a strongly bounded one-variable function so that by the monotonicity
theorem, lim;_,o+ Fi(x) € R and therefore Fy : X — R is a well-defined, definable
function. The rest of the proof is elementary analysis.

Remark 4.23. — Lemma 4.22 may be regarded as part of the theory of definably
Banach spaces as developed by Thomas [72].

To finish the proof of the reparametrization theorem, it suffices to show that pos-
sibly at the cost of restricting to a dense, open, definable subset of the domain, one
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may reparametrize, changing only the last coordinate, so as to guarantee that the
reparametrized function has strongly bounded first derivatives. The general result we
require follows by applying this result to the derivatives.

Lemma 4.24. — Suppose that U C (0,1)™*! is a dense, open definable subset of
the open box (0,1)™+! and that f : U — RN is a definable strongly bounded function
having the property that for each i < m (NB: not necessarily i = m + 1) we know
that é% s continuous and strongly bounded on U. Then for each k > 2 there is a
k — 1-parametrization Sk of (0,1) and a dense, open definable set V-C U such that for
any ¢ € S if In(x1, ..., Tmt1) = (T1,.. ., Tm, P(Tms1)), we know that I,(V) C U,
fo:=fol, €CHV), and all of the first derivatives of fs are strongly bounded.

Proof. — To ease notation, we shall work with N = 1.

By o-minimality, we may find a dense, open definable W C U for which the re-
striction of f to W is C!.

For ¢t and y from (0,1) let

Wi(y) :=={xz € (0,1)™ : dist(z,[0,1]™ x {y} ~ W) >t}

Note that W;(y) is a relatively closed subset of a closed box. Thus for fixed y and
t, the function = — | am‘z{;l (z,y)| is defined, continuous, and takes a maximum value
(provided that W;(y) # @). Using the definability of Skolem functions, there is a
definable function s;(y) (of the two variables ¢t and y) so that if Wy(y) # @, then
x \az‘?ﬂil (z,y)| attains its maximal value at x = s;(y).

Note that for every t € (0,1), y € (0,1) and = € W(y) we have
of of
| (se(w),y)l = |

a.’IJer] al’erl
Consider now the definable family of definable functions

{9 :(0,1) = (0,1)™ X R}ie(0,1)

(z,y)]

given by
9e(y) = (se(v), f(se(y),y))

(When s; is undefined, output (%, e %))

As each g; is a function of a single variable and strongly bounded at that (as
st(y) takes values in (0,1)™ and f is itself strongly bounded), for each ¢ we have a
k-reparameterization Sy of g;. Arguing again by compactness, we may assume that
the functions making up S; vary in a definable family.

Let now Sy be the limit of S;. Then by Lemma 4.22, S is a (k—1)-parametrization
of a cofinite subset of (0,1). [Lemma 4.22 gives that all of the derivatives of (the
components of) Sy up to order k — 1 are strongly bounded. That the images cover
a cofinite subset of (0,1) requires an additional argument. Each function in S; is
piecewise continuous as a two variable function. It follows that Sy omits at most
finitely many points. O

It is now a routine matter using cell decomposition and induction to deduce the
reparametrization theorem from Lemma 4.24.
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4.3. Diophantine approximation. — As we noted above, there are two funda-
mentally distinct parts of the counting theorem: the parametrization theorem in
o-minimal theories and then some general results about the distribution of rational
points in sets which admit parametrizations. In this section, we shall discuss these
diophantine approximation arguments.

Let us introduce some basic notation and some relevant combinatorial quantities.

Notation 4.25. — If p = (u1,...,pun) € N is a multi-index and = € R", then we
write # for [[I_, 4. We define |p|:= 37" | p;.

Note that a polynomial in n-variables of total degree at most d may be expressed
as asum ), <4 CaT®

Notation 4.26. — Given n,d € N we define D(n,d) to be the dimension of the
space of polynomials of total degree at most d in n variables. Equivalently,

D(n,d) =#{a e N" : |o| < d}

We define L(n,d) to be the dimension of the space of polynomials of total degree
exactly d in n variables. We define

d

V(n,d) = L(n,i)i

=0

The quantities D(n,d), L(n,d) and D(n,d) admit other descriptions.

D(n.d) — <n;rd>
L(n,d) = (”;’f;l)

d
D(n,d) = Z L(n, i)

Definition 4.27. — Given m,n,d € Z, there is a unique b := b(m,n,d) for which
D(m,b) < D(n,d) < D(m,b+1). We define

B(m,n,d) := L(m,i)i+ (D(n,d) — ZL(m,i))(b +1)
i=0

m,b) + (D(n,d) — D(m,b))(b+1)

Il
SIM-

For us, it the the limiting behaviors of these quantities which are relevant.
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With m and n fixed, as d — oo we have

bommd) = (") (14 0(1)
B(m,n,d) = W(g)mm/mdn(mm/mu +o(1))
V(n,d) = md”“(l +0(1))
In particular that if we define

then provided m < n, we have limg_, o €(m,n,d) = 0.
Let us note a very easy but useful linear algebraic proposition.

Proposition 4.28. — Let R be a field, n and d two positive integers and S C R™.
We suppose that for each subset So C S of cardinality D(n,d) the determinant of the
matriz (Q") whose columns are indexed by multi-indices p with |p] < d and whose rows
are indezed by Q € Sy vanishes. Then there is a nonzero polynomial f € R[x1,. .., 2y
of total degree at most d which vanishes on every QQ € S.

Proof. — Without loss of generality, we may assume that #S > D(n,d).

Let V be the vector space RIFEN" « [ul=d} =~ RD(n.d) and let W be the subspace of V/
generated by (Q"){uenn : |u<a} @ Q ranges over S. Our hypothesis is that dim W <
D(n,d). Let Sy C S so that {(Q*) : @ € Sy} is a basis for W. Let S; 2 Sy be a
subset of S containing Sy and having #51 = D(n,d). Since det(Q*) = 0 the columns
of this matrix must be dependent. That is, we can find (c¢,) € V. {(0,...,0)} so that
for each @ € S1 we have ) ¢,Q* = 0. That is, if we let f(z1,...,2,) = > cua* €
R[z1,...,z,], then f vanishes on each @ € S;. Let now P be an arbitrary element of
S. Thenas {(Q*) : Q € Sp}isabasis for W, then there are scalars A\g € R for Q € Sy

so that (P!) = 3 Aq(Q"). Thus, f(P) = Y c,P" = Zm\gdcu 2oges, 2@ =

22Qes0 2@ Ljuj<a wQ" = Lges, 2 f(Q) = 0. O
Remark 4.29. — The converse to Proposition 4.28 holds as well: If there is a
nonzero polynomial f € Rlxq,...,x,] of total degree at most d which vanishes on

every element of the set S, then for every Sy C S of cardinality D(n,d) the de-
terminant of the matrix (Q*) as @ ranges through Sy and p ranges through the
multi-indices with |u] < d vanishes. Indeed, writing f = > c,z® we see that the
vector (¢,) witnesses a linear dependence amongst the columns of this matrix.

With the next lemma we show that points on the image of a set parametrized
by a function with small derivatives must be very close to lying on an algebraic
hypersurface.

In the midst of the proof we use an elementary fact that while the determinant of a
sum of linear maps cannot be computed in terms of the determinants of the individual
maps, it can be expressed using exterior products. (I thank Emmanuel Breuillard for
drawing my attention to the papers [1] and [62] in which formulae for determinants
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of sums are worked out explicitly.) Recall that if L : V — V is a linear map from
an n-dimensional vector space back to itself, then A”(L) = (det(L))ida»y. Suppose
now that ¢; : V.— V (for ¢ < r) is a finite sequence of linear maps on this vector
space, then

(1) An(z ¥i) = Z Yoy Noos N,

re{lr}n

Taking into account the ranks of each of the maps v;, we see that the term corre-
sponding to 7 is nonzero only if #71{j} < rank(¢;) for each j < r.

To read Equation 1 in terms of determinants of matrices one should fix a basis
e1,...,e, of V, and write 9;(e;) =3 agf,)cek to obtain the following expression.

r

(2) detY (@)= > det((al})

-1 re{l,...,r}n
Combining Equation 2 with our observation about ranks, we obtain a simplified
expression for the determinant of a sum.

(3) det(Y (a{)) = 3 det((al}))
=1 Tef{l,...r"
#r1{i} < rank((a})))
forall i <r

With these observations in place we may prove our key estimate.

Proposition 4.30. — Let m,n,d € Z, and set k := b(m,n,d) + 1. Then there is a
constant K = K(m,n,d) so that if f:(0,1)™ — R™ is a strong k-parametrization of
its image, r € (0, 1) is a positive real number less than one, and Qo, Q1, ..., Qp(n,4) €
(0,1)™ are points for which the distance between Q; and Qo is at most r, then the
absolute value of the determinant of the matriz (f(Q;)*) whose rows are indezxed by

1 < i < D(n,d) and whose columns are indexed by p € N™ with |u| < d is at most
KTB(m,n,d)‘

Proof. — Expanding each f(Q;) as a Taylor polynomial around @ up to order b and
then with an order b + 1 remainder term, we see that f(Q;) may be expressed as a
polynomial in (Q; — Qo) of total degree b + 1 with coefficients bounded by one. It
then follows that for any u € N™ with |u| < d we may express f(Q;)* as a polynomial
in (Q; — Qo) with coefficients bounded by a constant depending only on n and d (d"
would do). Let us write the matrix as (f(Q;)*) = (Zgié R%) where for j < b+ 1
each entry of RU) is a homogeneous polynomial of degree j in (Q; — Qo) and each
entry of Rt is a sum of homogenous polynomials of degree greater than b. Let us
observe that for each j < b the matrix R has rank at most L(m,j) as the space of
homogeneous polynomials of degree j in m variables has dimension L(m, j).
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From Equation 3 we see that

det((QY) = > det((R;,))
7€{0,...,b+1}P

#r- {5} < L(m, j)
forall j <0

In general, the contribution from 7 is bounded by a constant (depending just on
m,n,d) times r/7l. The smallest that this exponent could be is when #7'{j} =
L(m,j) for all 7 <b. That is, when the exponent is

b
> iL(m,j) + (b+1)(D(n,d) — D(m,b)) = B(m,n,d)
§=0
Taking the constants we have considered thusfar and multiplying by (b + 1)", for
instance, we obtain the desired result. O

Combining Propositions 4.28 and 4.30 we prove that the rational points in the
image of a strong k-parametrization are constrained to a small number of algebraic
hypersurfaces.

Theorem 4.31. — Given m <n € Zy and d € Zy. Then there exists a number
k = k(m,n,d) € Zy and constants e(m,n,d) (as defined above) and C = C(m,n,d)
so that whenever f : (0,1)™ — R™ is a strong k-parametrization of its image, called
X, and t € Zy, then X(Q,t) is contained in the union of Ct¢ (possibly reducible)
hypersurfaces of degree d.

Proof. — Let K be the constant of Lemma 4.30. Given ¢, set r := tBZlﬁfZﬁ)) KBW»L'»(” .
Let us observe that if Q1,...,Qp(,q) € (0,1)™ are points for which f(Q;) € X(Q,1),
then there is an integer s with |s| < t¢P("4) so that det(f(Q;)*) € 1Z. In particular,
if we further require the @;’s to belong to a ball of radius r, then this determinant
would have size bounded by Kr? < (2)4P("9 by Lemma 4.30. Hence, this determi-

nant vanishes. We may cover (0,1)™ by a constant multiple of %, or if you prefer, a
constant multiple of +*25 balls of radius . For each such ball, we know by Propo-

sition 4.28 there is a single hypersurface of degree d containing all rational points of
height at most ¢ which are in the image of that ball. O

4.4. Completing the proof of the counting theorem and its refinements.
— We conclude the discussion of the Pila-Wilkie counting theorem by finishing its
proof by combining Theorems 4.8 and 4.31.

To carry out the induction to prove Theorem 4.6, it is better to prove a uniform
version.

Theorem 4.32. — Let {Xp}lvep be a definable family of definable subsets of R™ in
some o-minimal expansion of the real field and let € > 0 be any real number. Then
there is a definable family of sets {Ys}vep and a constant C depending just on € and
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the family so that for every b € B we have Y, C X;lg and N(Xp \ Yy, t) < Ct¢ for
t>1

Let us note what we may conclude by combining Theorem 4.11 with Theorem 4.31.

Proposition 4.33. — Given a definable family {Xy}oep of definable subsets of
(0,1)™ each of dimension strictly less than n and € > 0 there is a number d € Z
and a constant C' depending only on € and the family so that for each b € B the set
X5 (Q,t) is contained in the union of Ct® hypersurfaces of degree d.

Proof. — Let us prove Theorem 4.32 by induction n and then on the fibre dimension
of {Xb}b€B~

Through some elementary considerations of the invariance of the height function
under additive and multiplicative inverses, one sees that it suffices to consider the
case that X3 C (0,1)™.

Using uniform cell decomposition, one sees that it suffices to consider the case that
each X is a cell. Considering projections and cell decompositions again, one sees that
it suffices to consider the case that X = I'(f;)z,, the graph of a definable continuous
function f, : Zy — (0,1) where Z, C R"~! is an open cell.

By Theorem 4.31 there is a number d € Z, and a constant C' depending just on
the family and on e so that for each b € B and ¢t > 1 the set X;,(Q,t) is contained in
the union of Ct2 hypersurfaces of degree d.

The family of hypersurfaces of degree d is naturally a definable family itself
{H.}ecp (parametrized by PP(4)=1(R), for example).

Let us note that if X} is contained in some hypersurface, then X, = X{?lg as
necessarily f, would be the restriction of an algebraic function to an open set. Thus,
we may assume that for each hypersurface H,. the intersection H.N X} has dimension
strictly smaller than dim(X3). Thus, by induction there is some constant C’ and a
definable family of definable sets

{Y;Lc g (Hc N Xb)alg}lm:

for which N((He N X3) N Yo, t) < C't5. Define Yy := |JYp., then V, C X% is
definable, and N (X, \ Y3, t) < (Ct2)(C't2) = (CC')t, as required. O

In our applications of Theorem 4.6, refinements in two different directions will be
required. First, we will need to count algebraic points, not merely rational points.
Secondly, sometimes we need to bound the rational points in a definable set even
when it has a large algebraic part. In fact, these two refinements are not unrelated
as the most natural way to study algebraic points is to use a restriction of scalars
construction which tends to produce sets having no transcendental part.

Definition 4.34. — Let H : Q% — R be the multiplicative height function on the
algebraic numbers. We extend H to n-tuples by H(x1,...,2,) := max{H (z;) : i <
n}. For a positive integer k and set X C R"™, we define

X(k,t) = {(z1,...,2n) € X : [Q(z;) : Q] <k & H(z;) <t for each i <n}
and N(X, &, 1) = #X (k. 1).
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Remark 4.35. — In line with our earlier notation, X (1,t) = X(Q, ).

The direct generalization of Theorem 4.6 to bounding N (X, k,t) holds. That is,
Pila has shown [51] that for any o-minimally definable set X C R"™, positive number
e > 0, and positive integer k, there is a constant C = C(X, k,¢€) for which the
inequality N (X% k,t) < Ct¢ holds. The proof of this version of the counting theorem
passes through an analysis of algebraic blocks.

Definition 4.36. — A block X C R" in some o-minimal expansion of the real field
is an infinite, connected, definable set for which there is a connected semialgebraic set
Y C R”™ for which X is contained in the nonsingular locus of Y and X agrees with Y
in some neighborhood of each point of X.

As we have seen in the proof of Theorem 4.6, the rational points on definable
sets may be confined to a small number of algebraic hypersurfaces. In the course of
proving the extension of the counting theorem to algebraic points, one shows that
the algebraic points of fixed degree may be confined to few blocks by mixing the
earlier result on rational points with considerations of how algebraic points may be
understood in terms of rational points on some associated definable set.

There are examples of sets X definable in R,, for which N (X" t) grows faster
than every polynomial in log(t). Indeed, it is not hard to achieve this with restricted
analytic functions f : [0,1] — R by constructing highly lacunary power series so that
f takes rational values at many rational arguments. On the other hand, no such
sets definable in Rex, are known to exist, and Wilkie conjectures that, in fact, for
any set X C R™ definable in Rey, (or more generally, in Rpgg, the expansion of R
by all Pfaffian functions) there are constants C' and K so that for ¢ > 1 one has
N(X*' t) < C(log(t))¥. This conjecture has been proven for curves in the plane by
Pila [50], under some additional hypotheses for surfaces by Jones and Thomas [26],
and for algebraic points in surfaces definable in Rey, by Butler [9], but remains open
in higher dimension. The definable sets which arise in the diophantine geometric ap-
plications of the counting theorem are for the most part not definable in Rpg,g, but
they are defined using functions which do satisfy differential equations. As the known
restricted analytic functions giving many rational points are differentially transcen-
dental, one might speculate that a generalization of Wilkie’s conjecture might hold
for sets definable in o-minimal expansions of the real field by functions satisfying a
more general class of differential equations than merely Pfaffian equations, but I am
loth to formulate this speculation as a conjecture. If one knew such bounds, then one
would need only prove weaker Galois theoretic lower bounds in order to apply the
counting theorem to diophantine problems.

5. Applications of the counting theorem to diophantine geometry

In this section we shall explain several theorems in diophantine geometry proven
using the Pila-Wilkie counting theorem. We shall begin with the Pila-Zannier reproof
of the Manin-Mumford conjecture followed by Pila’s unconditional proof of the André-
Oort conjecture (and some generalizations) for products of modular curves. The
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generalizations Pila considers, namely for which the ambient varieties are products of
modular curves and certain split semiabelian varieties, are in the direction of Pink’s
conjectures on mixed Shimura varieties. With the theorem of Masser and Zannier on
simultaneous torsion in the Legendre family of elliptic curves, we see an instance of
the Pink-Zilber conjectures on anomalous intersections where unlike the cases of the
Manin-Mumford and André-Oort conjectures rather than considering merely special
points, that is special subvarieties of dimension zero, we study intersections with
collections of higher dimensional special subvarieties. The theorem of Habegger and
Pila on some unlikely intersections in powers of the j-line is an explicit attempt at
the Pink conjecture in the case of Shimura varieties. The theorems we have chosen to
expose do not exhaust the known results in diophantine geometry which have been
proven using the Pila-Zannier strategy but they do indicate the scope of the method.

5.1. Manin-Mumford conjecture. — The Manin-Mumford conjecture, first
proven by Raynaud using p-adic methods [61], asserts that if a closed subvariety of
an abelian variety over C contains a Zariski dense set of torsion points, then that
subvariety must be a translate by a torsion point of an abelian subvariety (where for
this statement we consider the trivial subgroup as an abelian subvariety). Pila and
Zannier offered a new proof of Raynaud’s theorem under the additional hypothesis
that the abelian variety in question is defined over a number field. Presumably, either
a specialization argument or a refinement of Masser’s theorems on the Galois action
on torsion points to a transcendental base could be used to extend their argument to
the general case. However, in keeping with my promise not to disfigure the theorems
I am exposing by introducing my own “improvements”, I will restrict myself to the
case of abelian varieties over number fields.
The main theorem of [57] reads as follows.

Theorem 5.1. — Letk be a number field, A be an abelian variety over k, and X C A
be a closed, irreducible subvariety. We suppose that the set

{£€ X(C) : (BneZy)a§) =0}

of torsion points of A(C) lying on X is Zariski dense in X. Then X is a translate by
a torsion point of an abelian subvariety of A.

To prove Theorem 5.1 we shall employ some standard reductions; some of which
will appear in other arguments, but some of which lack natural analogues outside the
context of abelian varieties.

First, we have already assumed A to be defined over a number field. It follows from
Lagrange interpolation that since all of the torsion points are algebraic, the variety
X must be defined over a number field as well. Thus, we may assume that both A
and X are defined over k. Secondly, we may assume that the stabilizer of X in A
is trivial. Indeed, if S = Staba(X) is the stabilizer of X in A, 7 : A — A/S is the
quotient map, and X = m(X) is the image of X under m, then A/S is an abelian
variety, X (C) meets (A/S)(C)or in a Zariski dense set, the stabilizer of X is trivial,
and if X were a translate by a torsion point of an abelian subvariety, then X = 771X
would also be a translate by a torsion point of an abelian subvariety of A. For the
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last reduction we recall the notion of the special locus, or what is sometimes called
the Ueno locus.
Let us define the special locus at the level of its C-valued points

SpL(X)(C) : {aeX(C) : a+BCX
for some positive dimensional algebraic subgroup B < A}

While we have defined SpL(X) as a set of points, it is, in fact, a closed subvariety
of X. The proof of this fact follows by a fairly easy induction on dim(X) provided
that one proves a stronger uniform version to the effect that if X is allowed to vary in
a constructible family of subvarieties of A, then SpL(X) also varies in a constructible
family of subvarieties and that, moreover, for X irreducible and positive dimensional,
SpL(X) = X if and only if the stabilizer of X is positive dimensional. Given such a
constructible family { X }pep of subvarieties of A, via a base change if necessary, one
reduces to the case that each Xj is irreducible and then considers a further family
{(a+ X3) N Xp}(a,p)eax - Apply induction and the observation that if ¢ € SpL(X3)
and X, has a finite stabilizer, then there is some a € A with ¢ € SpL(X,Na+ X3) to
complete the argument.

With the introduction of the special locus, we have our third reduction: it suffices
to show that there are only finitely many torsion points in X \ SpL(X). We shall now
convert this to an analytic problem. Let 7 : C¢ — A(C) express the compact complex
Lie group A(C) as a quotient of C9 by some lattice A < C9. As a real vector space,
we have C9 = R ® A. Using a basis of A as an R-basis of C?, we regard C9 as R?9 so
that m: R? — A(C) is a real analytic function. While this choice of real coordinates
differs from the usual presentation of C in terms of real and imaginary parts, since
we can move from one to the other by a real linear change of variables, the question
of whether some subset of CY9 is semialgebraic does not depend upon our choice of
coordinates. Of course, the map 7 : R?% — A(C) is not o-minimally definable, but if
we restrict it to the fundamental domain ® := [0,1)29, which is semialgebraic, then
because 7 | [0,1]29 is the restriction of a globally analytic function to a compact box,
the resulting function 7 := 7 | [0,1)29 is definable in R,,.

With respect to our choice of real coordinates, the torsion points in A(C) are in
bijection with Q29 N D via 7. Let X := 7~ 1(X(C)) and let & := 7~ !(SpL(X)). Our
charge is to show that (X \ &) N Q2 is finite. To apply Theorem 4.6 to X we must
first determine its algebraic part.

Proposition 5.2. — X =6

More than one proof of Proposition 5.2 is available to us: one based on differential
algebra, as explicated by Marker [36], and a second proof using o-minimality, including
a second application of Theorem 4.6. One expects the differential algebraic arguments
to generalize, but to date, it is only the o-minimal approach which has been applied
successfully to compute the algebraic parts of the definable sets arising in the other
applications of this method. For all such arguments, one begins by arguing that the
algebraic part may be computed by considering the complex algebraic part rather
than the real algebraic part. More precisely, we have the following lemma.
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Lemma 5.3. — Let Y C C™ be an irreducible complex analytic subset of C™ for
somen € Zy. We write A :={z € C : |z| <1} for the open unit disc. Define

Y .= U v(A)
v:A—=Y(C)
nonconstant complex analytic
and complex algebraic

Yre = U y(=1,1)
7:(-1,1) = Y(C)
nonconstant real analytic
and semialgebraic

Then Y¢* =YY"

Remark 5.4. — In saying that v : (=1,1) — Y(C) is real analytic and semialge-
braic, we are regarding C™ with its real structure, thus, as R?", whereas when we
say that v : A — Y(C) is complex analytic and complex algebraic, we treat C" as
n-dimensional.

Proof. — The containment Y<* C Y™ follows easily from the observation that if
v : A = Y(C) is nonconstant complex analytic and algebraic, then its image is is
equal to the union of the images of the restriction of v to each line through the origin
and each such function is a nonconstant real analytic, semialgebraic function.

For the other inclusion, consider some nonconstant real analytic, semialgebraic
function v : (—1,1) — Y(C). Express this function in coordinates as

t = (y,r(t) +1y1,0(0), -+ Y0, R (E) + 1m,1 ()
Set
%j(t) = 75,r(t) + 1751 (1)
Note that I am not asserting that z; is complex analytic. Since tr. degg (R(y(t))) =
LTand C(z1(t),...,2.(t)) € R(y(t))*#, we conclude that tr. dege(C(z1(t), . .., 2, (t)) =
1. Hence, there is an irreducible affine algebraic curve X C A for which X(C)NY(C)

is infinite. As Y is an analytic variety, X C Y. To complete the argument, use the
fact that a complex algebraic curve may be covered by complex analytic charts. [

We shall now employ an abelian analogue of a transcendence theorem of Ax [2] to
complete the proof of Proposition 5.2. Schanuel has conjectured that if o, ..., «, are
Q-linearly independent complex numbers, then tr. degg(Q(a1, ..., @y, e, ... e%) >
n. While some notable special cases of Schanuel’s conjecture are known, for example
the Lindemann-Weierstraff theorem [34, 83| for which the numbers aq, ..., a, are all
assumed to be algebraic and Baker’s theorem on linear forms in logarithms in which
the numbers e, ... e“" are all algebraic [3], as a whole, the conjecture remains wide
open. However, Ax has proven a functional version of the conjecture best stated in
terms of differential fields.
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Theorem 5.5 (Ax). — Let K be a field of characteristic zero with a derivation
0 : K — K having field of constants C := {a € K : 09(a) = 0}. Suppose that
A1y .-y Qny B, -, Bn € K be elements of K satisfying the differential equations

98,
aai — ﬁl
Bi

Suppose moreover that 1,aq, ...,a, are C-linearly independent. Then

tr.dego (Clai, ..., o0, B1,...,6n)) 2n+1

Specializing to the case of C = C, K = C((¢)), 0 = %, and ay(t),...,an(t) €
tC[[t]] which are Q-linearly independent, and 3;(t) := exp(a;(t)) = > o’ La;(t)",
one recovers a formal version of the Schanuel conjecture. For the problem under
consideration, one requires a generalization of Ax’s theorem to the Weierstrafs -

functions, due to Brownawell and Kubota [8].

Remark 5.6. — Further generalizations of Ax’s theorem to semiabelian varieties
which are not necessarily defined over the constants have been proven by Bertrand
and Pillay [5]. The elliptic case has been studied by several other authors. See, for
example, [12, 29, 28].

Let us now complete the characterization of X8, First, we observe that & C X9
as the preimage of a translate of an abelian variety contained in X is the intersection
with © of an affine space entirely contained in 7= X (C).

For the other inclusion, we observe that if a € X*#, then 7(a) € SpL(X). Indeed,
let v : A — X be a nonconstant complex analytic and algebraic map with v(0) = a.
Let 8 :=movy:A — X(C). Taking K to be the field of meromorphic functions on
A, we may regard v as a K-valued point of T, A and § as a K-valued point of X.
Differentiating the equation S = 7(y), we see that dlog,(8) = (7). By algebraicity
of v we have tr.degc(C(v)) = 1 while tr.dege(C(8)) < dim(X) < dim(A). Hence,
the elliptic transcendence theorem of Brownawell and Kubota implies that there is
some proper algebraic group B < A with 8 € w(a) + B(K). As 8 is nonconstant,
dim(B) > 0. Minimizing dim(B), translating and applying the transcendence theorem
again with A replaced by B, we see that ( is generic in n(a) + B. Since € X(K),
we conclude that 7(a) + B C X so that w(a) € SpL(X) as claimed.

To finish the proof of Theorem 5.1 we shall invoke a theorem of Masser [39] on the
Galois action on torsion points.

Theorem 5.7 (Masser). — Let A be an abelian variety over a number field k. Then
there are constants C = C(A, k) and n = n(A,k) so that for any torsion point £ €
A(k™9) of exact order n one has

[k(€) : k] = Cn
Remark 5.8. — Masser’s theorem gives much more precise information on the con-

stants C' and n and holds even for families of abelian varieties over some fixed number
field. The coarse bounds suffice for our applications.
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Let us make one final observation before finishing the proof. If 2 € Q29 N D, then
H(x) and the order of x in the group (R/Z)?9, or, what is the same thing, the order
of w(z) in A(C), which we shall write as o(w(x)), are related by

H(z) < o(n(x)) < H(x)*

Indeed, if we write
= P2g

q1 429
where 0 < p; < g; are integers with % in lowest terms, then (as long as x # 0)

H(z) = max{g; : 1 <i < 2g}
while
o(n(z)) =lem({g; : 1 < i < 2g}

We finish the proof now. Let C and 7 be the constants from Theorem 5.7. Let
C’ be the constant from Theorem 4.6 with ¢ = Z so that N(X",t) < C't. If
X (C) \ SpL(X) contained infinitely many torsion points, then one could find such
a torsion point £ of exact order n > (C’/C)%. As X and SpL(X) are defined over
k, if o € Gal(k*#/k), then o(¢) € X(C) \ SpL(X) as well. Taking into account the
inequality H(z) < o(n(z)) for x € © and the fact that 7 induces a bijection between
Q2% N X" and the set of torsion points in X (C) \ SpL(X), we see from Theorem 5.7
that N (X', n) > Cn" while Theorem 4.6 gives N (X%, n) < C’n? From our choice of
n, these two inequalities are inconsistent.

5.2. Pila’s André-Oort theorem. — Overall, Pila’s proof of the André-Oort con-
jecture for products of curves follows the strategy of the Pila-Zannier reproof of the
Manin-Mumford conjecture with some notable changes. First, to obtain the defin-
ability of the relevant analytic covering maps, we must work in Rap exp; restricted
analytic functions do not suffice. Secondly, the lower bounds on the sizes of Galois
orbits are obtained from Siegel’s theorem on the class number of quadratic imaginary
fields. The requisite bounds for general Shimura varieties are not yet known uncondi-
tionally, though Tsimerman has produced such bounds for the coarse moduli spaces
of principally polarized abelian varieties of any dimension [73]. Finally, a differential
algebraic transcendence theorem analogous to the Ax-Lindemann-Weierstraft theorem
is not known for the j-function. Consequently, the characterization of the algebraic
part of definable sets arising as pullbacks of algebraic varieties requires a different
argument based on o-minimality. It bears noting that the proof of Proposition 5.2
in [57] employs similar considerations rather than the differential algebraic methods
we used.

Pila’s theorem is often cited as an unconditional version of the André-Oort conjec-
ture in the case where the ambient Shimura variety is A% regarded as the n'® Cartesian
power of the j-line. However, he proves a stronger theorem, namely that some cases
of Pink’s generalized André-Oort + Manin-Mumford conjecture [60] hold for varieties
expressible as products of modular curves, elliptic curves defined over a number field,
and powers of the multiplicative group. Let us give a precise formulation before we
begin its proof. We begin by defining the special points.
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Definition 5.9. — We regard A! as the (coarse) moduli space of elliptic curves. If
Y = A™ x A is a product of some Cartesian power of affine space with a commutative
algebraic group A, then by a special point on Y we mean a C-valued point of the form

(€1,...,&n,0) € (Al x -+ x Al x A)(C)

where each &; is a moduli point of an elliptic curve with complex multiplication and
¢ € A(C) is a torsion point.

Let us say now what we would mean by a special subvariety of a product of affine
lines and algebraic groups.

Definition 5.10. — By a weakly special subvariety of A™ we mean a component of a
variety defined by systems of equations of the form ®y(z;, z;) = 0 and x = £ where
@y is the N*" modular polynomial (the case of N = 1 is allowed) and ¢ is some fixed
point. If we require that £ be a special point, then the variety is a special subvariety.
A subvariety of a product of A™ with a commutative algebraic a group is (weakly)
special if it is a product of a (weakly) special subvariety of A™ with a translate by a
torsion point (by a general point) of an algebraic subgroup of A.

With these definitions in place we may state Pila’s theorem.

Theorem 5.11 (Pila). — Let N € N be a natural number and A an algebraic group
over a number field which is expressible as a product of elliptic curves and a Cartesian
power of the multiplicative group. If Y C X := AN x A is an irreducible subvariety
for which the set

{a€Y(C) : ac (AN x A)(C) is a special point }
18 Zariski dense in'Y , then'Y is a special subvariety.

As with the proof of the Manin-Mumford conjecture, we shall prove Theorem 5.11
by fixing an o-minimally definable analytic covering of m : X — AN (C) x A(C) for
which the special points come from arithmetically simple points in ® and then consider
the set of such points on X := 7=1(X(C)).

Of course, the j-function is not o-minimally definable as a function on all of the
upper half-space

h:={z€C : Im(z) >0}

but if one restricts j to a fundamental domain, say, the standard fundamental domain
-1 1
D:={zeC : 7§Re(z)<§and|z|21}

then the resulting function is definable in Rap exp (relative to the usual presentation
of C via real and imaginary parts). Indeed, it is well known that j(z) = J(exp(2miz))
where J is a meromorphic function on the open unit disc with a simple pole at the
origin whose first few terms are given by

1
J(q) = — + 744 + 196884q + 21493760¢° + 864299970¢> + - - -
q
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The map z +— exp(2miz) restricted to ® is o-minimally definable as
z — exp(—2m Im(2))(cos(2m Re(z)) + i sin(27 Re(z))

While the trigonometric functions over the full real line are not definable in Ryp exp,
since the real part of z is bounded between ’71 and % on D, only the restrictions of
sine and cosine to a compact interval are required, and these are clearly restricted
analytic. The image of © under z — exp(2iz) is contained in B__ s, (0), the disc of

radius exp(—+/37) about the origin, thus, we may express j | D as

3(2) = (J I Boyp(—yam (0)(exp(2miz))
The restriction if J to By, /3, (0) is the quotient of a restricted analytic function
by a polynomial, and is thus definable in Ruy exp, showing that the restriction of j to

® is definable.
From the analytic theory of elliptic curves, we know that the elliptic curve

Ejn(C) = C/(Z + Z7)

has complex multiplication if and only if [Q(7) : Q] = 2. Thus the prespecial points
in ©, by which we mean the points in ©® which map to special points by our given
analytic covering map, namely the j-function, are the quadratic imaginary numbers
in ®.

As we have already discussed when considering the Manin-Mumford conjecture,
if B is a connected commutative algebraic group over C, then its universal covering
space is C9, where g = dim(G). More specifically, if B is an abelian variety, then
by restricting the covering map to a fundamental domain and taking a basis of the
kernel as a basis for CY as an R-vector space, the we may think of this covering map
as m:[0,1)29 — B(C) where 7 is the restriction to a semialgebraic set of a restricted
analytic function and is therefore definable in R,,,. In this case, the prespecial points,
namely the points mapping to torsion points, are the rational points in the domain of
7w. When B = G, is the multiplicative group, then our covering map =« : C — G,,(C)
is given by z — exp(2miz). Asnoted above, by restricting this map to the fundamental
domain

{zeC : 0<Re(z) <1}
the complex exponential map becomes definable in Ray exp.

Using these various analytic covering maps as the coordinates of a single covering
map we obtain an analytic covering map 7 : X — X(C) where X = b x C9 with
g = dim A and then by restricting to a fundamental domain X, we obtain an o-
minimally definable covering map = : X — X(C) for which the prespecial points
in the coordinates corresponding to A! are the quadratic imaginary numbers and
in the other coordinates are (some of) the rational points relative to the choice of
real coordinates noted above. We have thus converted the problem of describing the
special points in Y (C) to that of describing the prespecial points in 2) := 7= 1Y (C).

As with the Manin-Mumford conjecture, we define a special locus for Y and then
reduce to showing that there are only finitely many special points in Y not contained
in its special locus. However, unlike the case of abelian varieties, our proof that
the special locus is constructible uses the analytic covering in an essential way. The
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key observation is that the (weakly) special subvarieties come from geodesic analytic
subvarieties of X.

The map 7 : X — X (C) expresses X (C) as a quotient of X by an arithmetic group.
The domain X is a homogenous space for the group G(R) := PSLy(R)" x G29(R) and,
again relative to our choice of real coordinates, we may regard X (C) as I'\X where
I' = H(Z) for a certain algebraic subgroup of G. Here the group H is a product of
the algebraic groups PSLy for each Al factor of X, G2 for each elliptic factor, and
Gq x {0} for each multiplicative group factor.

If Y C X were a special variety and Q‘Nj were a component of 7-1Y(C), then QT)
would be a product of an analytic subvariety of h™ defined by equations of the form
zj = yz; or z = & for some v € PSLy(Q) or prespecial point ¢ and an affine subspace
of C9 (which relative to the real coordinates comes from one defined over Q).

Definition 5.12. — In general, we say that an analytic subvariety of X is weakly
geodesic if it is of the form U x V where U C b is defined by equations of the form
x; = yx; or xp = & for an arbitrary v € PSLo(R) or point £ € h and V C CY is
a translate of some subspace. If the elements v come from PSLy(Q) and (V) is a
translate of an algebraic subgroup of A, then we say that U x V is geodesic.

Let us note that if ) is a subset of a proper geodesic subvariety of h x C9, then
we may pass to an appropriate quotient without changing the hypothesis that Y (C)
contains a Zariski dense set of special points but is not a special variety. Thus, it
suffices to consider the case that no proper geodesic variety contains ). With this
reduction, we show that 98 = 7= SpL(Y’) and that SpL(Y’) is a proper subvariety
of Y. This fact may be regarded as an analogue of the Ax-Lindemann-Weierstraf§
theorem, but its proof has resisted differential algebraic treatments and occupies three
sections of [52].

One obtains this characterization of the algebraic part of 9) in stages.

First, let 9) be a component of 7~1Y (C) which meets X in a set of full dimension.
We argue that if Z C @ is a (positive dimensional) maximal algebraic subvariety of Q:),
then Z is contained in a geodesic subvariety of 25 Secondly, invoking Lemma 5.3 we
conclude that 9)?!# is covered by geodesic subvarieties. Finally, using the compactness
theorem and the fact that there are only countably many shapes of geodesic varieties,
we show that 7(9)*8) = SpL(Y)) is a proper closed subvariety of Y.

Let us explain how the first step works. Translating by an element of H(Z) if
need be, we may assume that Z(C) N X is Zariski dense in Z. We then consider two
definable sets.

Bz :={y€ HR) : dim(vZNX)=dimZ}

and

Cz:={ye HR) : dim(yZNxNY) = dim(Z)}
The set Cy is definable in R,y exp While By is semialgebraic, but they share many
integral points in common. Indeed, if T':= {y € H(Z) : 72 =Y}, then 'N B =
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I'NCyz. Using the fact that QT) is a component of a positive dimensional H (Z)-periodic
set and some easy estimates on the number of the number of translates of X which meet
Z in a dense set, one shows that number of points in By NT" of height up to ¢ outstrips
the Pila-Wilkie bounds. Thus, Cz must contain an infinite, connected semialgebraic
set S. It must be the case that S stabilizes Z for otherwise, Z C §-Z C 2 would
violate the maximality of Z as we have observed that the semialgebraic part of a
complex analytic variety is equal to its complex algebraic part. Thus, some weakly
geodesic relation holds on Z. Through further considerations of the structure of H,
one shows that, in fact, a geodesic relation holds on Z. As with the analysis of special
locus in the case of abelian varieties, that either a geodesic relation holds on all of
), or that the union of all the maximal connected, positive dimensional algebraic
subvarieties are contained in a subset of strictly smaller dimension. In the case that
a geodesic relation holds on ¥), one may pass to a quotient.

Remark 5.13. — This basic strategy for determining the algebraic part of the pull-
back of a subvariety Y (C) under an analytic covering map 7 : ¥ — X (C) expressing a
variety X (C) as a quotient I'\X of a homogeneous space X works more generally, but
the calculation of the algebraic part of the preimage under 7 of an algebraic variety
does not yet have a completely general treatment. By comparing the word metric in I"
to the Euclidean metric in X, Ullmo and Yafaev [77] have shown that if X(C) = T'\X
is a Shimura variety for which I' is co-compact, then for any algebraic variety Y C X,
the maximal algebraic subvarieties of 771(Y(C)) are geodesic. Pila and Tsimerman
have proven the Ax-Lindemann-Weierstraf theorem for A, [?].

Remark 5.14. — In later work, Pila and Habegger [24] showed that if one were to
define the special locus of a subvariety Y C A™ to be the union of all of the positive
dimensional weakly special subvarieties of Y, then as in the case of abelian varieties,
the special locus is actually a closed subvariety.

One concludes the proof of Theorem 5.11 almost exactly as with the proof of
the Manin-Mumford conjecture, with the minor change that the lower bound on the
Galois orbits of special points is obtained from Siegel’s theorem on the class number of
quadratic imaginary fields rather than Masser’s theorem on torsion points on abelian
varieties.

Lemma 5.15. — There is a constant C and € > 0 so that for any prespecial £ € X
one has [k(r(€)) : k] > CH(€)z.

Proof. — For an elliptic curve E, with complex multiplication, [Q(7) : Q] is equal to
the class number of Z[r] which is bounded below by a constant multiple of /H(T)
by Siegel’s class number formula [67]. For an elliptic curve E defined over a number
field k, we know from Theorem 5.7 that the degree of the field generated by a torsion
point grows faster than some constant multiple of a power of its order. Finally, from
the theory of cyclotomic field extensions, we know that if ¢ is a root of unity of order
N, then [Q(¢) : Q] = ¢(N) where ¢ is Euler’s totient function. It is elementary to
see that for any positive e < 1, one has ¢(N) > 1N°. O
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Arguing exactly as in the case of the Manin-Mumford conjecture, if Theorem 5.11
were false, then we could reduce to considering ¥ C X an irreducible subvariety
defined over a number field £ having infinitely special points not contained in its
special locus. We then observe that if £ € ) were a prespecial point not living in the
preimage of the special locus, then each of the Gal(k*2/k) conjugates of 7(¢) would
also correspond to a distinct prespecial point of ) outside of its algebraic part but of
bounded height. By choosing the order of the group components or the discriminant
of the modular component high enough, we would contradict Theorem 4.6.

5.3. Simultaneous torsion. — The diophantine theorems we have discussed up
to this point have taken the form that a subvariety of a special variety containing
a Zariski dense set of special points must be a special variety. With the theorem of
Masser and Zannier on simultaneous torsion in the Legendre family of elliptic curves
we encounter an instance of the more general Pink-Zilber conjectures on unlikely
intersections in higher dimension. Let me state the Masser-Zannier theorem and then
explain how it fits into the Pink-Zilber framework.

Theorem 5.16 (Masser-Zannier). — There are only finitely many complex num-
bers A for which the points [2 : \/2(2—X) : 1] and [3 : /6(3—X) : 1] are both
torsion points on the elliptic curve defined as a subvariety of P? by the equation
2y = x(x — 2)(z — A\2).

Remark 5.17. — We have stated Theorem 5.16 in the striking form (which appears
in [40]) that the abscissas are restricted to be 2 and 3. The proof works equally well
for any two constant abscissas provided that the points are linearly independent on
the generic fibre. (We leave it to the reader to verify that the points [2 : 1/2(2 — A) : 1]
and [3:4/6(3 — A) : 1] are indeed linearly independent generically.) With additional
work (as shown in [37]) the restriction to constant abscissas may be dropped.

Remark 5.18. — Stoll has given a direct proof of Theorem 5.16, showing the
stronger result that there are no exceptional A [70].

Let us reformulate Theorem 5.16 as a result about intersections of curves with
special varieties. Let us take our ambient special variety X to be the square of
the Legendre family over the A-line. That is, we present X as a closed subvariety of
(A1~ {0,1}) xP? xP? defined by the equations z1yf = z1(71—21)(z1—MA21) and 22y3 =
To(m2 — 22) (22 — A\22) where A ranges over A1~ {0, 1}, [x1 : y; : 21] are the homogenous
coordinates on the first P? factor and [x2 : Yo : 29] are the homogenous coordinates on
the second P? factor. In so doing, via the projection onto the first coordinate, we may
regard m: X — (A! < {0,1}) as an abelian scheme over A! \ {0, 1}, each fibre being
the square of an elliptic curve. The points [2,1/2(2 — A) : 1] and [3 : \/6(3 — ) : 1]
determine a curve C' in X defined by the equations z1 —2z; = 0 and x5 — 322 = 0. The
numbers A for which both [2,4/2(2 — A) : 1] and [3 : \/6(3 — A) : 1] are torsion, are
exactly the numbers A for which ([2,4/2(2 =) : 1],[3: v/6(3 = A) : 1]) € X\(C)iop-
To put it another way, they are the points in (Al \ {0,1})(C) which lie in the image
under 7 of (CNX[N])(C) for some N € Z, where X[N] is the kernel of multiplication



O-MINIMALITY AND ANDRE-OORT 43

by N in the abelian scheme X. As it is clearly the case that C cannot contain infinitely
many torsion points on a fixed fibre (as, for instance, there are at most four points in
C on any fibre of 1), Theorem 5.16 may be réexpressed as the assertion that the set

ce)n |J xme
NeZy
is finite.

The varieties X[N] are special in the sense that they are subgroup schemes of X
and because dim(C) +dim(X[N]) = 1+1 < 3 = dim(X), one expects C' N X[N] to be
empty. The conjectures of Pink-Zilber type (note that I did not say “the Pink-Zilber
conjecture” as the experts have yet to settle on a final formulation) assert that if X is
a special variety and Y C X is a subvariety of dimension d not contained in a proper
special subvariery of X, then the set

YN U z
Z C X special
codimx (Z) < d

is not Zariski dense in Y. There is some ambiguity as to which subvarieties of our X,
obtained as the square of the Legendre family over the A-line, should be considered as
special. One natural choice would be to regard any component of a subgroup scheme
to be special as well as any component of an algebraic subgroup of a fibre of X over a
CM-point. In any case, it is easy to see that Theorem 5.16 is a theorem of Pink-Zilber
type.

Let us now sketch a proof of Theorem 5.16. Letting X= h x C2, we have a natural
analytic covering map 7 : XX (C). Here the map 7 takes the form

(7,21, 22) = (2(7), [p(21,7) = 9 (21, 7) 1 1], [p(22,7) © 0/ (22, 7) : 1])
where jo : h — AY(C) \ {0,1} expresses Al(C) ~\ {0,1} as I'g(2)\h and g is the
Weierstraf p-function. Of course, 7(7, 21, 22) is a torsion point on X, (,) just in case
21 € Q+ Q7 and 2z € Q+ Q7. Identifying h x R* with h x C? via (7,71, 22, 23, 74) —
(1,21 + Tx2, 03 + T4), We see that a point (7,z1,22,23,24) € h x R* is sent to a
torsion point in X, () just in case z; € Q for each i < 4.

The definability in Ray exp 0f the restriction of j» to a fundamental domain follows
on similar grounds to the definability of j (restricted to a fundamental domain). For
fixed 7, we have already used the definability of (the restriction to a fundamental
domain) of the function z — @(z,7). That the two variable function is definable
was established by Peterzil and Starchenko [43]. Again, the reasoning is similar
to the case of the j-function. It is a classical result that, writing A for the open
unit disc, there is a meromorphic function expressing the universal elliptic curve over
Yo(2) as a quotient of A x A. The function F : (7, z) — (exp(27it), exp(27miz)) takes a
fundamental domain g into a compact subset of A x A and the function F restricted to
this fundamental domain is definable. Hence, the composite is definable. Thus, upon
restricting 7 to some fundamental domain X we have that 7w := 7 | X is definable and
that relative to an appropriate choice of coordinates, the points mapping to torsion
points are those whose last coordinates are rational.
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Let p : h x C?> — C? be the natural projection map and consider € := pr—1C(C).
The set € is definable, being the projection of a definable set. Masser and Zannier
show that €2 = & by invoking known results on the algebraic independence of theta
functions. Thus, one is left with the problem of showing that there are only finitely
many torsion points on C' or equivalently that there are only finitely many rational
points on €.

One obtains the lower bounds on the size of Galois orbits of torsion points through
two theorems. First as a consequence of work of David [13] and of Masser [39] on the
Galois action on the torsion points on abelian varieties we may bound the order of
the the points [2 : \/2(2 = A) : 1] and [3 : 1/6(3 — A) : 1] by a function of the height
of A and the degree of A over Q.

Lemma 5.19. — There is a constant C so that for any algebraic number X if [2 :
22— X) : 1] or [3: 4/6(3 — ) : 1] is torsion point of exact order n on the elliptic
curve Ey defined as a subvariety of P? by the equation 2y* = x(x — 2)(x — \z), then

n < Q) : QP+ h(N)).
The second result is a consequence of Silverman’s specialization theorem [68].

Lemma 5.20. — There is a constant C' so that if either [2 : \/2(2—=X) : 1] or
[3:4/6(3—X):1] is torsion on Ey, then h(\) < C".

Combining Lemmata 5.19 and 5.20, we see that there is a constant D so that if
either [2:1/2(2—A) : 1] or [3: /6(3 — A) : 1] is torsion of exact order n on Ej, then
[Q(\) : Q] > Dnx.

We use this conclusion to complete the argument. If there were infinitely many
torsion points on C, then we could find such torsion points £ of arbitrarily high
order n. Any Galois conjugate of £ would also have order n and lie on C, but from
our above observation we know that £ has at least Dn? conjugates. The height
of pr=1(¢) (and of each conjugate) is at most n. By uniform finiteness in the o-
minimal structure R, oxp We see that there is a uniform finite bound B on the size
of the sets 771C(C) N (D x {a}) as a ranges through p(X). Thus, there are at least
(D/B)nz points in € of height at most n, contradicting our hypothesis that there are
infinitely many torsion points on C' and thereby completing our sketch of the proof
of Theorem 5.16.

One might ask whether a variant of the Masser-Zannier theorem holds for higher
dimensional families of abelian varieties. Habegger took up precisely that challenge
for the Weierstrafs family of elliptic curves. For a pair of numbers (a,b), the equation

2y% = 2% + az’x + b2

cuts out an elliptic curve E, p) in P? provided that 4a3 + 27b% # 0. From dimension
considerations, one sees that one must specify at least three abscissa values in order
to expect there to be only finitely many specializations for which all the the points
are torsion. Habegger proves that this is in fact the case for the points with abscissa
1, 2 and 3 [25].
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Theorem 5.21 (Habegger). — There are only finitely many pairs of complex num-
bers (a,b) with 8a® + 27b*> # 0 for which the following three points are all torsion in

E(a,b):
l:vV1i+a+b:1],[2:vV8+2a+b:1], and [3: V27 +3a+b:1]

While the proof of Theorem 5.21 follows a similar strategy to that of Theorem 5.16,
there are some notable novelties. First, while Masser and Zannier could make do with
Pila’s theorem on counting rational points in subanalytic surfaces [48], the definable
sets implicated by Theorem 5.21 are complex surfaces, and, hence, four dimensional
as definable sets. Thus, the counting theorem for more general o-minimally definable
sets makes an essential appearance. Secondly, the transcendence results on theta
functions used to show that the definable sets appearing in the proof of Theorem 5.16
have trivial algebraic parts are not strong enough to prove the corresponding theorem
in this case. Indeed, some related transcendence theorems of Bertrand [4] are used to
prove that certain curves have trivial algebraic parts. The counting theorem is then
applied in the refined form about the algebraic points being confined to blocks.

5.4. Unlikely intersections in Shimura varieties. — Several theorems along
the lines of the Pink-Zilber conjectures have been proven using the methods we have
outlined. Of these, the one having the most distinctive character is a theorem of
Habegger and Pila [24] on unlikely intersections in A™.

Theorem 5.22 (Habegger, Pila). — Suppose that C C A™ is an algebraic curve
which is asymmetric in the sense that there is at most one pair ¢ < j < n of integers
for which deg(m; | C) # deg(r; | C) where m; : A™ — Al (respectively, ;) is the
projection onto the it (respectively, j™) coordinate. If C is not contained in a proper
special subvariety, then the following set is finite.

c(@C)n U S(C)
S CA”
S special
codim(S) > 2

Remark 5.23. — The hypothesis that the curve is asymmetric is used in the proof,
but does not appear to be necessary.

The special subvarieties of codimension two in A™ are components of varieties
defined by two equations of the form ®y(z;,z;) = 0 where @y is the Nt modular
polynomial and xj; = £ where £ is a special point. Thus, one may convert the problem
of describing the intersection C' with the codimension two special varieties to that of
the intersection of the preimage under the j-function (or, really, the function 7 : h —
A™(C) which is given by the j-function coordinatewise) of C(C) with the geodesic
varieties in h™ defined by two equations of the form 7; = 7; or 7, = £ where v €
PSL3(Q) and ¢ is quadratic imaginary. We do not repeat the work from [24], but will
rather simply note a couple of interesting points from the proof.
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The key transcendence result they prove is dual to the Lindemann-Weierstrafy
theorems appearing earlier, being a functional modular analogue of Baker’s theorem
on linear forms in logarithms [3].

Theorem 5.24 (Habegger, Pila). — If v : A — b™ is a nonconstant, analytic
function for which (§,...,j) oy : A — A"(C) is an algebraic function whose image is
not contained in any proper special subvariety, then the image of v is Zariski dense.

The proof of Theorem 5.24 passes through an analysis of the monodromy of the
j-function. This theorem is used to show that it cannot happen that the preimage of
C(C) is contained in a weakly geodesic subvariety of §™. Thus the intersection of the
preimage of C(C) with any weakly geodesic variety is necessarily finite.

A second remarkable feature of the proof of Theorem 5.22 is that the refined count-
ing theorem on the number of blocks containing the algebraic points is required since
the definable sets in question naturally have the structure of homogeneous spaces for
algebraic groups and therefore are equal to their own algebraic parts.

Using similar methods, Pila and Tsimerman have generalized both the Ax-
Lindemann-Weierstraff theorem and Theorem 5.24 with an Ax-Schanuel-style
theorem for the j-function [56]. In fact, generalizing an earlier result of Pila [53]
strengthening the hyperbolic Ax-Lindemann-Weierstrafs theorem to include a tran-
scendence statement for the derivatives of j, the hyperbolic Ax-Schanuel theorem
also takes into account the derivatives of the j-function.

5.5. Further results and prospects. — Other theorems in the vein of the Pink-
Zilber conjectures have been proven using the Pila-Zannier strategy. Shortly after the
strategy became widely known, several results were obtained. Peterzil and Starchenko
reproved the Manin-Mumford conjecture for semiabelian varieties using essentially the
methods we have described [44]. Daw and Yafaev proved the André-Oort conjecture
for Hilbert modular surfaces [14] and Pila and Tsimerman proved the André-Oort
conjecture for the moduli space of principally polarized abelian surfaces [54].

It is not unreasonable to hope that these methods may be extended to give an un-
conditional proof of the André-Oort conjecture for all Shimura varieties, and, in fact,
the strategy has been carried out for, arguably, the most important class of Shimura
varieties: Ag, the coarse moduli space of principally polarized abelian varieties of
dimension g for g € Z, .

Peterzil and Starchenko established definability in Ry cxp of the relevant covering
maps. Pila and Tsimerman proved the Ax-Lindemann-Weierstrafs for A, in [55], not-
ing at the time that the André-Oort conjecture for A, had thereby been reduced to the
problem of proving suitable lower bounds on the size of Galois orbits of special points.
Tsimerman completed the proof [73]| by making use of the average Colmez conjecture
proven by two separate groups of mathematicians, Andreatta, Goren, Howard and
Madapusi-Pera [16], and Yuan and Zhang [90].

There are no obvious obstructions to extending this method to prove the André-
Oort conjecture for general Shimura varieties. Ullmo presented a detailed proof
schema for the André-Oort conjecture in [74]. He shows that once one has established
the o-minimal definability of the covering maps and the Ax-Lindemann-Weierstrafs



O-MINIMALITY AND ANDRE-OORT 47

theorem, then a weak for of the André-Oort conjecture follows. That is, if S is
a Shimura variety, Y C S is an irreducible subvariety which is not expressible as
S’ x Y' where S is realizable as S’ x S” with S’ and S sub-Shimura varieties and
Y’ C S”, then the union of all positive dimensional special subvarieties of Y is not
Zariski dense in Y.

Klingler, Ullmo and Yafaev have established the definability in Ray, cxp of all of the
relevant covering maps when restricted to suitable fundamental domains as well as
the appropriate analogue of the Ax-Lindemann-Weierstrafs theorem for all arithmetic
varieties, that is, varieties whose complex points may be expressed in the form I'\X
where X is Hermitian domain and I' is an arithmetic group, and in particular, for
all Shimura varieties [30]. The proofs in [30] follow the general form of Pila’s more
concrete version of the hyperbolic Ax-Lindemann-Weierstraf theorem, but the more
general form requires more intrinsic, geometric arguments. Whereas the definability
of the j-function was deduced from an explicit computation (as is the definability of
the covering maps for A, in [45]) as are the relations between heights and hyperbolic
distances, such explicit formulae are unavailable in general.

In related work, Ullmo and Yafaev have characterized the weakly special subva-
rieties of Shimura varieties as exactly those varieties for which each component of
its preimage under the natural covering map is algebraic [75]. Yafaev has given an
alternative characterization of weakly special varieties [87]: If 7 : X — S(C) is the
map expressing the Shimura variety S as a quotient of the Hermitian domain X by
the action of an arithmetic group, then a subvariety Y C S is weakly special if and
only if each component of 771Y(C) is definable in some o-minimal expansion of R.

The problem of producing the requisite lower bounds on the sizes of Galois orbits in
general is still open, but under the assumption of the Generalized Riemann Hypothe-
sis, Ullmo and Yafaev have shown that polynomial lower bounds hold for all Shimura
varieties [76]|. This result on the Galois orbits of special points plays an important
role in the proof by Klingler and Yafaev of the André-Oort conjecture conditionally
upon GRH [31].

As we have seen with the test cases of simultaneous torsion and curves in products
of the j-line, the Pila-Zannier method is well-suited to studying Pink-Zilber-style
problems on anomalous intersections with special varieties.

Orr has employed this method to prove some instances of the André-Pink conjec-
ture, a restriction of the Zilber-Pink conjectures [41, 42]. The André-Pink conjecture
predicts that if S is a Shimura variety, ¥ C S(C) is a set of points contained in a
single Hecke orbit, and Y C S is an irreducible subvariety for which ¥ N Y (C) is
Zariski dense in Y, then Y must be a weakly special variety. Orr has verified this
conjecture in the case that S is a Shimura variety of abelian type and Y is a curve.
More generally, he has shown that unless Y is a point, it must take the form S’ x Y’
where S’ and S” are Shimura varieties, dim S’ > 0, S’ x §” < S is a weakly special
subvariety of S, and Y’ C 8" is a subvariety of S”. One might expect that by passing
to a S an inductive argument could be applied to complete the proof of the conjec-
ture. However, the presentation of S’ x S as a product of Shimura varieties may
be incompatible with the structure of S as a Shimura variety and this complication
obstructs such an inductive argument.
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Generalizing both the André-Oort and André-Pink conjectures, Gao has imple-
mented the Pila-Zannier strategy for mixed Shimura varieties [18]. Specifically, he has
established the Ax-Lindemann-Weierstraf theorem for mixed Shimura varieties [21]
and has shown that the generalization of the André-Oort conjecture for mixed Shimura
varieties follows from the existence of suitable lower bounds on the size of Galois orbits
of special points on the associated pure Shimura varieties [19]. Specializing to the
case of universal abelian schemes over fine moduli spaces, Gao proves a generalization
of Orr’s theorem describing those subvarieties which meet a generalized Hecke orbit
in a Zariski dense set [20].

Even after this flurry of activity, there remain many cases of the Zilber-Pink con-
jecture to which the Pila-Zannier strategy should apply. Methods from o-minimal
geometry have become important tools in diophantine geometry. I expect that in
time several further theorems towards the Zilber-Pink conjectures and related prob-
lems will be proven following these ideas.
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