Chebyshev’s Inequality

Concept

1. Chebyshev’s inequality allows us to get an idea of probabilities of values lying near the mean even if we don’t have a normal distribution. There are two forms:

\[ P(|X - \mu| < k\sigma) = P(\mu - k\sigma < X < \mu + k\sigma) \geq 1 - \frac{1}{k^2} \]

\[ P(|X - \mu| \geq r) \leq \frac{\text{Var}(X)}{r^2}. \]

The Pareto distribution is the PDF \( f(x) = \frac{c}{x^p} \) for \( x \geq 1 \) and 0 otherwise. Then this is a PDF and \( c = p - 1 \) if and only if \( p > 1 \). The mean exists and \( \mu = \frac{p-1}{p-2} \) if and only if \( p > 2 \). Finally the variance exists and \( \sigma^2 = \frac{p-1}{p-3} - \left(\frac{p-1}{p-2}\right)^2 \) if and only if \( p > 3 \).

Example

2. Let \( f(x) = \frac{5}{x^6} \) for \( x \geq 1 \) and 0 otherwise. What bound does Chebyshev’s inequality give for the probability \( P(X \geq 2.5) \)? For what value of \( a \) can we say \( P(X \geq a) \leq 15\% \)?

Solution: We calculate the mean as

\[ \mu = \int_{-\infty}^{\infty} x f(x) dx = \int_{1}^{\infty} \frac{5}{x^5} dx = \frac{5}{4}. \]

The variance is

\[ \sigma^2 = \int_{-\infty}^{\infty} x^2 f(x) dx - \mu^2 = \int_{1}^{\infty} \frac{5}{x^4} dx - \frac{25}{16} = \frac{5}{3} - \frac{25}{16} = \frac{5}{48}. \]

In order to use Chebyshev’s, we need to have a symmetric probability. Namely, we can only use it for something like \( P(|X - \mu| \geq r) \). We write \( P(X \geq 2.5) = P(X \geq \frac{5}{4} + \frac{5}{4}) \). So write

\[ P(|X - \mu| \geq \frac{5}{4}) = P(X \geq 2.5 \text{ or } X \leq 0) = P(X \geq 2.5) \leq \frac{\sigma^2}{(5/4)^2} = \frac{5/48}{25/16} = \frac{1}{15}. \]
If we want \( P(X \geq a) \leq 15\% = 0.15 = \frac{15}{100} \) using Chebyshev’s inequality, then we need
\[
\frac{15}{100} = \frac{\sigma^2}{r^2} = \frac{5/48}{r^2}
\]
So
\[
r = \sqrt{\frac{5/48}{15/100}} = \sqrt{\frac{100}{3 \cdot 48}} = \frac{10}{12} = \frac{5}{6}.
\]
Therefore, we need \( P(X \geq \mu + 5/6) \) and \( a = \frac{5}{4} + \frac{5}{6} = \frac{25}{12} \).

**Problems**

3. **TRUE**  False Chebyshev’s inequality can tell us what the probability actually is.

**Solution:** Like error bounds, Chebyshev’s inequality gives us an estimate and most of the time not the actual probability. But there is one case where it does give us the exact probability.

4. True  **FALSE** For Chebyshev’s inequality, the \( k \) must be an integer.

**Solution:** We can take \( k \) to be any positive real number.

5. **TRUE**  False The Chebyshev’s inequality also tells us \( P(|X - \mu| \geq k\sigma) \leq \frac{1}{k^2} \).

**Solution:** This is the complement probability of the first form of the inequality.

6. True  **FALSE** Chebyshev’s inequality can help us estimate \( P(\mu - \sigma \leq X \leq \mu + \sigma) \).

**Solution:** Using Chebyshev’s inequality, we get that this probability is greater than \( 1 - 1/1 = 0 \) which we knew anyway because it is a probability.
7. **TRUE**  
We can use Chebyshev’s inequality to prove the Law of Large Numbers.

**Solution:** We write 
\[
\lim_{n \to \infty} P(|\bar{X} - \mu| > \epsilon) \leq \lim_{n \to \infty} \frac{Var(\bar{X})}{\epsilon^2} = \lim_{n \to \infty} \frac{\sigma^2}{n\epsilon^2} = 0.
\]

8. Let \( f(x) = (2/3)x \) from \( 1 \leq x \leq 2 \) and 0 everywhere else. Give a bound using Chebyshev’s for \( P(10/9 \leq X \leq 2) \).

**Solution:** The mean is \( 14/9 \) and so this probability is \( P(14/9 - 4/9 \leq X \leq 14/9 + 4/9) \). Letting \( 4/9 = k\sigma = k\sqrt{2618} \), we calculate that \( k = \frac{8}{\sqrt{26}} \). Then, we have that \( P(10/9 \leq X \leq 2) \geq 1 - 1/k^2 = 1 - 1/(64/26) = \frac{10}{32} \).

9. Let \( f(x) \) be the uniform distribution on \( 0 \leq x \leq 10 \) and 0 everywhere else. Give a bound using Chebyshev’s for \( P(2 \leq X \leq 8) \). Calculate the actual probability. How do they compare?

**Solution:** The mean is 5 and so this probability is \( P(5 - 3 \leq X \leq 5 + 3) \). Letting \( 3 = k\sigma = k\sqrt{3}/3 \), we calculate that \( k = \frac{9}{5\sqrt{3}} \). Then, we have that \( P(2 \leq X \leq 8) \geq 1 - 1/k^2 = 1 - 1/(81/75) = \frac{2}{27} \).

The actual probability is \( \frac{6}{10} = \frac{3}{5} \) which is much more than \( \frac{2}{27} \).

10. Let \( f(x) = e \cdot e^x \) for \( x \leq -1 \) and 0 otherwise. Give a bound using Chebyshev’s for \( P(-4 \leq X \leq 0) \). For what \( a \) can we say that \( P(X \geq a) \geq 0.99 \)?

**Solution:** Since the mean is \(-2\) and the standard deviation is 1, using Chebyshev’s inequality, we have that \( P(-4 \leq X \leq 0) = P(\mu - 2\sigma \leq X \leq \mu + 2\sigma) \geq 1 - \frac{1}{2^2} = \frac{3}{4} \). So an estimate would be \( \frac{3}{4} \). The real answer is \( \approx 0.95 \).

In order for \( P(X \geq a) \geq 0.99 \), we set \( a = \mu - k\sigma \) and we know that \( P(\mu - k\sigma \leq X \leq \mu + k\sigma) \geq 1 - \frac{1}{k^2} \). We want to set this lower bound to 0.99 and doing so gives \( k = 10 \). Thus, we have that \( P(\mu - 10\sigma \leq X \leq \mu + 10\sigma) = P(-12 \leq X \leq 8) = P(-12 \leq X) \geq 0.99 \). So, we have that \( a = -12 \).

11. Let \( f(x) = 4/x^5 \) for \( x \geq 1 \) and 0 everywhere else. Give a bound using Chebyshev’s for \( P(X \leq 3) \).
Solution: The mean is 4/3 and since $f(x) = 0$ for all $x < 1$, we have that $P(X \leq 3) = P(4/3 - 5/3 \leq X \leq 4/3 + 5/3) \geq 1 - 1/k^2$. Here, we have that $5/3 = k\sigma = k\sqrt{2}/3$ and so $k = 5/\sqrt{2}$ and $1 - 1/k^2 = 1 - 1/(25/2) = \frac{23}{25}$. 