
Vu Pham

MATH 128A Numerical Analysis
Discussion Section

Raehyun Kim* 

* Department of Mathematics, UC Berkeley

2022/09/14 Raehyun Kim MATH 128A Numerical Analysis DIS



Vu Pham

Quiz #1

Published on the gradescope MATH 128A 102/103

Regrade request is available until Sep. 20

Announcement

2022/09/14 Raehyun Kim MATH 128A Numerical Analysis DIS



Vu Pham

Order of Convergence

Modified Newton’s method

Another measurement

Accelerating Convergence

Aitken’s ∆2 Method

Steffensen’s Method

Lagrange Interpolation Polynomial

𝑝n,𝑖 𝑥𝑗 = 𝛿𝑖,𝑗

Brief Review

2022/09/14 Raehyun Kim MATH 128A Numerical Analysis DIS



Vu Pham

Order of Convergence

Modified Newton’s method

Another measurement

Accelerating Convergence

Aitken’s ∆2 Method

Steffensen’s Method

Lagrange Interpolation Polynomial

𝑝n,𝑖 𝑥𝑗 = 𝛿𝑖,𝑗

Brief Review

2022/09/14 Raehyun Kim MATH 128A Numerical Analysis DIS



Vu Pham

Order of convergence

2022/09/14 Raehyun Kim MATH 128A Numerical Analysis DIS

𝑝 : Exact root  𝑝𝑛 ∶ Numerical root (nth step)

𝑒𝑛 ≔ 𝑝 − 𝑝𝑛 (error at nth step)

lim
𝑛→∞

𝑒𝑛+1

𝑒𝑛
𝛼 = 𝛾

𝛼 = 1, 𝛾 < 1 : linear convergence

𝛼 = 2 : quadratic convergence (𝛾 depends on 
𝑒0)
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Fixed point iteration (Thm 2.8/2.9)

Converge linearly if

• FPI(𝑔(𝑥)) converges to fixed point 𝑝

• 𝑔(𝑥) is continuously differentiable with 0 < 𝑔′ 𝑝 < 1

Converge at least quadratically if

• FPI(𝑔(𝑥)) converges to fixed point 𝑝

• 𝑔′(𝑥) is continuously differentiable with g′ p = 0
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Bisection method : Linear, 𝛾 = 1/2

Newton’s method : Quadratic (if the root is 
simple. O.w. merely linear)

Secant method : 𝛼 =
1+√5

2

Modified Newton’s method : Quadratic
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Newton’s method
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f(x) is continuous and differentiable

𝑥𝑛+1 = 𝑥𝑛 −
𝑓 𝑥𝑛
𝑓′(𝑥𝑛)

Converging very fast. 

Q. What if 𝑓′ 𝑝 = 0?
A. Can not guarantee fast convergence.
Indeed, it merely linearly converges.
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Modified Newton’s method
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f(x) is continuous and differentiable

multiplicity m of root x

Simply 𝑓 𝑎 = 𝑓′ 𝑎 = ⋯ = 𝑓 𝑚−1 𝑎 = 0

𝑥𝑛+1 = 𝑥𝑛 −
𝒎𝑓 𝑥𝑛

𝑓′(𝑥𝑛)

Quadratic convergent
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f(x) is continuous and differentiable

multiplicity m of root x

Simply 𝑓 𝑎 = 𝑓′ 𝑎 = ⋯ = 𝑓 𝑚−1 𝑎 = 0

𝑥𝑛+1 = 𝑥𝑛 −
𝑓 𝑥𝑛 𝑓′(𝑥𝑛)

𝑓′ 𝑥𝑛
2−𝑓 𝑥𝑛 𝒇′′(𝒙𝒏)

Quadratically convergent but impractical
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ෞ𝑝𝑛 = 𝑝𝑛 −
(𝑝𝑛+1−𝑝𝑛)

2

𝑝𝑛+2 − 2𝑝𝑛+1 + 𝑝𝑛

Accelerate the convergence of a sequence that is 
linearly convergent.

How to use?

Calculate 𝑝𝑛 until the error is 𝑇𝑜𝑙 and apply Aitken’s 
∆2 Method. Profit!

Aitken’s ∆2 Method
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𝑝0
(𝑖)
= ∆2 𝑝0

𝑖−1

𝑝1
(𝑖)
= 𝑔 𝑝0

𝑖

𝑝2
(𝑖)
= 𝑔 𝑝1

𝑖

𝑝0
(𝑖+1)

= ∆2 𝒑𝟎
𝒊

Accelerate the order of convergence of the given fixed 
point method using Aitken’s method

Steffensen’s Method
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Polynomials s.t. 𝑝n,𝑖 𝑥𝑗 = 𝛿𝑖,𝑗 for given 

{𝑥𝑗}𝑗=0,..,𝑛

𝑝n,𝑖 𝑥 =ෑ
𝑗=0
𝑗≠𝑖

𝑛
𝑥 − 𝑥𝑗

𝑥𝑖 − 𝑥𝑗

Interpolation result

𝑄 𝑥 =෍𝑓(𝑥𝑖)𝑝𝑛,𝑖 𝑥

Lagrange polynomial
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