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1 Introduction

Stochastic differential equations are ubiquitous in many disciplines of science. For an ex-
ample, imagine that the velocity of a particle suspended in a fluid at position x and time ¢
is u(x,t). Then the ordinary differential equation (ODE in short) & = w(z,t) can be used
to determine the position z(t) of the particle at time ¢. To take into account the thermal
fluctuations of fluid molecules, we may use a stochastic differential equation (in short SDE)
for the dynamics of the particle, namely

(1.1) 2(t) = u(z(t),t) + o (x(t), t)n(t),

where 7 represents the white noise, and the matrix o(z,t) measures the size of fluctuations
at (z,t). Now imagine that the fluid is incompressible that is subject to an external force
f. Then a classical model for the evolution of the velocity field u is a partial differential
equation (in short PDE) known as Navier-Stokes equation, namely

(1.2) w+ (u-Vu=vAu—-VP+f, V-u=0,

where P represents the pressure, and for simplicity we have assumed that o = 2vI is a
constant multiple of the identity matrix. In many models of interest, we may take f to be
random (for example, f is white in time and correlated in space), and the resulting equation
is an example of a stochastic partial differential equation (in short SPDE).

A solution (1.1) is an example of a diffusion process. The white noise 1 on the right-hand
side is a Gaussian process such that En(t) = 0, and En(s)n(t) = do(t — s). Since n cannot
be represented as a function, some care is needed for the precise meaning of (1.1). As it is
well-known, we may realize 1 as the derivative of a standard Brownian motion B. In other
words, when u = 0 and o = I, then z(t) = 2(0) 4+ B(t) is the desired solution to (1.1). It is
known that B is nowhere differentiable and Holder continuous. In fact if C* denotes the set
of Holder continuous functions of Holder exponent «, then B € C %_, where

(1.3) com=)c”

B<a

Because of this, we may expect z(-) € C 2~ for almost sure realization of a diffusion. We may
attempt to make sense of (1.1) by integrating both sides to write

(1.4) x(t) = x(0) —i—/o u(z(s),s) ds +/0 o(x(s), s)n(s) ds.

For this formulation we need to make sense of

/ot“(x(5>’5)"(3> ds = /0 ta(:v(s),s) dB(s).



Writing f(s) = o(z(s), s) and g = B, we may wonder how one can make sense of the integral
fg f dg? This is a very classical question with a rich history that we now review (as a warm
up, we may even try a function f that is of the form f(¢) = F(B(t)) for a Lipschitz function
F):

1. The classical Riemmann-Steiltjes integral gives meaning to the expression [ f dg by the
following approximation procedure:

(15) ) = [ do = lim 3 Fsin)(olt) = altin)

where t; = it27" and s; is chosen from the interval [t;_1,¢;]. The limit exists provided that f
is continuous and g is a function of bounded variation. By integration by parts, we can also
make sense of [ g df.

2. The Lebesgue Theory allows us to relax the continuity requirement of the integrand to the
mere integrability. More importantly, we may interpret the finiteness of the total variation
as the weak differentiability of g and that as a Schwartz distribution ¢’ is a measure. After
all the language of distributions provides us with a mean of measuring the roughness of a
nondifferentiable function. For example a function is of bounded variation if and only if the
distribution ¢’ is a finite measure. What (1.5) gives us is a recipe for finding a function
h of bounded variation such that the measure h' is absolutely continuous with respect to
the measure ¢’ and its Radon-Nikodym derivative with respect to ¢’ is the function f. In
summary, if the distribution ¢’ is a measure we can afford to multiply it by a continuous
(even ¢'-integrable) function.

3. We learned from 1-2 that for a pair of continuous functions (f, g), the product fg¢’ is well
defined if at least one of the functions in the pair is of finite variation. Young [Y] observed
that the approximation procedure used in (1.5) still works even when f and g share the
burden of nondifferentiability among themselves. More precisely if the total p-variation of
f and total g-variation of g are finite, and 1/p + 1/¢ > 1, then the limit in (1.5) exists. In
particular if f is Holder continuous of exponent a (in short f € C%) and g € C?, then the
limit in (1.5) exists provided that o+ 8 > 1. Moreover, Young established an important
bound for h that uniquely characterizes it:

(1.6) |h(t) = h(s) = f(s)(g(t) — g(s))| < [flalglslt — s**7.
Here
[f]a = sup ‘f(t) _ fO((S)‘
stelor] |t — s
s#t

Modulo a constant, and whenever « 4+ 5 > 1, there is a unique function h for which (1.6) is
true for every (s,t). From a modern perspective, what Young’s theorem asserts is that we
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can afford to multiply the derivative ¢’ of a function ¢ € C? by a function f provided that
f € C* for some a > 1 — 3. Moreover the bilinear operator A : C' x C! — C°, defined by
A(f,9) = fg has a continuous extension A : C* x CP~1 — CP~1 provided that a+3—1 > 0.
Here C%~' is understood as the space of Schwartz distributions that can be represented as ¢’
for some ¢ € CP.

4. When a + < 1 the approximation scheme in (1.5) fails in two ways; the limit may
not exist, and if it does exist, the limit may depend on the choice of s; € [t;_1,t;]. This is a
well-known phenomena in stochastic calculus: To make sense of ODEs that are perturbed
by white noise, we need to make sense of integrals of the form f(f F(B) - dB, where B is
a standard multidimensional Brownian motion and F is a C! vector field. Writing ¢ = B
and f = F(B), we realize that the Young’s theorem is not applicable because f,g € Cz.
However, It6 managed to define h(t) = fg F(B)-dB by showing that the limit in (1.5) exists
with probability 1 provided that we choose s; = t;_1. Probabilistically speaking, this is a
preferred choice because the outcome h is a martingale. Though the other choice s; = t;
would lead to different notion of integrals known as backward, which is different from It6’s
integral. The average of the It6 and the backward integrals is known as the Stratonovich
integral.

5. There is a distinct difference between Young’s integral and It6’s; whereas the former
Y(f,g) := h is continuous in (f,g), the latter Z(B) = fol F(B) - dB is not continuous with
respect to its input, namely the Brownian trajectory. In other words, if we first smoothize B,
take the integral and pass to the limit, then the limit may not exist or depend on our scheme
of smoothization. This unsatisfactory feature of stochastic integral led Lyons to invent rough
path theory [FH]. What Lyons discovered was that in order to determine continuously Z, the
input B alone is not enough. In addition, we also need to decide what version of the integrals

d

B(s, 1) :z/(B(Q)—B(s))@dB(@) - l/ (Bi(6) — Bi(s)) dB,(0)| .

1,j=1

we want to use. In other words, we may define [ F(B) - dB or rather
£(B.B) = [ F(B)-d(B.B)

as an operator that has both B and B as inputs and varies continuously with respect to its
inputs. This also allows us to define £L(B,B) for any B € C* provided that o > 1/3. To go
below 1/3, additional inputs are needed. Moreover, if we write I'(f, ) for the set of functions
h, for which h(0) = 0 and something like (1.6) is true, namely

[A(t) = D(s) = f(s)(g(t) — g(s))] S [t — 57,

then a theorem of Lyons and Victoir [LV] guarantees that I'(f,g) # 0. Though I'(f,g) is
singleton if and only if a + 8 > 1. O



The study of PDEs perturbed by white noise calls for a generalization of the rough path
theory to higher dimensions. This was achieved by Hairer after initiating the theory of
regularity structures. To explain this theory, first observe that (1.6) may be understood
as a way of characterizing the function h in terms its Taylor-like approximation h(t) ~
h(s)+ f(s)(g(t) — g(s)). Though this approximation is based on the possibly rough function
g, as opposed to the standard calculus in which g(¢) = ¢t. The approximation scheme of (1.5)
may be regarded as a way to patch up all the local information we have in order to recover
the function itself. In higher dimension the Reconstruction Theorem of Hairer guarantees
that there is always at least one distribution that is compatible with the local approximation
we specify, provided that such local data satisfies Holder type regularity as we vary the base
point. The Reconstruction Theorem gives a unifying treatment for the work of Young and
Lyons. 0

The theory of regularity structure of Martin Hairer [H| has successfully been employed
for several important examples of nonlinear (singular) SPDEs. Alternatively, Gubinelli,
Imkeller, and Perkowski [GIP15] have initiated the theory of paracontrolled distributions
to treat such SPDEs; their approach relies on the notion of paraproducts of Bony and
Littlewood-Paley decomposition. In these notes, we will introduce and study a few important
classes of SPDEs. In these notes however, we will follow Hairer’s approach to study some
important examples of subcritical SPDFEs. Here is a list of SPDEs that will be discussed in
these notes:

(i) Stochastic Heat Equation (SHE). Many examples considered in these notes are
nonlinear perturbations of Stochastic Heat Equation (SHE). It is a linear SPDE that is
driven by a space-time white noise &:

(1.7) u = Au+ €.
Again £ is a Gaussian process with d-correlation:
E&(z, 5)E(y, t) = do(t — s,y — x).

In the parabolic setting, it is more convenient to scale time and space differently. For
example, a natural Hélder norm would look like

25 S0
Ve =2 o=+ o - o

for > 0. We also write C* for the set of continuous functions f with [f]]la < co. As
before, we may define the Holder space C™ for negative a (the precise definition will be given
later). It is well known that in fact £ € C-*)-. Standard parabolic estimates suggest a
gain of two derivatives. This means that a solution u of (1.7) belongs to C*2"~. Hence u is
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a function only when d = 1. In this case u is Holder $— in = and Hélder ;— in ¢. To explain
this heuristically, let us study the scaling behavior of SHE.
Given a Schwartz (possibly random) distribution w(zx,t), define

Stw(z, t) == ATw (Az, \*t) .

Observe that S 772§y = 0. Because of this, and the definition of the white noise, we deduce
_d
Sy d+2)/2§ &. Now if u is a solution to SHE, and u = S/l\ 2u, then

i+ &,
. _d
where £ = S;(dﬂ)/ ’¢ 2 &. This means that SHE is invariant under the action of S/l\ 2

(ii) SHE with multiplicative noise. This SPDE is a nonlinear perturbation of SHE in
the form

(1.8) 7, = AZ + o(Z)E.

When o(Z) = Z, then we may interpret ¢ as a random potential for a Brownian particle.
This case is also related to stochastic growth models as we will see later. When o(Z) = v/Z,
the equation (1.8) is related to the so-called super-Brownian motion and Le Gall’s Brownian
snake. To explain the former, imagine that a large number of particles evolve in R? as
independent Brownian motions. At random exponential times each particle dies and is
replaced by a random number of identical particles, which behave as all other particles in
the system. When the average number of descendants is 1, then we are in a critical regime.
In this regime, when d = 1 the population density satisfies (1.8) for 0(Z) = V/Z.

When d = 1, one possible strategy for making sense of (1.8) is by developing an It6 type
calculus in infinite dimensional setting. More precisely, we may define a cylindrical Brownian
motion W (x,t) such that W; = £ and write

Z(x,t):/p(x—y, (y,0 dy+// oz —y,t — ) dy W (dy, ds),

where p is the fundamental solution of the heat equation.

In higher dimension, it is not clear how to make sense of o(Z)¢ because both Z and ¢
are distribution when d > 2. In fact the SPDE (1.8) is critical when d = 2, and supercritical
when d > 3. To explain this, observe that if o(Z) = Z and Z is a solution of (1.8), then

d
2

Z(x,t) = N2 Z(\x, \2t),

satisfies K L
Zy=NZ + N2 ¢,
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This means that when d = 1, then nonlinear part can be ignored locally (near (0,0), and
hence near any (xg,ty) by translation); a property that is our requirement for a subcritical
SPDE. When d > 2, we may replace £ by a smooth approximation £°, and study the behavior
of the corresponding solution as ¢ — 0. As it turns out the nonlinear term blows up. To
guarantee that our SPDE has an interesting solution, we multiplying the product Z¢ by a
small number that goes to 0 as ¢ — 0. This idea so far has been rigorously worked out when
d = 2. To explain this, let us take a smooth function of compact support x : R — [0, 00)
with [ x dz =1, and put & = £ %, x° (convolution in z), where x*(x) = e ?x(x/¢). When
d = 2, we formulate the SPDE

(1.9) 78 = AZ° + B loge| 2 Z°¢°.

A phase transition occurs as we vary 8. When g € (0,27), then the small € limit of the
process Z° exists (see [DG] and [CSZ]). When d = 3, (1.8) is expected be renormalizable.
For d > 4, no renormaliztion procedure is expected to be available.

(iii) Kardar-Parisi-Zhang equation (KPZ). This SPDE models the stochastic growth
models. When the interface is given by the graph of a height function h : R? x [0,T] — R,
then as the first approximation, we may derive a Hamilton Jacobi PDE of the form h;, =
H(h,) to model the evolution of h. To take into account the interface diffusion and thermal
fluctuations, we may modify our PDE by adding a second order term and a stochastic term.
After some manipulations involving a rescaling, a translation, and a Taylor expansion of the
Hamiltonian function H, we end up with KPZ equation

(1.10) hi = Ah + |h,|* + €.

Formally, we may apply Hopf-Cole transform Z = e" to derive (1.10) with o0(Z) = Z. Since
we expect h to have the same regularity as solutions of (1.7), it is not clear how to make
sense €' when d > 1. However, when d = 1, we already know that (1.10) has a solution & la
It6, and we may try to use this solution to construct a solution h = log Z for (1.10). It turns
out, h = log Z does not solve (1.10), because in our formal derivation we have not taken into
account the It6 correction term as we apply chain rule. In fact the It6 correction in this case
is infinite which has to do with the fact that the singularity of (1.10) is much worse than
(1.8). In (1.8), we are multiplying the white noise £ with the Holder continuous function Z,
in KPZ equation however we are squaring a distribution h, € C (=2)-. To get a better feel for
the infinite term that shows up in our calculation, we replace £ with an approximation &° that
is smooth in x, and white noise in ¢, and examine the type of divergence the corresponding
solution Z¢ exhibits. More precisely we pick a smooth function y : R — [0,00), define
X5 (x) = e tx(z/¢e), and put x° := £ %, x° (convolution in ), and consider the solution

(1.11) 78 =75, + 7°¢.



It is not hard to see that for fixed x, the process ¢t — £°(x,t) is a constant multiple of the
standard white noise:
E& (x, )& (x, ) = C0p(t — s),

where
Ce = /xe(:ﬂ —yX(e—y)dy=c" /XZ(y) dy = e C ().
Hence, we can write £°(z,t) = B*(t), where B°(-;x) is a Brownian motion with

(1.12) E [B5(t; x)]* = C°t,

Treating Z¢ as a diffusion with the drift v = ZZ,, and o = (C¢)2 Z¢, we learn

z, C(zp
A 2(28)2

d(log Z°) = [ ] dt + dB(t; ).

Now if h® = log Z¢, then h°® satisfies

where C. := C¢/2. What we learn from this calculation is that if Z is a solution of (1.8),
for 0(Z) = Z, then h = log Z, in some sense solves

(1.14) he = hyy + (A2 — 00) + €.

Put it differently, if we smoothize ¢ as above, then there exists a sequence C. = ¢~1C/2
(with C' depending on y) such that the solution k¢ converges to a Holder continuous h. This
h is our candidate for a solution to (1.14). This means that we may not be able to find a
reasonable solution of the original equation (1.10). But after a suitable renormalization, we
have a candidate solution.

The above reasoning was based on the Hopf-Cole transform that is only applicable for
KPZ equation. In 2013, Martin Hairer [H1] initiated a new proof for this renomalization
phenomenon that does not rely on Hope-Cole transform.

Theorem 1.1 Given a nice initial data g, and for C. as above, let h® be the unique solution
of (1.13) subject to the initial condition h®(x,0) = g(x). Then the limit of h® ezists as e — 0.

More importantly Hairer’s approach has been applied to a number of subcritical SPDEs.
. _d
Observe that if h solves (1.10), and h(z,t) = S/l\ 2h(x,t), then

By = By + A2 B2 + €.



This means that KPZ is critical when d = 2, and supercritical when d > 2. It turns out that
when d = 2, and he solves

he = AhS + CHEEP? + € — C?,
then A° has a limit that solves SHE, provided C! = C|loge|'/2, €2 = CCle™2, and C
is sufficiently small (see [CSZ]). When d > 2, it is conjectured that C should be of order
O(e271) in order to have a Gaussian limit of the solution to KPZ equation.

(iv) Stochastic Quantization/Euclidean Quantum Field Theory. Fuclidean Quan-
tum Field Theory (in short EQFT) is a formulation of quantum field theory where the three
(spatial) coordinates of a world point are real and the time coordinate is purely imaginary
(this would turn the Minkowski metric to the Euclidean metric). In 1981 Parisi and Wu
proposed an dynamical approach to the construction of probability measures which arise in
EQFT, namely

(1.15) Z7t e Dy,

Here the Hamiltonian (energy or actions depending on the interpretation) H is defined on
a suitable (generalized) function space, Z is a normalizing constant, and D¢ is presumably
a Lebesgue-like measure on our function space. The task of constructive field theory is to
make sense of (1.15). One strategy to achieve this is to cook up a dynamics for which (1.15)
is invariant. Formally, the gradient flow of H perturbed by £ would do the job, namely

(1.16) ¢r = —OH(¢) + &,

where OH is a suitable (variational) derivative of H (for this, we need a metric on our
function space, and the same metric is used as we define the white noise). Once we make
sense of (1.15) (this is our stochastic quantization), then the law of ¢(t) should converge to
our desired measure as ¢ — 0o. The point is that the equation (1.16) has a better chance
for a mathematical treatment than the measure (1.15).

As a classical example, consider

(1.17) Ho = [ [51vor+vio)| an

for a potential function V : R? — R. If we use L? inner product for a metric, the corre-
sponding SPDE takes the form

(1.18) b =Dp— V() +¢.

As a simple example, consider the free case V' = 0. Then the corresponding (1.16) is
SHE. If we write (-,-) for L? inner product, then from

5 [ 196 do =~ [ 6 a0 ds,
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we deduce that the measure (1.15) in this case is a Gaussian field with correlation (—A)™!
which can be constructed by standard arguments. This measure is known as Gaussian Free
Field (in short GFF). In summary, in large ¢ limit, the law of the solution (9; — A)~!¢
converges to the GFF measure pugrp of correlation (—A)™. From our discussion regarding
the regularity of SHE, we expect that the support of GFF to be contained in C~4/2)~_ A
natural way to construct GF'F is to construct it in a bounded domain D with a suitable
boundary condition. The correlation (—A)~! has a kernel G that is known as the Green’s
function. In other words

/ o(2)6(y) 1Bep(dd) = GP(x,y).

In fact we can construct ¢ from the white noise directly. To explain this, let us write n

for the d-dimensional white noise in dimension d. In other words, n = (11,...,74), Where
M, ..., nq are independent white noise in R?. Now, the solution

(With say 0 Dirichlet boundary Condition) is distributed as GFF. To see this, observe
Boa)ola) =& | [ 62V -m) o] | [ 676 ) dy)
| [ 62w n) o] | [ G2 ) a
= [ GPta) - GY ) dy = [ 6Py (-AGY) ) dy = GV,

In summary (—A)~'V -9 is distributed as pSp 5.

In dimension one, our GFF is nothing other than a Brownian measure. For example, when
D = (0,00) with 0 Dirichlet boundary condition, then the Green’s function is Gp(x,y) =
min(z,y), and GFF ¢(z) = B(z) is the Wiener measure. When D = (0,¢), then Gp(z,y) =
min(z,y) — {"'zy and GFF is the law of a Brownian bridge; ¢(z) = B(z) — (7' B({)x.

In dimension one, we can also make sense of the measure (1.15) for H as in (1.17), by
rewriting it as

Z7h e IV E g (dg),

where po is the Wiener measure.

In dimension 2, GFF has been extensively investigated in recent years because of its
connection with Schramm-Loewner Evolution (in short SLE), and Liouville quantum gravity
surface (in short LQGS). Its relevance to conformal field theory has to do with the fact that
of f: D — D' is a conformal map, then GP(z,2") = G/P)(f(2), f(¢')). The level curves of
GFF are distributed according to SLE,. Moreover, GFF can be used to construct random
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Riemannian LQGS. The metric in isothermal coordinates is given by e7*(*)|dz|?, where ¢ is
selected according to pugrr. Though a suitable renormalization must be performed to make
sense of this metric because ¢ € C°~ is a distribution. In fact, if we replace ¢ with a smooth
approximation ¢° by a convolution with a standard approximation to identity, then after a

renormalization
£
Vo= () +y log€/2|dz|27

we have a sequence of random metrics that has a limit in some weak sense (for example the
corresponding area form converges).

In many examples of interest the SPDE (1.16) is nonlinear and since for d > 2, we expect
¢ to be a distribution, we encounter the problem of making sense of 0H(¢).

(v) Dynamical @ equation. This is the SPDE (1.18), when and V(¢) = 47'8¢?, for
8> 0:

(1.19) ¢ = Ap — P + €.

It is also expected to model the magnetization at the critical temperature when d = 3.
When a magnet is heated up, it loses its magnetic property after a certain critical (Curie)
temperature T.. As a phenomenological model for magnetism, we associate spins + to
points of a d-dimensional lattice and let spins change according to some stochastic rule (Ising
model/Glauber Dynamics). Near the critical temperature, the magnetic field fluctuations
are conjectured to be governed by the SPDE

Note that if ¢(z,t) = A2~1p(Az, A\t), then

v =06 = NU9)’ + &,

which means that (1.17) is subcritical when d < 3, and critical when d = 4. We now give a
brief historical account some of the work that is done for this model.

We have already discussed the mathematical treatment of the measure (1.15) when H is
given by (1.17). We are tempted to write (1.15) as

(1.20) Z el VO dw o p e (dg).

Since ¢ € C1=%2~ in the support of jgpr, we encounter the problem of making sense V(o)
when d > 2. We may replace R” with the lattice Z?, and replace V with the discrete gradient
to have a well-defined measure. Then a suitable scaling limit of this discrete approximation
would serve as our candidate for the measure (1.20). This scaling limit does not exist for
general V' when d > 2. Though we expect that the issue of divergence would no so drastic
in dimension two because ¢ € C°~. To explain this, let us first rewrite (1.20) with

(1.21) Z tel2 P@) dz o (dg),
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where P is a polynomial, and g is a Gaussian field with the covariance operator (1 — A)~!
(known as massive Gaussian Free Field) that is acting on periodic functions. One can
make sense of (1.21) only after a Wick ordering renormalization. This means that given a
polynomial Q(¢) of even degree, we renormalize/replace ) with P =: ) :, where : - : is a
linear operation, and : ¢" : is the r-th Wick power of ¢ with respect to the measure py.
Si,milarly, the measure (1.21) is invariant for the SPDE,

¢ = Ad—: Q'(9) : +¢.

In particular, we can make sense of (1.19) when d = 2 after replacing ¢® with : ¢ : (see the
introduction of [AK] for an overview).

In 2014, Hairer [H2| succeeded to make sense of the SPDE (1.19) in dimension three by
employing his theory of regularity structures. According to [H2|, the SPDE (1.19) must be
renormalized in the following sense: If £° is as before, and ¢° solves

(1.22) ¢; = A¢° — (¢°)° + Ceg® + €7,

for a suitably selected constant C. = O(e™!), then ¢° has a limit as € — 0.

(vi) Dynamical sine-Gordon equation. This is the SPDE (1.16), when

H(p) = /Rd B|V¢|2 + CB  cos(B9)| du,
so that ¢ satisfies

(1.23) ¢ = A¢ + Csin(89) + €.

The renomalized version of (1.23) reads as
(1.24) o7 = A¢° + Cesin(Bo°) + &£°.

To have an interesting limit for ¢° when d = 2 and 8 € (0,4x), we need to choose C. =

2
O(e_%r). For 8 > 4r the limit is supposed to be Gaussian process. If we do not renormalize,
leave C' independent of €, then the oscillatory term sin(8¢°) averges out and converges to 0
as e — 0.

(vii) Parabolic Anderson Model (PAM) A Brownian particle () that is killed at rate
V(z) is associated with the parabolic PDE u; = Au + Vu. PAM describes a Brownian
particle with a random killing rate that is given by spatial white noise n(x):

uy = Au + nu.
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(viii) Nonlinear Schrédinger equation. In (iv), we learn that if we add noise to the
gradient flow associated with the Hamiltonian function H, then the Gibbs-like measure
(1.15) is invariant for the dynamics. On the other hand, if instead of gradient flow, we
consider the Hamiltonian ODE, then the enegry and the measure D¢ are both invariant for
the dynamics, and as a consequence the measure (1.15) is also invariant. As an example,
consider complex-valued field ¢ : R — C, and the Hamiltonian function

_ 1 2 k r+1
1) = [ [5Ivor+ o) o
where k € {£1}. We also choose the (L?) inner product and the symplectic form

<w,¢>:L/fﬂxw¢>dx, cw¢uw>:L/1www¢>dm

Note that w(v, ) = (J1, p), where the complez structure J is simply the multiplication by
—i. If OH denotes the gradient of H with respect to L?-inner product, then the Hamiltonian
system associated with H and the complex structure J take the form i), = 0H(¢)). More
specifically,

ity = — A+ RllyL

1.1 Stochastic Growth Models

Various phenomena in physics and biology, such as the formation of crystals and the spread
of infections are modeled by stochastic growth models. Many of such growth models are
macroscopically described by Hamilton-Jacobi partial differential equations. In these models,
a random interface separates regions associated with different phases and the interface can
be locally approximated by the graph of a solution to a Hamilton—Jacobi equation. Such
a solution gives us a macroscopic description of the interface. Microscopically though, the
interface is rough and fluctuates about the macroscopic solution. A central limit theorem
should provide us with a better description of the interface. This central limit theorem is
expected to yield KPZ equation for many stochastic growth models.

As a concrete stochastic growth model, consider the diffusion h(t) = (h;(t) : i € Z) that
satisfies the SDE

dhz 2 / 2 / dBl
e (04—%) V'(hix1 — hi) + (U—%) Vi(hi = hi—1) + B 7
(1.25) =o(V'(hiz1 — hi)) + V'(hi — hi—1))

dB;
dt

2
+¥?uﬂmﬂ—h»—vwn—m4»+ﬁ
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where 8, > 0 and B;’s are independent Brownian motions. If we interpret h; as the height
at site ¢, and write r; = h; — h;_1, for the height difference, then

% = (O‘ + %) V' (rig1) + (U - %) Vi(rs) = (U + %) Vi)

2 . .
— (0 il ) V'(riz1) + B (dciZ — dlj;t_l) )

Writing D; and D; ;4 for gl BZJ; - and - respectlvely, the generator of h can be written
as L = oA+ 3°S, where

A= Z (V'(rig1) +V'(ri)) Diis1 = Z(V/(Tiﬂ) — V'(ri-1)) Di,

%

(1.26) ZDZ i1 — YV (ri) = V'(ris1)) Diisa-
We now argue that A is invariant with respect to

1 V(e
Va(dr) = H Z(a) eV,

)

with Z(a) = [ eV "dr.

[ostdn= [ 18gdv=—5 [(Disi)Disg)ave.

and [ Af dv, =0, for every nice (local) function f and g. To see this, observe
!/ !/ af ! ! !
D> (V'(ri) =V (ri-1)) 5 -dva = D (V'(risa) = V'(rica)) (= + V' (r:))dve = 0.

We may rescale the height as
he(z,t) = Eh[z/s] (t/é‘),

where € represents the ratio of the macroscopic and microscopic scales. We wish to study
the behavior of h® as ¢ — 0. To ease the notation, let us assume that § =~ = 1. We also
write h; and 7; for eh;(t/e) and r;(t/e) respectively. Observe

dh; 1 320 B;

(127) = 0(V/ (Fus) + V(i) 5 (V! (i) = VI(G) + 250
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From this, we expect that h — uin low £ limit, with u satisfying a Hamilton-Jacobi PDE
of the form

(1.28) up = H(uy),

where H(p) = 20\(p) and A is given explicitly by

/ roa(dr) = p.

One can derive (1.28) using the method of [R] provided that V is a convex function.

Regarding (1.28) as a law of large numbers, we may attempt to establish a central limit
theorem (CLT) to capture the nature of the fluctuations of h about the macroscopic profile
u. For this, let us write u(x,t) and p(x,t) for ﬁ[x/e] (t) and 7(y/o(t). Inspired by (1.27), we
make an ansatz that h roughly satisfies

(1.29) iy ~ H(p) + 27 eX(p), + €.

Here we are using the fact that €'/2B;(t) has the same law as £(i/e,t). We now start the
system from the equilibrium measure with density p. Initially,

a(z,0) = pr + V2 B,(x) + o(e'/?),

for a Brownian motion B;. Assuming that we have a similar CLT at later times, we can
write

W(x,t) = pr 4+ tH(p) + e ?w(z, t) + o(e¥/?),  pla,t) = p+ e Pwy(z,t) + o(e'/?).
From (1.29), we expect
wy = 20N (p)wy + 2o N (p)w? + 22N (p)wae + V3¢
We now choose o = £'/2/2 and speed up the time. If
w(z,t) = w(x,t/e),
then w is expected to satisfy
wy & e PN (p)iby + 27 N (p)2 + 22N (P)was + €.
To get ride of the first term on the right-hand side, we set
K (2,t) = k(2,t) = w (x — 2N (p)t, 1)

15



so that
ky 2 27N (5)k2 4 22N (D) Ky + €.

From this we conjecture that k. — h in low ¢ limit, with A satisfying KPZ equation
(1.30) he = 27N (B)h2 + 222N (D) e + €.

This has been rigorously verified by Goncalves and Jara [GJ] for a discrete variant of the
above model know as Simple Exclusion Process. Later Gubinelli and Perkowski use the same
approach to establish (1.30) for GZ model. Chapter 6 is devoted to the derivation of (1.30).
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2 Rough Path Integration

In this section we focus on differential equations that are driven by rough paths. More
precisely, let x : [0,7] — R’ be a Holder continuous function of Hélder exponent a, and
consider

(2.1) y(t) = o(y(t)) &(t),

where o : RY x [0, T] — R?** is a C? function that takes value in the space of d x £ matrices.
As we mentioned in the Introduction, we may attempt to make sense of (2.1) by rewriting
it as

(2.2) y(t) — y(s) = / o(y(8)) di(6),

and try to make sense the integral that appears on the right-hand side. Since x € C, we
expect y € C*. As a natural strategy, we may write

1= [ otut0)) dot0) = 3 [ otu(o)) duto),

for amesh 7 = {s =ty <ty < -+ <t, <tny =t}, with
T = m%X(tm —t),
1=0

and approximate

(23) L= / T o (w(0)) dz(6) = o(y(t:))(x(tinn) — 2(t:)) + O(ltis — 1),

It is not hard to show that when o > 1/2, the limit

n

I = lim Za<y(ti)(x<ti+1> —x(t;)),

|| —0 <
=0

exists, which offers a natural candidate for the right-hand side of (2.2), because

(2.4) lim Y O([ti —ti]**) = 0.

|m]—0 4
=0
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The convergence (2.4) does not hold when o < 1/2; which calls for a better approximation
than what we used in (2.3). Perhaps we should try

I =0t altin) = 2(0)) + Yoo, (t) [ (0r(0) = 0(6) dn(8) + Ot = )

K3

—o(y(t))wltin) — 2(t) + 303 0y, (y(t)) o (1) / T (5(0) — 25(1)) da(0)

r=1 j=1 i
+ O(Jtiz1 — ti]>).

Note that when o € (1/3,1/2), then

As a result, we may use our approximation for I; to find a candidate for I as a limit, provided
that we have a candidate for integrals of the form

t 0 t t
X(s, 1) = / / 2(d0) @ (df) = / 2(5,0) @ 2(df) = / 2(0) ® 2(d6) — 2(s) ® (s, 1),
where
x(s,t) == x(t) — z(s).
Observe that if z(t) denotes our candidate for fot z(0) ® x(db), then we expect

z(s,t) = z(t) — 2(s) = / z(0) ® x(db).

In other words, fst x(0) ® z(dh) is an increment of a function z. This expressed in terms of
X takes the form

(2.5) X(s,t) = X(s,u) + X(u, t) + z(s,u) @ z(u, t),

which is known as Chen’s relation. Note that for an error of order O(|t;11 — t;|**), we need
IX(s,t)| = O(|tiz1 — t:|**). These considerations suggest the following definition.

Definition 2.1(i) We write R* = R*([0, T]; R?) for the set of pairs x = (x,X) such that
r:[0,T] = R X: [0, 7] — R (2.5) holds, and

1%[la20 = [2(0)] + [(2, X)]a .20 = [2(0)] + [#]a + [X]2a < oo,
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where

x(s,t X(s,t
[%]a = sup M [X]gq = sup %
s£t |t — S| s#t [t — 5|
(ii) We say (z,X) € R® is weakly geometric if
(2.6) X(s,t) +X(s,t)" = x(s,t) @ (s, 1),

where X* denotes the transpose of the matrix X. The set of weakly geometric x is denoted
by R¢.
g

(iii) If z : [0, 7] — R is smooth, then we write

X5 (s, 1) —/ z(s,t) ® z(dh),

where the write-hand side is the standard integral a la Riemann. We write RS, for the
closure of the set
{(,X§): :[0,7] - R is smooth},

with respect to || - |la20-norm. Note that RS, C Rj. We refer to x € RS, as (strongly)
geometric rough paths.

(iv) Given z € C%, we write G*(x) = G%(z; [0, T]; R™¥) for the set of pairs y = (y,4) such
that y : [0,T] — R 4 : [0, T] — R¥>**¢ such that
X ly(s,t) — §(s)z(s,1)|

(Y, D]ziaza = [Ula + [Ys Vlz2ar  [Y; w20 = sup 20 < 0.
s s =t

Here § = [§%], §(s)e(s. 1) = [(3(s)2(s, £))7], with

L
(G(s)x(s,1)7 =D §(s) (s, ).
k=1

We refer to ¢ as a Gubinelli derivative of y and regard it as a candidate for dy/dx.
(v) Given x = (2,X), xX' = (2/,X") e R, and y = (y,9) € G*(x), ¥ = (¢, 7) € G*(X'), we
define [ya yl]x7x’;a,2a - [:g - gl]a + [Y7 y/]x,x’;Qom where

y(s,t) —y(s)z(s, t) —y'(s,t) + 7' (s)2'(s,t
;¥ o0:2 ::si;;' ) ~(s)al |3=—t\2(a )+ 7()r(s )
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Remark 2.1(i) As we stated in the Introduction, according to a result of Lyons and Victoir,
for every x(-) € C*, there exists z € C* and a constant ¢ such that z(0) = 0, and

2.7 12() — 2(s) — 2(s) @ (s, 8)] <t — 5],
for every s,t € [0, T]. As a consequence, if
R(zx) ={X: (z,X) € R},
is nonempty. Note that if X, X’ € R%(z), then there exist function w : [0,T] — R** such
that w € C**, and
(2.8) X'(s,t) = X(s,t) +w(t) — w(s).

The converse is also true: If X € R*(x), and X' is given by (2.8), then X’ € R*(z). It is worth
mentioning that Lyons-Victoir result when ¢ = 1 is trivial because the function z(t) = z2(¢)/2
does satisfy (2.7). The Reconstruction Theorem of Hairer is the generalization of Lyons-
Victoir’s result to higher dimensions. This generalization will be presented in Chapter 4.

(ii) Recall that a candidate of the integral fg x ® dx yields a candidate for the distribution
x ® &. Our interest in geometric rough paths stems from the fact that the product rule of
differentiation in calculus is valid for such paths. Indeed the condition (2.6) means

(2.9) / (widar; + 2ydei) = ()25 (t) — 24(5)25(5),

or our candidate for the x;&; + x;&; coincides with the distribution derivative of z;z;. If we
write Ry (x) for the set of X such that (z,X) € R* is geometric, then X + X* is uniquely
determined. Hence when ¢ = 1, there is only one such X. More generally, if X, X’ € RY,
then there exists an antisymmetric w € C* such that (2.8) holds.

(iii) We assert that we can use (2.7) to show that if z € C%, then the set R (x) # 0. Let us
demonstrate this when ¢ = 2. Without loss of generality, we may assume that z(0) = 0. If
x = (x1,x3), then by (2.7), there exists z(t) = z12(t) such that

|2(t) = 2(s) — 21 (s)wa(s,1)| < cft — s
We claim that if we set z; = 2?/2, and 29 = T2 — 212, then

X = z2(t) — 2(s) —x(s) @ (s, 1), 2= [2;]?

is in R§(x). To show this, observe -
201 (t) — z01(8) — a(s)21(s, )| = [(2122)(t) — (2122)(5) — 2(¢) + 2(5) — w2(s)71(5,1)]
= |z1(t)2a(s, t) — 2(t) + 2(s)|
< [w1(s)m2(s, 1) — 2(t) + 2(s)| + w1 (s, V) z2(s, 1)
< (e + [z1]alzala)|t — s>,
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which shows that X € R®. By construction, (z,X) € Rj.

(iv) Given z € C?, define
R;“(a:) = {X : (2,X) € RZ},

is nonempty. Note that if X, X' € R%(z), then there exist function w : [0,7] — R* such
that w € C?**, w is antisymmetric, and (2.8) holds

(2.10) X'(s,t) = X(s,t) + w(t) — w(s).
We can fix X € Ry (z) and vary w as above to produce all members of R (). [l

Example 2.1 Given a C? function F : R® — R’ the pair (y,9) € G%, for y(t) = F(x(t)),
and y(t) = DF(x(t)). O

We now prove a theorem of Gubinelli that is due to Lyons when y is as in Example 2.1.

Theorem 2.1 (i) Assume that o € (371, 1), and let x = (,X) € R®, y = (y,9) € G*(x).
Letm, ={0=¢tf <ty <---<tl <tr,,=t}: neNy=NU{0} be a family of partitions

n

of [0,t] such that |7,| — 0 in large n limit, and 7, C 7w,.1 for every n € Ng. Then the limit
t n
Q1) Iey)0= [ ydxis lm 3 (o)) + 500 K )]

exists. (Here by § : X we mean a vector with the i-th component given by > GijxXi;.)
Moreover, for every s,t € [0,T],

(212) |Z(x,¥)(t) = Z(x,¥)(s) = y(s)x(s,t) — §(s)X(s, )| < co(@)[X]a2a[Y]esaa [t = 5>,
where .
cola) = 2% Z n3,
n=1
(ii) Given x as above, the map Zy(y) = (Z(x,y),y) defines a linear operator
Ty : G*(; 0, T R™) — G°(a; [0, T, RY),
that is continuous,

(2.13) Zx(¥)]z:,20 < (co(@)[X]a20 + T[X]2a) [¥]eia.20
Ze(¥); Zo (YY)t i020 < €1 (% — X 20 +197(0) = 9(0)] + T[y; ¥ war:0.20) -
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Proof(i) Let m = {s =ty <t; <--- <t, < t,41 = t} is a partition of the interval [s,t]. Let

us write
n

I(m) =) [y(t)a(ti tisr) + §(t:) : X(ti, tia)] -

i=0
Pick i € {1,2,...,n} so that |[t;;; —t; 1| < 2n~ |t — s|. Observe

I(m) = I (7 \ {yi}) =y(tic) (i, i) + 9(tima) « X(ioa, ta) + y(ta) 2 (s tivn) + 9(8) « X, tiga)
—y(tio)(tion, tigr) — G(tio1) - X (81, tiga)
=y(ticr, ta)z(ti tigr) + U(tim, ts) « Xt tigr) — 9(tiz1) = (@(tic, ts) @ 2(ti, tigr))
=[y(tic1,ts) — y(tic)x(tioa, ta)] - x(ts, tigr) + 9t tior) = X(tio1, ).

As a result
() = L\ {t:}) | < [[y: Jlazalo]a + [Fla[X]aa] [tivn — t:*
< 2°[ly, dloalz]a + [fla[X]aa] n 72|t — s** = Cn 757t — s
From this, it is not hard to deduce the convergence in (2.10). Moreover, by induction,
[1(7) = 1 ()| < co(a)CJt — /™,

where my = {tp = s < t; = t}. This is exactly (2.12).

(ii) The first inequality in (2.13) is an immediate consequence of (2.12). For the second
inequality..... 0

Remark 2.2(i) We note that when a > 1/2, then R*(z) is a singleton, and we may simply

write
t t
/ y dX:/ y dx,
0 0

and the term g(¢7) : X(¢7, 7, ;) does not contribute to the integral and can be dropped. More
generally with a verbatim argument we can show that the integral fot y dx is well defined
when y € C%, = € C®, with a + 8 > 1. We refer to the corresponding integral as Young
integral.

(ii) Note that if X, X’ € R* are related by (2.8), then

t t t
[y iz = [y ien+ [ g
0 0 0

where the second integral on the right-hand side is a Young integral. In Exercise (iv), an
example of w is given when w(t) —w(s) = (t — s)C, for an antisymmetric matrix C'. O
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When « > 1/2, the existence of (unique) z satisfying (2.7) is due to Young as we stated
n (1.6). In fact the proof of (1.6) can be carried out by an approximation scheme that is
similar to (2.11). What (1.6) requires is that the function h near s can be approximated by
h(s)+ A(s,t), where A(s,t) = f(s)(g(t) —g(s)). The condition a+ § > 1 yields a regularity
of A(s,-) as we vary the base point s. More generally, we may formulate the following
condition:

Definition 2.2 Let A : [0,7]> — R be a continuous function. Given v > 0, we say that A
is y-coherent if there exists a constant ¢y such that

(2.14) [A(s, 1) = A(s, u) — Alu,8)] < colt — o]+,

O

forevery 0 < s<u<t<T.

Example 2.2 Let f,g:[0,T] — R, with f € C*, g € G# with a + 8 > 1. Then A(s,t)
f(s)(g(t) — g(s)) is 7y coherent for v = o + 3 — 1.

oo

The following Sewing Lemma of Gubinelli guarantees the existence of a Holder continuous
function A that can be approximated by a coherent A.

Theorem 2.2 Assume that A is y-coherent for some v > 0. Let {m, : n € Ng} be as in
Theorem 1.1. Then

(215) h( - nh_g)loz A tz Jterl)

exists, and satisfies
|1(t) = h(s) — A(s,t)] < cocr ()t — 5",

where

o
v) = 2t Z n17.
n=1
Proof Let m and ¢; be as in Theorem 2.1, and set

= Alti,tis).
=0
Then

[1(m) = L (m \ A{t:}) | =|A(tir, tigr) — Altior, ti) — At tiga)|

<CO|tz+1 - tl 1| - < Co |t — S\H'Y(Qn) PY
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and we can argue as in Theorem 2.1. 0]

Remark 2.3 When A(s,t) = f(s)(g(t) — g(s)), and Fy = f(s)g’, then Fj is a distribution
that is assigned to the point s. If we set ¢ = Lo}, and ©2(6) = 6 'p(67 (6 — s)), then

A(s,t) — A(s,u) — A(u, t) =

where 0 =t — u. Hence we can rewrite (2.14) as
(2.16) [(Fy = Fu)(90)] < cod ™ (|s —ul + )",

This requires a regularity of Fy with respect to its base point (when |s — u| is small), and
a control on the order of singularity of the distribution F, (when 0 is small). It is the
formulation (2.15) that can be generalized to higher dimension as we will see in Chapter

3. U

In search for a better understanding the space of rough paths associated with a path, let
us observe that the pair (z(s,t),X(s,?)) can be interpreted as some kind of increments if we
use the correct algebraic interpretation. Note x(s,t) is a vector (1-tensor), while X(s,t) is a
matrix (2-tensor). Our construction does not go beyond 2-tensors because a > 1/3. (As we
may guess, we need tensors of orders up to k if &« > 1/k.) We may consider truncated tensor
algebra of the form V = R @ R @ R, which is an algebra with the multiplication rule,

(2.17) (a,v,A) ® (a',0v', A") = (ad',av" + d'v,aA" + d A+ v @').

Alternatively, we may write a + v + A for (a,v, A), and derive (2.17) by multiplying out
(a+v+A)®(a +v' + A'), and truncate (replace with 0) all tensors of order higher than 2.
This suggests interpreting x(s,t) = (x(s,t), X(s,t)) as

x(s,t) =1+ (s, t) + X(s,1),
which takes value in the set
G .= {1—|—U+A: v e R, AGRZM},
which is a group G C V. We note that 1 plays the role of the unit, and

I+v+A)'=1-(w+A+w+A)R0W+A)=1-(v+A)+v®v,
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is indeed the inverse of 1 + v 4+ A. Hence G is a Lie group. More importantly,

x(s,u) @ x(u,t) = (1 +z(s,u) + X(s,u)) ® (1 + z(u,t) + X(u, t))
=1+x(s,t) + X(s,u) + X(u,t) + z(s,u) @ z(u,t)
=14 z(s,t) + X(s,t) = x(s,1),

by Chen’s relation. This gives an elegant (and compact when « is low) reformulation of
Chen’s relation. In particular x(0, s) ® x(s,t) = x(0, ) would lead to

x(s,t) = x(0,5) ' @x(0,t) =: x(s)'x(t).

Hence x(s,t) is an increment of a path x(¢) := x(0,¢) with respect to the group structure.
In summary, R® can be interpreted as the space of x : [0,7] — G that is Hélder continuous
of exponent « provide that we equip G with the right metric. First, we define

N1 +v+A) = max{[v], V2[A]},  [Ix]| := %(N(X) +N(xT), dxx) =[x e x|,

This yields a left-invariant metric on G. Now the Holder norm

X(+)|a = su ,
()l = sup S
is equivalent to
X(s,t
At |t — s

As for the weakly geometric rough path, observe that our condition (2.6) is equivalent to
saying

X(s, 1) = %x(s, B @ (s, ) + Y(s,8),

where Y is anti-symmetric. This means that if

R 1
G={1+v+(0+§v®v): veR', CeRY™, C’*—i—C':O},

then the a-Holder path x is weakly geometric iff it takes value in G. Observe that G is a
subgroup of G because the product

{1—1—04— (C’—i—%v@v)] ® [1+v’+ (C’+%v’®v’)1,
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equals

1
I+(v+) + (C+C”+v®v’+§(v®v—l—v'®v’)>

1 1
=1+(v+v’)+<C~|—C”+§(v®v’—v'®v)+§(v~|—v’)®(v+v’)>,

-1
|:1—|—U+ (C—F%U@U)] = {1—1}—1—(%1)@11—0)} cd.

2.1 Rough ODE

Given a rough path x = (z,X) € R*, we wish to solve (2.1) provided that o is sufficiently
smooth. This solution is unique and can be expressed as y = S(y(0),x) where S is a
continuous function. The map S was constructed by Lyons as a deterministic analog of It6’s
solution to SDE, and is known as [to-Lyons map. Here is the precise statement of our main
result of this subsection:

and

Theorem 2.3 Assume that o € C?, and that Do, D*c and D30 are bounded. Given a rough
path x = (z,X) € R, with a € (371,27, y° € RY, there exists a unique 'y = (y,9) € G%(x)
such that y = o(y), and

218 o0 =1+ [ (o) Dota)ols) dx

Moreover if S(y°,x) is this solution, then there exists a constant Cy = C1(T) such that
(2.19) [S(y",x) = Sy, x)]a < O [y = y'] + [x = X]aza] -

Proof (Step 1) We first construct the solution for short times, and a bootstrap would allow

us to prove the existence in the interval [0, T]. This solution is constructed as a fixed point
of an operator F = F' o F° where F?, and fylo « are two continuous operators:

Fpox : G(@3[0, ) RPY) = G(; [0, to]; RY),
F) GO (w3 [0, t; RY) — G*(a; [0, to]; R™).

For ]:ylo » we simply have ]—";O (2,2) = (w, 2), where

t
w(t) :yo—l—/ z dx.
0
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By (2.13), we already know that this linear operator is bounded with
(2.20) FH(z) = FH(2)aia20 < (c0(@)Ka2a + TX20) [2 = 2]ai0.20-

The operator FU is defined by F2(y,9) = (v,9) := (o(y), Do(y)j) where & = [0%¥], with

/\l]k § 0 Ark

Note

0 (y(1)) = a(y(s)) — o(s)a(s, 1) =[o(y(1)) — a(y(s)) = Da(y(s)) - (§(s)z(s,1))|
<|Da(y(s)) : (y(s,t) — §(s)x(s, )| + | D*l| o[y (s, )|
< [IDallze + 1 D*allze] ([¥]ea + [b12) Is — 7,

which implies

(2.21) [Vlzia2a < [211D0 ]|z + [|D%0 2] ([Zlria20 + [2]z:0,50) -

(Step 2) Observe that if a = (a,a) with a(t) = y°+0(y°)x(0,t), a(t) = o(y°), then a € G*(x)
with [a];420 = 0. Let us write Gy, (z) for the set of y € G*(x; R?) such that y(0) = ¢°, §(0) =

o(y°). Note that y € Gy, and [y]saze = 0 is equivalent to y = a. Clearly Gy, is invariant
under F, and the semi-norm [-]; 4.2, induces a metric D, on G, defined by

Da(y7 y/) = [y - y,]x,a,Qa-

We set R
B, (r) = {y € Gy Du(y,a) < r}.
Note
Doa(Ya a) = [g]a + [Y]x,Qa = [y]x7a,2a'
Hence [y]sa20 <7 fory € B,(r). From this, (2.18) and (2.20) we learn

Do (F(y),a) < (r+77) [2] Dol|z= + | D*o| ] (co(a) [X]aza + 5 [X]2a).

If the right-hand side were at most r, we could have claimed that the set B, (r) is invariant
under the map F. Observe that since C* C C?, for any 3 < «, and

(2.22) X525 < (Kaza max{ty ™, (),

we pick some 3 € (37!, a), so that the set Bg(1) is invariant under F for sufficiently small
to. Note that the choice of ¢y depends on x and ¢ only.
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(Step 8) We claim that if ¢, is sufficiently small, then F is a contraction on B = Bs(1). For
this, we first show that F° is a Lipschitz map. Take y € G, (z), ¥y’ € G, ('), and put

r=y—y, i2=9-9¢, wv=o(y) o), k=Do(y)— Do(y),
1
h=Do(y)i - Do)l w= [ Dolby+ (1~ 0)y) a9
0
’7(87 t) = y(s, t) - @(S)(L’(S, t)u 7/(87 t) = y/(87 t) - gl<8)xl(s7 t)
Note that v = wz, and

[v(s, )]

(w2)(8) — (w2)(s)] < [wls,)]2(t)] + |w(s)]|=(s, )]
(1D%0 | = max{[yls, [¢')5Hly — ¥/l = + [ Dollzwly — y']s) It — 5|
(2.23) < (1020 1 max{ly]s, [y')s}5 + Dol ) fy — o/)alt = s

which leads to the bound

IN

(o) = o5 < (1Dl max{{yls, 1515 + 1 Dollz= ) [y — /15 < caloaly — o),

for any y,y’ € B, where [0y = || Do ||~ + || D?c||r. In the same fashion, we can show that
there exists a constant ¢y such that

[klg = [Do(y) — Do(y')ls < calols [y — y'ls,

for any y,y’ € B,. Now write
h = kj+ Do(y)2,

and we argue as in (2.23) to assert
(k) (s, )] < [k(s, O)[[3(0)] + k()5 (s, 1)] < 2(k]5[9]5 t5 |t — 5]

< 205[0)3[9ls to [y — 15 It — sI°,
(Do (y)2)(s, )] < [(Da(y))(s,)[|2(t)| + [Da(y)(s)||2(s, )]

< |1Dolls |[o)s 1 + 1) [2)s It = sI°.
From this we learn

(2.24) [Do(y)g — Da(y)i]s < cslols (v —']s + 9 — 9s)
for a constant cs.

(Step 4) Let us define
n(0) = o(Oy(t) + (1 = 0)y(s)) — o (0 (t) + (1 — 0)y'(s)),
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so that
n(1) =n(0) —n'(0) = v(s,t) — Do(y(s))y(s,t) + Da(y'(s))y'(s,t) =: v(s,t) — ((s,1),
1"(0) = D (0y(t) + (1 — 0)y(s)) y(s, t)y(s,t) — D" (0y'(t) + (1 = 0)y/(s)) ¥/ (s, )9/ (s, 1).

as in (2.23) we can readily show

" (O)] < |1 D%l tg W13 + 1D*0 2= (ly]s + [¥/]5) ] ly —y')slt — 5.
As a result
(2.25) [o(s,t) = ((s,1)] < [o]s |t [y]3 + [yls + [y’]ﬁ} v =95
Moreover

C(s,t) = Do(y(s))y(s) x(s,t) + Da(y'(s))d'(s) 2’ (s, )|
)y'(s,t) — Da(y(s)i(s) x(s, t) + Do(y'(s))y'(s) 2'(s,1)]
)7 (5, 1))

)|+ [Da(y'(s))(v(s,t) —'(s,1))]

<[ol2 (ly = ¥'llL=[y]e28 + [y — ¥'wwr 26) [t — 5.

In particular when for x = 2/,

(s t) = h(s)a(s, )] < [o]a (ly = o'l [Yozs + [y = ¥'las) [t = s/*.

From this and (2.25) we learn,

[0, )azs < (013 ((# Yoz + 10 W3+ W3+ W13) v — o) + [y = ¥eas)
From this, and (2.24) we deduce there exists a constant ¢4 such that

(2.26) [Fy) = FUY )epas < calolsly — ¥']a2s,

fory,y' € Bgs.

(Step 5) From (2.26), (2.22), (2.20) we deduce that F is a contraction on Bg for t, sufficiently
small. From this, we deduce the existence of a solution in [0, o] in G#(x). Since ¢, depends
on ¢ and x only, we can apply or result to [to, 2tg],. .., to assert the existence of a global
solution. The solution we have constructed is in G#(z). We now use (2.18) to conclude that
the solution is in G*(x) provided that 25 > «. This is an immediate consequence of (2.12).

(Step 6) We now turn to the proof of (2.19). Since the solution is the fixed point of F, we
need to study the stability of F. We already know that F is locally Lipschitz with respect
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to y. Let us examine the Lipschitz regularity of F with respect to x. We already know that
F'is Lipschitz in (x,y) by (2.13). The local Lipschitzness of F° with respect to (x,y) we
carried out in Step 4. U

Remark 2.1.1 Note that if ¢ € C3, we can still prove the existence of a solution for
sufficiently small T. Note that for y € Bs, we have |y(s) — y°| < ti for s € [0,o], we calls
for a uniform bound of Ao, D2?¢, D3¢ on the set {y: |y —y°| < t5. O

2.2 Rough Paths of Low Regularity

As we saw before, when o € (1/3,12] and = € C*, then its lift x can be regarded as a path in
the truncated vector algebra 7 (Rf) = R & R ® R, In this section, we show that when
a € (1/(n +1),1/n), the lift of a geometric path takes value 7™ (R?). As we vary n, we
will be dealing with the full tensor algebra H = T(R?). In the case of non-geometric paths,
we need to go beyond H as we will discuss later. We first argue that in order to represent
the geometric property of a rough path, we need to equip the tensor algebra H with the
shuffle product w. We refer to Example C.3(ii) for a detailed discussion of shuffle algebra
that turns H to a Hopf algebra. More precisely, if I = {1,...,¢}, and {e;,i € I} denotes the
standard basis for R®, then H = ®,>0H,,, where H,, = T,,(V) is spanned by {e, : a € I"},
with 7% = {0},

ep =1, eq
We think of I as the set of alphabet, and a € I"™ as a word of length n. When there is no
danger of confusion we write a for e,. Also, we write a; = (i1,...,%;), @j = (Ij41,.-.,n),
when a = (iy,...,4,), and write al for (i1,...,i,,£). The Hopf algebra (H;w, 1; A, 1";S) is
equipped with the shuffle product w, that is defined inductively by

(2.27) awd=0wa=a, (ak)w (bl)= (aw (bf))k+ ((ak)wd),

a coproduct A : H — HXH, that is defined by

n—1

(228) Ala)=aR®L1+1Ra+ Y ap®ay, ap=(ir,....0), &= (ixs1,.-.,0n),
k=1

for a = (iy,...,1), the counit 1'(e,) = d,9, and the antipode
S(1®...Q0u,) = (—1)"S(v,®...Ruv).

The Hopf algebra (H;w, 1; A, 1’; S) has a dual (H*;e, 1*;u# 1*; S*), where o is A*. This
dual is also a Hopf algebra. We write

(fih) = f(h), feH’, heH,
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for the pairing between H and H*.
When z : [0,%] — R’ is a smooth path, we lift it to a geometric x : [0,%9]> — H* by

(2.29) x(s,0),0) =1, (x(s,0),7)) = / dz (0),

<x<s,t),(¢1,...,¢n)>:/:/j"---/jzdxil(eg...dxin(en),

for n > 2. The space of geometric path is the completion smooth geometric paths as above
with respect to the locally uniform convergence. The following result justifies the relevance
of shuffle product.

Proposition 2.1 Given a smooth path x : [0,ty] — R’ define x by (2.29). Then

(2.30) (x(s,t),aw by = (x(s,t),a)(x(s,t),b),

t
(2.31) x(s,t) = x(s,u) ®x(u,t),

for every u € (s,t), and words a and b.

Proof Given a = (iy,...,im), and b = (imi1,- - -, imin), the right-hand side of (2.30) can be
written as

7= / dz" (0y) . ..dz" (0 pin),
o
where
C={0=(01,...,0mn): s<O1<---<O;<t, s<Opi1 <+ <Opin<t}.

Let us write Shy, , for the set of permutations o of {1,...,m+n}, such that 671(1) < --- <
o '(m),and o7 (m+1) <--- <o '(m+mn). Given § € C, we can find a 0 € Shy,,, such
that

(232) 090(1) <0 < 90(m+n).

This suggests writing C,, for the set of § = (61, ..., 60,,4,) such that (2.32) holds. Evidently,

1 = Z /; d&?il (91) Ce d:L’ier” (0m+n>

0€Shmn
= Z <X($7 t)v (io(l)a s aia(m+n))> = Z <X(S, t), C>,
0€Shm,n c€Sh(a,b)

completing the proof of (2.30).
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To verify the proof of (2.32), pick a = (i1, ...,4,) € I", so that

(x(s, 1), a) :/:/jn..-/f it (8y) . . da*(0,)

n On+1 02 . .
— Z/ .. / 1 (Qk <u< 9k+1) dx*t (01) R dl'ln(@n)
k=0"% y

; On+1 Oz pu o 02 ) )
:Z/ / / / / dz(0y) ... dz™(6),)
k‘ZO u u S S S

:;n:/U/e/e dxil(el)...dxfk(ek)/uenﬂ---/um dz" 1 (Ogy) .. dz™ (6,)
_ ki@{(s, w), a¥) (x(u, £), ).

with the convention 6y = s, 6,1 =t. As a result,
(x(s,t),a) = (x(s,u)Xx(u,t), Aa)’

which implies (2.32). Moreover, e coincides with the tensor product.

We may identify H* with T(R%) with a basis consisting of ¢}, where €’ is dual to e® for
each word a.WE now claim e, ® ¢, = e,®e, = e, for every pair of words a and b. For this,
observe

|e] |e]
<€Z o eZa eC) = <€Z&€Za Aec> = Z@t@@za ecigeéi> = Z@Za eCi><ezv €@i>
i=0 i=0
=1(a=c¢;,b=2¢ for some i) =1(ab=c)= (e, e.),

as desired. O

From Proposition 2.1, we learn that geometric rough paths should take value in the space
of characters G(H) C H*, which is a group by Proposition C.1 of Appendix C. Moreover,
since

x(s,t) = x(0,5) "' @ x(0,1),

we only need to study Holder continuous x : [0,¢] — G(H). We write C*([0, to]; G(H)) for
the set of such x such that

[(x, a)] = sup X0 0)]

< 00,
o2t |t —s|olal

for every word a.
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For non-geometric paths, Gubinelli [G2] discovered that the tensor algebra T(R?) must
be replaced with the Hopf algebra #H of Connes-Kreimer [CK] that was used in the context of
renormaliztion theory. More precisely, H is the space of polynomials with the set of labeled
rooted trees T' serving as the commuting indeterminants, and the product - simply given by
the polynomial product.

2.3 Stochastic Sewing Lemma

Definition 2.3.1 Let (Q,]?, P) be a probability measure, and assume that F = (Fi: te
[0,77) is a filtration, i.e., each F; is a complete o-algebra, F; C F, for s < t, and Fy
is the trivial o-algebra. Let A : Q x [0,7]*> — R be a measurable function, such that
(s,t) = A(w, s, t) is a continuous function for every w. Given vq,7,,Cy,Cy > 0, and r > 1,
we say that A is (71, 7v2;7; C1, Cy)-coherent if the following conditions are true:

e When s < t, the function A(:,s,t) is F-measurable.
e f0<s<u<t<T, and A(w, s,u,t) = A(w, s,t) — A(w, s,u) — A(w, u, t), then
(2.33) ElA(s,u,t)|" < C|t — s,  E|E°A(s,u,t)|” < Ci|t — s,

where
E°A:=E(A| Fy).
OJ

The following Stochastic Sewing Lemma of Le guarantees the existence of a Holder con-
tinuous function h that can be approximated by a coherent A.

Theorem 2.4 Assume that A is (v1,72;7; C1, Cy)-coherent for some v1 > 1/2 and ~vo > 1.
Let {m, : n € Ny} be the partition

T ={tp =i27"t: i=1,...,2"}.

Then

(2.34) h(t) = lim Y~ A(] ).
=0

n—oo

exists in L"(P). Moreover, there satisfies a constant Cs such that
(2.35) |h(t) — h(s)] < C5Ch|t — s|™ + C5Cs|t — s,

where
C3(y1,7) = co(r)(1 — 2_(71_1/2), Ci(v2,7) = co(r)(1 — 2772,
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Proof Let 7w and ¢; be as in Theorem 2.1, and set

2"—1

L= Altitis).
=0

Then

on_1
[Tns1 = InllLr = Z Aty taiv, )
i=0

L’I‘
2m—1
< IS (A o, 1) — BE A 655082,
1=0
2" —1
+ Z Et?A(t:'Lfla tgi—:—lla tzT'LJrl)
=0 T

-1
<co(r) <Z H (A(t?flutg;;ll?tzrl) - Et?A(t?fl,t;l;ll,t?H
i=0

2m—1

3 BT AGE L G )|
=0

<co(r)[Cr2M2em 2 4 Cy2m 27

LT

where we used BDG inequality for the second inequality. As a result,

oo
D aller < oo,
n=0

which implies the existence of the limit in (2.34). We then use

o0

h(t) = Z(]n—H - ]n>»

n=0

to prove (2.35) when s = 0. The proof of general s is similar.

O

Example 2.3.1 Let B be a d-dimensional standard Brownian motion, let X : R? — R? be

a vector field in C7. Consider

F(s,t) := /t (X(B(O) +z) — X(B(0) +y)) di, A(s,t) :=E°F(s,t),
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for s < t. In other words, if f is a standard Brownian motion, and
E(zr) = IE/ (X(z+ 24 BO) — X(=+y + 5(6))) db.
0
then A(s,t) = E(B(s),t — s). Writing Py for the heat semigroup, we have,

|E(z,7) =

/ [(PoX)(z 4 z) — (P X)(z +y)] db

0

<|z — yi/ V(P X)L db < clz— y|r" 2| X e,
0

by parabolic Schauder estimate. Hence
(2.36) |A(s, t)| < ¢z — y|(t — )02 X o

Note .
Als,u.0) = (B~ ) [ (X(BI6) + ) ~ X(B(O) +1) db.
Clearly
E*A(s,u,t) =0.
Moreover, by (2.36),

[A(s, u, )] < 3ele —y|(t — )0V X on.

Hence, A is ((v + 1)/2,0,7)-coherent for any r > 1. On the other hand, if Il = {s = t; <
t1 < ...7, =t} is any mesh of [s, t], then

2 2

n—1

F(s,t) — ZA<ti>ti+1)

1=0

F(titiy1) —EYF(t;, ti1))

L2(P) =0 L2(P)

-1
Z (titiv1) — B9 F(t;, i) H;(IP’)
=0

n—1

<IN D (i — 13)* < [1X |70 max(tis — 1) (¢~ 5).
1=0

Hence

= lim ZA (tiytiv1),

HHII—>0
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in L*(P) sense. We may use Theorem 2.4 to assert that for a C7 vector field X, the process

T,t) = X(x+ B(6)) do

fat) = [ X+ B00)) a.

satisfies

(2.37) [E|f(z,t) — f(y,9)]"] V< (M) || X||ev |z — y| [t — s|OFD/2,

By Kolmogorov’s theorem (see Theorem 3.1 in Chapter 3), (2.37) implies that f is in C''~
with respect to z, and f is in CO*FY/2~ with respect to t. O

Exercise(i) Assume that 0 < a < § < 1. Consider the Banach space (C*, || -||»). Show that
the closure of C# in this Banach space is exactly the set C®, which consists of x : [0,T] — R4

such that .
lim sup M —0.

e=0 o< |t—s|<e it —s|@

(ii) Show that if x, € C® converges uniformly to x, and sup, [|Xu|la2a < 00, then x,
converges in C? for any 8 < a.

(iii) Pick a € (0,1]. Let f : R — R be a 1-periodic Lipschitz function and define

zn(t) = n % f(nt),
for t € [0,1], and n € N. Show
sup ||z, ||o < 00.

neN

(iv) Let x, be as in the previous problem and set

X, (s,t) = / (X (0) — 2,(5)) @ ,,(dF),

where the integral is the standard Riemann integral. Show that the sequence x,, := (z,,X,)
converges when o > 1/2. Determine the uniform limit

(z,X) = lim (z,,X,).

n—00

Show
sup [ xall 1., < o0,
n

when a = 1/2. From this deduce that x,, converges in || - ||325 for every 5 < 1/2.
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(v) Assume y : [0, 7] — R? is C', and define Z,, = x,, + ¥, and

&@o:/wmm—@@wmwm,

with x,, as in the previous problem. Determine X, the large n limit of (in,ﬁn) in C* with
a € (1/3,1/2). Evaluate
/ F(x) - dx.

(vi) Let f: R? — R? be a C! function with f(s,t) 1-periodic in the second variable, and
define x,,(t) = n~Y2f(t,nt) for t € [0,1]. Define X,, as in part (iv). Show

C(s,t) = [Cz‘j];{j:l = lim X,,(s,1),

n—oo

exists with

t 1
mwﬁfuﬂwwﬁ@%dm
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3 SDE

To solve (2.1) for a randomly selected x such as Brownian motion, we need to come up with
an approxiamtion scheme to produce a candidate for X. For such random x, we often have
some information about its marginals and we need to learn how to use such information to
control x = (z,X) in a suitable rough path space R®. For example if

o= [ [ o (S e

for increasing functions W, p : [0,00) — [0, 00), with ¥(0) = p(0) = 0 and ¥(c0) = oo, then
by the celebrated Garsia—Rodemich—Rumsey inequality,

G.) ot (o <5 [ v (M8 pian)

Note that if E denotes the expected value with respect to the randomness of x, then EA(x) <
oo guarantees (3.1) for almost all realizations of x. On the other hand, the validity of
EA(x) < oo can be checked if we have some control on the 2-dimensional marginals of .

In particular the choices of ¥(a) = a?, and p(a) = a®*i lead to

l2(t) — x(s)| < colg,a)B(x)7 [t — 77,

T
|z(t) — z(s)|?
/ / it — s]qa“ dsdt.

Note that EB(z) < oo if there exists ¢ > 0 and ¢ such that

[Elz(t) = 2(s)[]

for all s,¢t € [0, 7). This Holder continuity of = is the celebrated Kolmogorov’s continuity
theorem. We now formulated and prove a generalization of this result for rough paths.

where

Q=

S ‘ _S’a—i-a

Theorem 3.1 Let ¢ > 2 and B > ¢~ '. Assume P is a probability measure on the set of
measurable maps x : [0,T] — R, X : [0, T)> — R such that (2.5) holds. If

|z (s, t)| + /|X(s,1) ]

N3 (%) :=supE s

s#t

then there exists a continuos version of x = (x,X) such that

E[x]?,, < oo,

for every v € (0,8 —q71).
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Proof Withous loss of generality, we assume that T'= 1. Put

D, ={i2": i=0,...,2"}, D=U2,D,.

Define
Co(x) = sup |zt +27") —z(t)], Co(X) = sup [X(¢,t+27")].
teDy, teDy,
Observe
E [|Cn(a:)\ + \/\CH(X)\]Q < Z E[|z(t t +27")] + [X(¢, ¢ + 2—")’1/2}q
tEDn
(3.2) <2n1=BD Ny (%)

We wish to bound [x],9, in terms of C,(z) and C,(X). For this we pick s,t € D with
s < t, and choose m € N so that 2=("*D) < ¢ — s < 27™_ For sure, there exists a unique
0 € (s,t) N Dy,+1. We use the binary expansions of ¢ — 6 and 6 — s to write

t—0=2""" 4 ... 427" (9—5:2_7”,1_}_..._{_2—7”;,’

such that m+1<m; <mg < -+ <m,, m+1<m) <mh <--- <mp. If we define two
finite sequences

so=to=0, sip1=s—2"" tig=t;+27",
inductively, then

() = x(s)| <[a(trp —z(t)] + -+ |z(tr) — x(to)|
+ |2(s0) = :L“(Sl)l o fa(se) = 2(sp4a))]

SICHED SR IS
n=m-+1
As a result,
’fﬂ(t) _‘1.( )‘ (m+1)y ny ny
A7) <99 ZC<2220<2220
‘t—S”Y n=m-+1 n=m-+1
This yields
sup |x( <222"VC'

s,teD,s#t |t - Sl7
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In the same fashion,

T

X(s,1)| < Z Xt tivn)| +

=0

Z |z (ts, t,;+1)|]
Z |7(si, 8i+1)|]
5 of

n=m-+1

2

+ > [X(si,si1)| +
i=0

<2 i C,+2

n=m-+1

which yields

1/2

sup VIX(s, 1)

2) 22MC,(
s,teD,s#t |t_5|7 o Z

<2f22m [ )+ ]

+v2 i 2" C, ()

From this and (3.2) we deduce

2D+ VKGO

s,te€D,s#t |t - 3|’Y

i 27 |Co(w) + VCal(X) |

n=1
<2(V2+1)) 2m ) +/C, ’
<2(V2+1)) 27T N (%),

n=1

<2(V2+1)

La(P) La(P)

La(P)

which is finite if ¥ < 8 — ¢~ !. This yields the desired Holder regularity, if we replace [0, 1]
with D. We can then extend x to [0, 1] by

() = lim z(t,), X(s,t)= lim X(s,,t,),

tn—t (8nstn)—(s:1)
where s,,t, € D. Note that now x’ = (2/,X') € R?, and

E|z(t)—2'(t)|? = Eliminf |z(t)—z(t,)|? < lim inf E|z(t)—2(t,)|? < liminf |t—t,|?N3 ,(x) = 0.
n—00 n—00 n—oo

Hence x = x’ almost everywhere. The same reasoning yields X = X’ a.e. U
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Given a stochastic x, we may design a scheme to approximate X and use Theorem 3.1
to verify the convergence of our approximation in a suitable R7. Depending on the type of
randomness we have we may appeal to different techniques to bound Nz ,(x). For example
if 7 is a centered Gaussian process, a mild regularity of D,(s,t) := (E|z(s,t)|?)"/? would
guarantees the existence of nice rough paths x = (z,X) € R*. We remark that it takes a
very mild regularity of D, to guarantee the continuity of x (see Exercise (i) below). Though
for a Holder regularity, it suffices to have

D.(s,t) < colt — 8|77,

for some 7 > 0, because for every n € N,

n_ (2n)!
(33) Bla(s, )" = ooy [Ele(s, 0]
This and Theorem 3.1 imply that x € C* for every a € (0,7). As an example, consider the
fractional Brownian motion of Hurst index T that is defined as a centered Gaussian process
with x(0) = 0, and the correlation

1 2T 2T 27
5(t + 87— [t —sT).

We now study two classical examples of rough paths associated with a Brownian motion.
When 7 = 1/2, our Gaussian process is a standard Brownian motion. Let us write B for the
standard ¢-dimensional Brownian motion. We also write ¢} = 727" for the dyadic points.
The following approximation schemes lead to It6 and Stratonovich integrals respectively:

Ex(t)x(s) =

(3.4) B(s,t) = lim > B(t}) @ B(t},t},,) — B(s) ® B(s, 1),

e st)

. ") 4 B(t!
Bis.=tm Y PP 6 g ) ) o i),
n—oo

P E[s,t)
where B(s,t) = B(t) — B(s).

Theorem 3.2 The limits in (3.4) exist in L*(P), where P denotes the Wiener measure, and

(3.5) B(s,t) = B(s,t) + (t — 5)1/2.
Moreover
t \/ t
(3.6) Sup (s, O + (s,
s#t |t — s|e

for every ¢ > 1, and every a € (0,1/2).
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Proof (Step 1) Set

Bu(s.t) = Y B(t})® Bt ),

Pt E[s,t)
Bn(s7 t) = Z 2 = ® B(tz 7ti+1)‘
(HASIERY)
Then
Bu(s,t) = Bu(s,t) = Y B 1575) ® Bsf ),
©:t7€[s,t)
™ 1 n n n n
Bn(s,t) — Bn(s,t) = 3 Z B(t? 1) © Bt ti)-
it € [s,t)

From this and |a @ b|> = |a|?|b|* we learn,

E[Bnii(s 1) = Ba(s,0)> = Y EIB(t;, t535) PIB5 7))

it E[s,t)
= D (B ) — ) = (- 827
it E[s,t)

which implies the L?*(P)-convergence of B,(s,t). We may regard {B,|,en as Cauchy in
L2(m x P), where m(ds, dt) = ds dt is the Lebesgue measure on [0,T]2. As a result B and B
are well-defined as functions measurable functions of (s,t, B) in L?(m x P). We can easily
check that the Chen’s relation holds for both B and I/B\%)

As for (3.5), observe

~ 1 n " 1
E [Bn<87t) - Bn(‘S?t)] ~ 9 . Z (i =t~ §(t —s)I.
0t Els,t)
On the other hand, we can readily show
2
(3.7) lim B| Y (B ) ® Bt} t7,) — (7, —t)I)| =0,

n—o0 )
Pt E[s,t)

which implies (3.5). The proof of (3.6) is left to the reader (see Exercise (iv)).

(Step 2) We now turn our attention to the question of the regularity of B = (B,B). Fix
B € (0,1/2). From E|B(s,t)|> = (|t — s|, (3.3), and Theorem 3.1, we learn that the random
variable




is in L(PP) for every q € [1,00). On the other hand if 7 € (s,¢) iff i =m,m+1,...,r, and
we write X; = Bj(s,t!'), then we may use the independence of X; and Bk(tz t““l) to argue

n’’n

2 . .
Sk (WX Bi (b )= A X (1 1) S22 (X Bt i) -2 X2 (e )

E > =F > =...=1,

for every A\ € R such that A\*2" < 1 (we need this condition to make sure that the expected
value is finite). Write

n»’n

r—1
Y, = ZXBk (th ™), Ze=Y_ X2t — 1),

so that

tm
| = E Mo¥2/2 Z — Kon(Y, Z),
m.

m=0

where K, (Y, Z) is a polynomial of degree m in (Y, Z). We may express these polynomials
in terms of Hermaite polynomials. To see this, write

o0

tm
ot/ = Z — Hep(a),

m!
m=0

and recall He,,1(a) = aHe,,(a) —mHe,, 1(a), which in particular implies that He,,(0) =0
when m is odd, and He,, is even (odd) when m is even (odd). Hence,

Y m
K, (Y, Z) = Hay, (21/2) Zm/2,

In particular
KoY, Z) = Y2 4 dny2m=Dx oo omxm™,

After an application of a weighted Schwartz inequality

J
m

y2(m=j) 7j < (1 _ i) ( y2(m— J))mi +
m

j I\ 2m j m
Zi/e)5 = (1— L) ensy?m 4 L _zm
D

meJ

we can write
EY*" < ¢,,EZ™,

for a constant ¢,,. From this and
|Z,| < C(B)*|t — s,
we deduce

(3.8) EY?™ < ¢ |t — s[*™Ptm,
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for a constant ¢/,. We may send n — oo to obtain analogous bound for B. This and
Theorem 3.1 imply that there is version of B that is continuous, and that (3.6) holds for
a € (0,278 4471 — (4m)~'). This complete the proof because we can choose 3 close to
1/2, and m large. O

Remark 3.1 Our calculation in the second step can be used to assert that the process
(3.9) N(t) = olo F(B(s)) dB(s)—3 [5 1F(B(s))I? ds.

is a martlngale w1th respect to the o-field F; that is generated from (B(s) : s € [0,¢]). Also,
if M(t fo dB(s), then M (t) is a martingale with the quadratic variation

/|f DI ds.

From the exponential martingale (3.9) we learn that K,,(M, (M)) is also a martingale for
each m. We may use the celebrated the Burkholder-Davis-Gundy inequality

E sup [M(s)|" < cE(M)(t)"?,

s€[0,t]

to establish (3.8). O

From Theorem 3.1, we now have two candidates B and B in R*(B). From the definition,
it is clear

B(s.t) +B(s,t)" = lim > (B(th) ® B(tih,) — B(t}) ® B(t})) = B(s,t) ® B(s, 1),
ti €[s,t)

which means that B is geometric. Because of this, we expect that if we replace B with a
reasonable smooth approximation B™ and use Riemann integration for its lift, then the
corresponding B(™ converges to B. We first consider a linear interpolation;

t—¢n o —t
B™(t) = Z Bt ) + o B | L (€ (1, 17)) -
iy — 1o ip1 — b

We then define B™ = (B™ B™) where
t .
B™ (s,t) = / B™(0) @ B™(8) db.
The following is a rather straightforward consequence of Theorem 3.2.
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Theorem 3.3 For every o € (0,1/2),

(3.10) lim d,(B™,B) =0,

n—o0

almost surely, where d, is the distance associated with [-]a.2q-

Proof Observe,
: Bt t? o
B(n)(t) § : ( i H—l) 1 (t e (tz tz+1)) ’

n n n’ n
t’i-l—l - tl

which implies

ti . B(t?) + B(t" B(t", t"
/ B(n)B(n) dt = (t;:_l o t?) ( i ) + ( z+1) ® EL i z+711).
23 2 tivs — 4

Hence,

t
/ B™B™ dt =B, (t7,t7,,).

(This gives an alternative proof for the geometric property of ]§) By Theorem 3.2 we already
know that B(™(s,t) — B(s,t) in L?*(P) as n — oo for every (s,t) € D. Also the proof of
Theorem 3.2 guarantees

< 0
La(P)

B

sup

a2
n

for every ¢ > 1 and o € (0,1/2). As a result, B™ — B uniformly, almost surely. We then
use Exercise (iii) of Chapter 2 to deduce (3.10). O

Remark 3.2 If we write F" for the o-algebra generated by (B(t!' : ¢ € [0,7]), then we
can show that indeed

(3.11) B =E (B | F").

To see this, observe that if 0 < s < ¢, then X := E(B(s) | B(t)) must be a constant multiple
of B(t) because it is Gaussian by Exercise (v), and is centered because EB(s) = 0. Since
EX B(t) = E(B(s)B(t)) = s, we must have X = st~!B(t). As a result, for s € (t,1,),

E(B(s) | B(t1), B(t2)) = E(B(s) | B(t1), B(t1,t2)) = B(t1) + E(B(t1,s) | B(t1), B(t1,t2))

_tl

S
= B(t1> +E<B(t1,$) | B(tl,tQ)) = B(tl) +t ‘ B(tl,tQ)
2 U
t2_8 S—tl
= B(t B(ts).
TR
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From this, we can readily deduce
B™ =E (B | F").
On the other hand if ¢ # j, then B; and B; are independent, and
E(Bi(s)B;(s.1) | F") = E(Bi(s) | FE(By(s.1) | F") = B (5)B)" (s.1).

This implies (3.11) because we already have an exact formula for the diagonal entries of

B™ which is compatible with (??). Note that (3.11) implies the convergence B™ — B by
Doob’s martingale convergence theorem. 0

Exercises(i) Recall that if X is a centered Gaussian random variable, then

EetX — ot"EX?/2

Use this to show (3.3). Also use this to deduce that if x : [0,7] — R is a centered Gaussian
process with

1 —Q
(Ele(t) — 2(s)]2)"* < ¢ <1og ; |) ;
—s
for some o > 1/2, then x has a continuous sample path. (Hint: Use ¥(a) = ¢ — 1 and
p(a) = |loga|=*"'/%in (3.1).)
(ii) Show that almost surely,

|B(s, 1)
sup
5,t€[0,1],0<|s—t|<1/2 \/|t — sl||log |t — s

(Hint: Use W(a) = ¢*/* — 1 and p(a) = a/? in (3.1).)
(iii) Use (3.1) to show that there exist constants ¢, and ¢, such that if w(8) = v/§|log §| and

S(z) = sup J2®) = z(s)] / / exp J2(®) = 2(s)] dsdt,
5,t€[0,1],0<|s—t|<1/2 (|t - 3| |t — s

then
S(z) < 1+ cxlogt A(x).

Use this to show that Ee*®) < oo for small A > 0.
(iv) Verify (3.7).
(v) Let (X,Y) € R x R? be a Gaussian random variable with density

(27)~(H2(det AV 2em AT T AREV=30Y gy
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where the matrix
A — A A
Al A’

positive definite. Show that E(X|Y") is again Gaussian associated with that matrix

B - All - A12A521AT2.
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4 Reconstruction Theorem and Regularity Structure

Recall that if f € C* and g € CP, for some «, 8 € (0,1), then according to Lyons and Victoir
[LV], there exists a function h such that (1.6) holds. We may express this in terms of the
distribution T' = A/,

(4.1) (T = F) ()] =67,

where F; is the distribution f(t)g, and v = o+ 8 — 1. The bound (4.1) is uniform over ¢
in a bounded set, and the test functions ¢ € D such that |p| < 1 and the support of ¢ is
contained in a fixed interval, say (—1,1). We proved (4.1) when v > 0 in Chapter 2. We
also observed that the family F' = (F; : t € [0,7]) enjoys a regularity in the form of (2.16).
In this Chapter, we will learn how to prove the existence of T satisfying (4.1) even when
v < 0, and extend it to higher dimensions. More precisely, given f € C*(R%), g € C#(R?),
we wish to come up with a candidate 7" for the distribution fVg satisfying

(4.2) (T~ Fo)(eh)] = 67,

where F = (F, : x € R?), with F, = f(2)Vyg, and the inequality is uniform for z in a
bounded set, 6 € (0,1], and ¢ € Dy (See Definition A.1(iii) in the Appendix). But first we
need to discuss the analog of (2.16) in higher dimensions. As a warm-up, let us work out an
example, where our candidate for F}, is a polynomial.

Example 4.1 Assume that v € C . for some v > 0, and put

ku a
(4.3) Py(z) =) 0 m( J(e - o)t

|k|<~

We certainly have u(x) = P,(x) + Ro(z,a), where

| Ro(z,a)| 2 |z —al”,
holds locally uniformly. This certainly implies
(4.4) [((u = Po) @5)| =07,

On the other hand, since

OFud) = Y %(b —a)™ + Ry(a,b),
[m|<y—Ik| '

with R satisfying
[R(a,b)] < Ja— 0],
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Py(x) = Z d Z‘(b) (z — b)* = Z Z %(b —a)™ + Ri(a,b) —(x ;!a)

kl<y kl<y | Iml<y—Ik|
85 ¢!
—Z Zm(x—a) (b—a)™ +2Rkab )
[e]<~ mtk=¢ |k|<~vy
(z —a)*
r)+ > Ri(a,b) o
|kl <~y
In particular
(4.5) [(Pa=Poop)| = D a— b M6% < (Ja—b] +06)".
k| <y

O

Given a D’-valued function F', we wish to find a distribution 7" that is well-approximated
locally by F' as in (4.2). Naturally, we may wonder what regularity/consistency condition on
F would guarantee the existence of 7. We now formulate such a condition that generalizes

(2.16) and (4.5).
Definition 4.1(i) By a germ, we mean a measurable map F : R? — D’. We also write F),
for F(z).

(ii) Let v € R, and 7 = (TK . K compact subset of Rd), be a collection of non-negative
numbers such that v + 7x > 0, for every K. We say that a germ F' is (—7,)-coherent if
there exists ¢ € D such that [ ¢ dz # 0, and for very compact set K,

(4.6) |(Fz = Fy) ()] 207 (|2 —y| +0)7* ™,

uniformly for z,y € K, and ¢ € (0,1]. We say F is y-coherent, if F' is (—7,~)-coherent for
some 7. The set of such germs is denoted by CG,(R?). We also define

F, — F,)(?
[F]K,go,‘rK,fy = sup sup ’( y)(%)! .
eyek oc(0,1] 0 K (|l — y| +0) T

O

Example 4.2(i) Let f € C*(R%), g € C°(R?), with o, 8 € (0,1), and define F, = f(z)Vg.
Note

Vg, 00 =[(V(g— 9)), ¥))| = }<g 9(y), div &)
=5""{g — 9(v), (div ©)3)| < [glsllellcr 677,
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which in turn implies

[(Fe = Fyo )| = < [flalglslleller 077z = yl* < [flalglslleller 071 (Jo =yl +6)*,

for v = a+  — 1. Hence F' is (—1,~)-coherent.
(ii) For u € C2,, a > 0, the germ P with P, as in (4.3) is (0,~)-coherent by (4.5). O

We now argue that if (4.2) holds locally uniformly in x, and uniformly in

D.={p€eD: p(x) =0 for = ¢ By, |¢|

then F' must be y-coherent. The following result is due to Caravenna and Zambotti [CZ].

cr S 1}7

Proposition 4.1 Let F' be a germ, and suppose that there exist v € R, T € D' and a
constant C' such that

(4.7) (T = F)(¢3)| < Cd,
for every x € K, § € (0,1], and ¢ € D,. Then
(4.8) |(Fo — F) ()| <206 (lz —yl +6)77,

for every § € (0,1/2], every ¢ € D,, and every x,y € K with |v —y| < 1/2, where T = d+r.

Proof Assume that (4.7) holds. Pick any z,y € K, 6 € (0,1/2], and ¢ € D,. We certainly

have
[(Fe = E)(@))] <|(Fe D+ (T = E)(e)] < [(F. = T)(gy)| + CO
<|(Fa )+ OO (Jx —y| +0)7H
It remains to show
(4.9) [(Fo = T) ()| < C6 7 (lx —y| +6).

To use (4.7), we find ¢ € D and € € (0, 1] so that gpi = 2. Indeed

P(z)=6""¢ (z%;y) _ 5 ((2 — ) ; (y — :c)) _ i), (W)
i) (I —e i (B2) — v

20




where
! 5 a:—y_a:, 1/):@21.

e=ly—z|+0, €&=—-—-—,
ly -l ly —z|+§ 5

Observe the support of v is contained in B,(e") C Bjq4(0), and |a| + ¢’ = 1, which allows
us to use (4.7) to assert

|(Fx = T) ()| = [(Fe = T)(¥5)] < C[[¥ ]
This and the elementary bound
[¥ller < (€)™ lleller,
yields (4.9). O
If a distribution T is of order r = rx in a compact set K, then we have the bound
(4.10) Tl = llesller <0~ lleller,

whenever the support of ¢? is contained in K. We now argue that for a coherent distribution,
we have a similar bound for F} locally uniformly in x.

Proposition 4.2 Suppose that (4.6) holds, and set = fx = max{7k,rx + d}, where
K ={x: |x—y| <1 for someye K}

Then

(4.11) |Fa(e2)| 2077,

uniformly for x € K, and ¢ € (0, 1].

Proof Fix a € K and let r = r, x be the order of F, in K’. Then by (4.10),
[Fa(ea)l 267774,
uniformly for x € K, and § € (0,1]. We then have
()] < N(Fe = F)(@0)] + 1Fa(@0)] 2677 (lz —al +8)™*7 46777 267 6777,
uniformly for x € K, and § € (0,1]. This completes the proof of (4.11). O

We now state Reconstruction Theorem of Hairer.
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Theorem 4.1 For each y € R, there exists a linear continuous operator T, : CG, — D' such
that

(4.12) (TL(F) = F)(W2)] < [Fligra {ﬁog(ﬂ Z i 8:

uniformly for x € K, § € (0,1], and ¢ € D,. The operator T, is unique when y > 0.

Proof (Step 1) We first give a recipe for the operator 7,. For a compact notation, we write
P2 for p2", and set p"(xz) := p"(—x). Note that if p € D with [ p =1, then we always have
Txp" — T asn — oo (see (A.6) of Appendix A). In the support of p?, we should be able
to replace T" with F,.. Motivated by this, we define

7;(")(F)(x) =T (z) = (Fp*p")(x) = Fy(py),

which is a measurable function for each n € N. Here, the function p is a suitable test function
that is related to ¢ of (4.6). When v > 0, we define

(4.13) TF)(@) :=T(¢) := lim (T(F), ) = lim (T;,,¥).

n—o0 n—oo

Observe (see (A.6) below)

Fo(y) = lim (Fy % p")(¢) = lim (G, ¢)) = lim Fy(p" * ),

n—00 n—oo

where G = F, x p". Conveniently, we may write

n—1 n—1
(4.14) T, =T, + Z(Tkﬂ ~Ty), G™ =GOy (GU+D G;k)),

k=1 k=1

which is convergent if we find a exponential decay bound on T}, — T;. Our choice of p is
written as p = 7 * ¢ so that

(415) (T = To)(y) = B0, = 4y) = By (i), (GFY = GO)(y) = (i),

where
m=p? —p= ) —nrp=0" 202 —pxop.
Observe that if n = ©?, then
m=pxp? —?xo=(p"* =) xp=(xop.
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Also observe

(Tirr = Tl (y) =Fy (@5 * () = [ Fy(@8) 5(2) d=

(GE+D) — GI)(y) = / F(¢%) (5(2) dz = Culy).

This allows us to write T}, = S,, + U,,, where

n—1 n—1
(4.16) So=Ti+> A, U.=)> B
k=1 k=1
We define
(4.17) 8,() = (S,0) = lim (S,,.0) = Tu() + 3 (Ae. v
k=1

When v <0, our 75 is simply defined as 7, = S.

(Step 2) In this step, we focus on the A sequence. To show the existence of the limit in
(4.17), we need to assume that for some r € N,

(4.18) /cp(x)xk de =0, for0< |kl <.
Since ¢ = /2 — ¢?, we also have [ =0, which in turn implies
(4.19) /C(x)P(:U) dx =0,

for every polynomial P of degree at most » — 1. As a consequence,

—rk
=27

(4.20) (E * ) ()] = \ = ) - PO a

where P{") is the Taylor polynomial of degree r — 1 of ¢ at z. From this and (4.11) we learn

(A, )] = ' [ R Seroty) dza| = ' [ R @) i

< sup |[F,(¢h)| 27F < 2=k,
zeK
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This yields the existence of the limit in (4.17) provided that r > [.

(Step 2) So far we know that S exists. For (4.12), we need to study (S — F)(¢/2), which can
be expressed as a sum of terms of the form A, — Cj. Observe

(A — G| = \ [ - R v dzdy'
—| [ = Rt @< diw)
< )| @l [ |t )i

<97 (5 4 2Ry / 1w (y)] dy.

Clearly, [|C* % ¥2||12 < 1, which yields
(4.21) (Ap — Cp, )| 2 27F(5 4 27yt <27+

whenever § < 27%. The bound [|C* % ¢°||;1 < 1 can be improved when 2% < §; as in (4.20),

~k é _ ~k 0 _
Jisdwia=[ il [

<142
whenever 27% < §. As a result,

‘@4k-—-6%,¢)>|'<27k(6-+-2 k+l)7+f§ r9— kr_< 57+T r2(r ﬂ

) WS~ BO)()| d

Y

<

6+2 ”

o 2B (0427 =26 dz M4 27F)d < ok

whenever 2% < §. Hence, for r > T,

(4.22) > (Ar = Crud)| = 67,

2-k<§

On the other hand, when v < 0, we may use (4.21) to assert

5
k;'y 7<O’
(4.23) § (A — Cr, 05 § 2~ {|1og5|

2-k>§ 2-k>§ v=0.

Note

|<T1—G§:>,wi>|:\/< (M) dy] \//F @Dk () dydz

1w dyaz| <1

2 [(lz =2l + 27" + (|l =yl +271)7]
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From this, (4.23), (4.22), (4.17), and (4.15) we deduce (4.12) when v < 0.
(Step 3) We now assume that v > 0. We certainly have,

v =| [ (5= R6t) i) deay

j// 2’”(|y—z[ +2—n)’y+7—
=27 ¢l el e
From this (by choosing x = 0 and § = 1) it is not hard to deduce that ), By, is convergent

in D’. Moreover,
DBl = Y 2=

C(2ily)| dedy

9-k<p 2-k<p
From this and (4.22) we learn
(4.24) (T = F) = (T = GI))(w))] = 67,
provide 27" < § < 27"*! It remains to verify
(4.25) (T, — GI )| = 67,

for such n. Indeed

(T = 60,00 = | [ (B = B() o) dy\ - \ ] @ =P i) viw) duds

B //KF?/ = F) + (Fx = F)|(#2) iy (2) 95 (y) dydz

iy (2) Ua(y)| dydz

< / / 27 [(J2 — 4] + 27+ (|z —y] + 27777

<27 S|y < 87,

because 27" and § are comparable. This completes the proof of (4.25). From this and (4.24)
we deduce (4.11) when v > 0.

(Step 4) So far we have established (4.11) provided that ¢ satisfies (4.18). If we start from
¢ € D with in support in By and [ ¢ = 1, then we can build a suitable ¢ that is built from
¢ and satisfies (4.18). This construction is done in such a way that if ¢ satisfies (4.6), then
¢ also satisfies (4.6) provided that 7x is modified. Indeed given distinct positive numbers

Ao, - - -y Ar_1, We select constants cg, ..., c._1, so that a desired ¢ can be expressed as
r—1
— A
P = E cip™.
i=0
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Indeed from the calculation

/xk@(az) dx = ch- /ka\i (z) dz = Z CMLM,

we learn that ¢y, ..., c,_1 must satisfy,

r—1 r—1

(4.26) > A =0, ¢ =1,

i=0 =0

for s € {1,...,r}. The matrix of the coefficients of this linear system is a Vander-
monde matrix of determinant [],_;(A; — A;) which is non-zero. Hence there exists a unique
solution (co,...,c—1) that satisfies (4.26). On the other hand, so long as A\; € (0,1), it is
straightforward to see that if (4.6) holds also when ¢ is replaced with ™.

(Step 5) We now discuss the uniqueness of 7" when v > 0. Indeed if 7" and 7" both satisfy
(4.12), then S =T — T" satisfies
[S(up)] =6

From this we learn that for every ¢ € D with [ ¢ = 1,
5w +6) = [ SWoa) do <

Sending 0 — 0 yields S(¢) = 0. Thus S = 0. O

Remark 4.1(i) If we «, 8 € (0,1), and F' as in Example 4.2(i), then the restriction of 7 to
such F yields a bilinear continuous operator A : C* x C® — C*~'. Wheny=a+3—-1 >0,
we simply have

A(f,9) = lim f(Vgxp") = lim fV(g*p").

In other words, from

k=1
we deduce a convergent representation
[e.e]
Alf,9) = F(Vg*p')+ ) f(Vg ).
k=1

When v = a+ 8 —1 > 0, and g € C*, then A(f,g) = fVg by uniqueness because the
continuous function 7' = fVg satisfies (4.12). Hence the operator A(f, g) is an extension of
the classical Ay : C' x C' — C that is defined by Ao(f,9) = fVg. When v < 0 however,
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A(f,g) # fVg for f,g € C'. In our construction we simply dropped the terms By to have
convergence. Indeed,

[e.9]

(4.27) A(f,9) = Vg*p+2 F(Vg#@™) " = Ao(f,9) + Alf, 9).

(ii) Note that when v < 0, and G € C7, then 7' = T, + G also satisfies (4.12). In our
definition of coherence seminorm [F| and the formulation of (4.12) we have been using
Holder norm and Holder spaces. However Theorem 4. 1 has been extended to Besov spaces

B}, in Hairer and Labbé [HL]. O

4.1 Regularity structure

In Chapter 2 we learned how to solve the ODE (2.1) with rough z. A solution was constructed
as a fixed point of an operator that acted on Gubinelli pairs (y,y) with ¢ playing the role of
dy/dz. The derivative § corresponds to a Taylor-like approximation for y, namely y(s,t) =
9(s)z(s,t) + O(|t — s|*). When we study SPDE of the type we discussed in the introduction,
we encounter various terms of different degrees of singularities. To manage such SPDES, we
first attach a Taylor-like expansion to our potential solution to each spatial point. For our
purposed we need a generalization of polynomials where monomials are certain distributions
of various degrees of singularities (orders). To manage this in an orderly and systematic
fashion, Hairer formulated reqularity structures to be able to perform algebraic manipulations
with a (often finite) set of relevant distributions. We now give a detailed presentation of
such structures.

Definition 4.2(i) By a regularity structure we mean a triplet (A, T,T") where A C R is a
discrete set that is bounded below and 0 € R;

T = EBaEATom
with each T, a Banach space with norm || - ||, and G is a group of linear continuous
transformation I' : 7" — T such that if 7 € T, then
I'r—7¢ @<QTB = @5<QT5.

We always assume that dim7y = 1. We also use the notation T, = (7!,...,7%), when
dimT, = k and {7!,..., 7%}, is a basis for T,,. We write {11} for the basis of Ty. In other
words, Ty = (1). Also, when 7 € T, we write ||7||, for the norm of its & component. We
write Pr,7 for the a-component of 7 so that ||7]|o = ||Pra7]|-

(ii) We write £(T) = L(T, D'(R?)) for the set of linear continuous maps L : T — D'(R?).
By a model for (A, T, G) we mean a pair of measurable maps M = (II, "), with

IM:R— L(T), T:R'xR?— @G,
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such that II, = II(z) and I';, = I'(z, y) satisfy
(428) Hmrxy = Hy> F;vyryz = sz»

for every x,y € R% Moreover, if r is the smallest integer with 7 > | min 4|, o, 8 € A with
B < a, and K C R? is compact, then

IT,7) (¢ T,
(429) Sup Sup Sup Sup M < OO, Sup Sup || yTHB

vek 56(0,1) D, redo  0%[I7|a zyek rea [T —=y[*P|7]|a

< Q.

(iii) Given a regularity structure (A, T, G), its model M, and v € R, we define C], to be the
set of maps f : R? — T, such that for every compact set K C R? and a € A with a < 7,

we have
s — sup 1@ =T f W
o zyeK |z — y|r—

< 00.

This turns C}; to a Frechet Space (locally convex complete metric vector space). We also
write Cj 5, = Cj, for the set of those f € Cj; such that f(r) € ®p<ac)Ta- O

The following is a corollary to Theorem 4.1.

Theorem 4.2 For each y € R, there ezists a linear continuous operator Ty, : Ci; — D' such
that

o7 v # 0,

(4.30) ‘(m(f) - Hmf(x))(l/}gﬂ = {| log 4| v =0,

uniformly over § € (0,1], x in a compact set, and ¢ € D,..

Proof Set F, = II,f(z). (4.30) would follow from (4.12) if we can show that F' € CG".
Indeed

< Z |(H$P7’a (fx - Facyfy)) (902)|

a<ly

<D 8 e = Tayfylly = W llasar Y 0%|e =y~
a<ly a<ly

=[S llarear 677 8% | =y

a<y

S llacscar 677(8 + =yl
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as desired. 0

Example 4.3(i) Assume that A = Ny, and 7' = R[X1, ..., X,] is the space of real polynomi-
als of the d-commuting variables X1, ..., X;. For each r € Ny, the space T, is the subspace
of homogeneous polynomials of degree r, and T, is the space of polynomial of degree at

most 7. The collection {X* : |k| = r} is a basis for T}, hence dim 7, = (*/"]"). Using this

basis, we equip 7T, with the standard Euclidean norm. The group G consists of operators
[, h=(hi,..., hg) € R? that is formally defined by

d
Dh Xk = T[(X: + i),

i=1
with the convention that X;1 = 1.X; = X;. We define a model P = (II,I") by

(IX*)(x) = H(J/‘z —a;), Tw=T40.

=1

The properties (4.28) follow from ',y = 'y . Evidently,

/ ¥ p(z) du

for every s < |k|. We next choose v = n + v with n € Ny and v, € (0,1), and study
corresponding M},. Clearly if f € C},, then

flx) = Z ap(x) XF,

|k|<n

[(ILX*, 0)| = o < g* DX < |,

is a polynomial of degree n with the following property:

(4.31) Z (ar(y + M) X" — ap(y)(X + hL)*)|| =< |h],
Ki<n .

for every integer r < n, and locally uniformly in y, h € R%. The choice of r = n yields
law(y + 1) — aw(y)| = |A]™,

whenever |k| = n, which means that a;, € CJ°,(R%). More generally

loc

D |yt = 3 (;)Qk(y)hke < |h,

[¢|=r |k|<n,k>¢
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for r <n (by k > ¢, we mean k; > ¢; fori =1,...,d). For r <n — 1, we can write

d
> aely +h) = an(y) = > (L + Dagys, (y)ha| < [BP + [h[7 =< [B",
|¢|=r i=1

which implies that 0y, as(y) = (¢; + 1)asts,(y). Inductively, we deduce
aeao
o

Hence f(y) is the Taylor polynomial of the function ag at y, and ag € C7(R?). In other
words, C); is isomorphic to the Hélder space C?. For such a function f, we simply have

7?4f = Qo-
(i) Given o € (1/3,1/2), let A = {a — 1,200 — 1,0, a}, with » = 1, and define
To= (1), To=(X'.. ., XY, Toq=(X" . XY, Th=(&X7:1<ij<l).

Ay —

What we have in mind is that X = (X1,...,X) represents a Holder continuous path z and
X represents its derivative. However we wish to have a candidate for z ® . Abstractly we
use the symbol X = X ® X to represents such a product. Also, G = {I', : h € R‘}, with

Dl=1, TpX'=X+4+hl, D[,X' =X, T,X9=XY4hnX.
The last definition is motivated by the formal manipulation
X =T)(X®X)=(X+hl)®X =X+hX.
Given x = (z,X) € R*, we define a model M = (II,T") by I'y; := I'y(1,5), and
(TI,1)(t) =1, (I, X" (t) = 24(s, 1),

(X7 () = i /w i(t) dt,
(IL,X)( /2/1 ) dXU(s, 1) /1/1 £)X (s, ¢)

As for the verification first equation in (4.28) in the case of X, observe
(LT X)) = @IX+m@:ﬂ®XDCw
/¢ t)+a(s',s)@a(t)) dt
/w X(s',s) + X(s,t) + 2(s', 5) @ (s, t)) dt

—/w@ﬁiﬂﬁ:GQEWL
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by the Chen’s relation. As for the first property in (4.29), observe that for each s, x;(s,-) €
Ce 1; € Ca_l, and

MLKOka{/Q&ﬂwwawﬁﬁzal/@wn@wﬁ+vmde§DmM¢Mﬂhl.

(iii) When now study Co M?* when M is as in the previous example. Let Y (¢) = y(¢)1 +
§(t)X € C3¢. This is equivalent to saying
1Y (s) = TatY ()1l = I (y(s) — y(t) = g(®)x(t, s))L + (5(s) — §(0)) X[|, = |s —t[**7,

for r = 0 and «. Equivalently,

ly(s) —y(t) — g()a(t,s)] = 0% [4(s) — 4(t)] = 0™

Hence such Y € C3¢ iff y = (y,9) € G%(x). Moreover, it is not hard to see that in fact
T2Y =y.

Now imagine that we wish to define yi. First we perform this multiplication for-
mally /abstractly, namely

VX =@l +3X)X =yX + (X @ X).

In the setting of our regularity structure, we may use Theorem 4.2 to turn YX into a
distribution that is indeed Z = y -x of Chapter 2. To see this, first observe then Y X € Ci}’_l,
because

X —y(t)X — g()X = g(t) =(t,s) @ X

= (y(s) = y(t) — Gz (t, )X + (9(s) — ()X,

(YX)(s) = Ta(YX)(t) =y
y

with
ly(s) — y(t) — §(O)a(t, s)| =< |t — s|2* = |t — s|Pot-(e=D),
’Q(S) - @(t)| = |t — s|“ = ]t _ S|301—1—(2o¢—1)'

Since 3a — 1 > 0, by Theorem 4.2, there exists a unique operator 7.~ " such that
(4.32) (T %) = (o) + 9s)Xa(s,)) ()

By approximation, one can show that if 7 = 75*1(V X), then T € C*(R), and that we
can choose 1 = 1o ). Hence if 2(t) = T([0,1]), then 2 = T and z satisfies (2.12). We may
also define an operator on the set of such expressions as

_< 63&71

TZ(YX)(t) = 2(t)1 + y(t) X,
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where z(t) = T (Y X)(1,0,¢]). If we write C25~" for the set of such Y’ X, then Z : C3¢7! —

<0
C2*. More generally, a function f € C3*~! (with a € (1/3,1/2]) would look like

F(t) = y(O)X + (X + h(t)L = (YX)(t) + h(t)L,

with Y X as before, and h a Holder continuous function of Holder exponent 3a — 1 € (0,1].
In this case, we simply have

T f) = T2 W(YX) + h.

(iv) Given a C? function o : RY — R¥* We may define an operator ¥ : C3* — C2%, by
Syl +9X) =o(y) L+ (Do)(y)y X.
We then set ‘
FY)=9"1+Z(Z(Y)X).

A fixed point Y = yl + X of the operator F : C3% — C2* yields a solution to (2.1), as
discussed in Theorem 2.3.

(v) We now discuss a regularity structure associated with the iterated integrals of Section
2.3. Given a > 0, let A = {na :n € Ny} be the set of indices, and T'= H = T(R?) be the
Tensor algebra associated with RY. We regards H as a Hopf algebra with the product . Its
dual H* = T(R%) is equipped with the product e = ®. Recall that the group G(H) C H*
is the set of characters. We then define a group G = {I'; : ¢ € G(H)}, where the linear
I'y : H — H is defined by the duality

<f7 F!Jh’> = <gil L f7 h>

As in Proposition C.1 of Appendix C, we know that G is a group. Also, if h = ¢, for a word
a = (i1,...,1p), then using I', = (¢g7'®id)A (see Proposition C.2(ii) below),

A

Tyh =" g~ (),
m=0

where h,, = (i1,...,in), and oy = (4ma1s - - -, hy). In particular

Tyh—h=> g " (hn)hn € Hy,
m=1

because h,, = e,,,, with |a,,| =n —m < n.
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To define a model, we take a path x : [0,%y] — G(H), we set x(s,t) = x(s)"! e x(t), and
define the linear function IT = II* : H — C([0,%];R) and I's; € G by

(Hsa) (t) = <X(57 t)v CL>, Fs,t = 1—‘x(s,t)a
for every word a. Note

Fs,u © Fu,t = 1_‘x(s,u) © 1_‘x(u,t) = FX(Sa U,) i X(U, t) = 1_‘x(s,t) = Fs,t-

(vi) In this example we discuss a multidimensional analogue of (ii). Given o € (1/3,1/2],
let A= {a—1,2a—1,0,a}, and define Ty = (1), T, = (F',... F"),

Toy=(Fi:i=1,....d j=1,...,0), T, =F":i=1,....d jk=1,..10).
Similarly, for h € R,
Wl=1, TWF=F+hl, T,F=F, TF'=F"+RF.

What we have in mind is that F' = (F!, ..., F*) represents an a-Hélder continuous function
f=04L..,f : RE = RY F]Z represents the partial derivative 9;f* := ;j, and IF?’Z

represents the product f*9;f%. Let h;“ be a candidate for hf’i, so that

(b5 = fH(@)0, ', 05)] 3 0%
We can use f and h to build a model M for our regularity structure, with I'y, = ') ()

Given a sufficiently differentiable function 1 : R® — R, we wish to make sense of n(f)d; f'.
For this, we define

¢
H(x) = n(f(@) L+ ) on(f(x)F".

We claim that H € C3%. For this, we need
|H(z) = Toy H(y)lls = |z — y**7,
for § =0, a. Since H(x) — 'y, H(y) equals
(n(f (@) =n(f(y)) = Va(f () - (f (@) = F) L+ (Va(f(x) = Vn(f(y))) - F,
it suffices to assume that n € C?. We wish to have a unique candidate for n(f)- Jz,. Formally,
HF} =(nof1+Vnof-F)Fj=nof Fj+Vno f-TF;

As in (iii), we can readily show that H F; € Cf’\j"l. This allows us to apply the reconstruction
theorem to find a unique candidate for n(f)- f;. We may define a continuous operator Z(f, h)
such that for smooth f,

Z(f, IV F) =n(HV .
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4.2 Schauder Estimate

The classical Schauder estimate asserts that if u € C®, then A~'u € C**2. Note that when
d > 3, then A™'u = u * G, where G is a constant multiple of |z|>~?. Observe that we may
write G = K + K , with K , smooth, and K a function that is smooth off of the origin, with
support in the unit ball, and satisfying the bounds

(4.33) 0% K ()| < |]*~4 1.

For may of the PDEs we discussed in the Introduction, we are interested in the regularity
gain of operator (9; — A)~!, which is associated with the heat kernel

. 2
pla,t) = (drt) "5 1(t > 0).

The parabolic Schauder estimate assert that there is a gain of 2 (parabolic) derivatives as we
apply the operator (9; — A)~! on a function provided that we use parabolic distances (which
in practice means two spatial derivatives, and one temporal derivative). Note that the only
singularity of p occurs at (0,0). Moreover, p satisfies a bound similar to (4.33) provided that
we use the parabolic dimension d + 2.

Lemma 4.1 For everyr € Ny, there exists a constant ¢, such that for every z = (z,t) € By,
with t > 0, and every k with |k|y, =7,

(4.34) |8kp(z)| < ér|z|2_(d+2)_r = Er|z|_d_r.

par par

Proof First observe that if £;,1 = 0, then
135 Oplat) =R, (L) 5 g ()

where P, is a polynomial of degree |¢| = |{|,,,. We can readily verify (4.35) by induction on
|¢|. Differentiating (4.35) with respect to t yields

136 020 p(x. 1) = ¢-@tlar2s)2p (L SR @tlets)/2 p NEERY
( ) t p($ ) L, \/¥ € L, \/E

where Py, is a polynomial of degree |¢| + 2s. Again the proof of (4.36) can be carried out
by induction on s. On account of (4.36), (4.34) would follow if we can find ¢, such that

N

Pra(a)e™ T < Gypas(a+ 1) 1172

or equivalently,

a2

Pr(a)(a+ 1)1 < gy o e

This is evidently true. 0

We now state and prove our elliptic Schauder estimate.
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Theorem 4.3 (i) Fiz 3 > 0. Let K : R? — R be a function that is supported in By(0), is
smooth off of the origin, and satisfies

(4.37) P K ()] < ),
for every k € N&. Then

(438) [K k u](§/3+a j [u]éa.

(ii) Fiz 8 > 0. Let K : R — R be a function that is supported in By(0), is smooth off of
the origin, and satisfies

(4.39) 0K K (2)] < |2]P~4-2 M
for every k € Nd. Then

(4.40) [K u]égjra = [u)ga -

par

Proof We only present a proof for the first part because the second part can be treated with
a verbatim argument.

(Step 1) We first express our kernel as a sum of smooth functions. To achieve this, we start

4.3 Approximation Using Semigroups

Recall that by the Reconstruction Theorem, we can make sense of fg, where f € C®, g € CP,
with o € (0,1), 8 € (—1,0). Let us write P, = ¢*®. We write

Pt(fg) = fPg + Z (Pt(1—2*("+1)) (fPth(n+1>g) - Pt(l—Q*") (fPt2*n9)) .
n=0

Note that each term on the right-hand side is well-defined. If we show that the series is
convergent, then the right-hand side is well-defined. This gives a candidate for the left-hand
side. If we write A,, for the n-th term in the sum, then

An = Pt*tn (Ptn-l»l (fptn+lg) - fPtng)7

where t,, = t27". Note

Fs(f: g)(Z) = (Ps(fpsg) - fP2sg) (Z) = /Ks(zvy>(f(y) - f(Z)) dy,
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where

K(2,y) = ps(z = y)(Psg)(y)-
Observe,

|K(2,9) < [9ls 87 ps(z — ).

Hence,

I 9w <Ulasp [ 1K)l |2 = dy

lalals 5% sup [ 9.z =) |z =" dy

<flalgls s+

BN

As a consequence,
o 2
1Anllze = [flalgls o572

because Py is a contraction. From this we learn

1P(f o)l <N fBgllLe + 1 B(fg) — FEgl Lo
< llelglst ™2 + [flalgls 7+
<1 fllalgls 72
Hence,
1fglles = [I.f1lalg]s-

This means that the bilinear operator A(f,g) = fg has a continuous extention to C% x C”
when o + 8 > 0. By approximation, we also have

1P, (A(f.9) = f Pl o 2 |1 fllalgls tT972

This means

sgp\(/l(f, 9) = F(@)g) (a)| = I fllalgls 05+,

where § = t!/2, and ¢ = p is the Gaussian density.
In fact

(Pfg) — fPig)(a) = / Rile . 2)(f(y) — F(2) dydz,
where

Rt<'x’y7z) = Zpt—tn(‘r - Z)Kthrl (Z’y)

n=0
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We have,

|[Re(,y,2)| = (9l Dt Peet(t — 2)pon (2 — 1),

n=0

/ |Ri(,y,2)| dz 2 [g]s Ztgﬁ Pttnir (T —Y).
n=0

4.4 Exercises

(i) Let H : R?x R? — R be a bounded continuous funcion. Assume that the funcion H(z,y)

is 1-periodic in y-varible. (Here y € R?, and F is periodic in each y-coordinate.) Define
hn(x) := H(x,nz). Show

lim A, = h,
n—oo
in weak sense, where
h(x) = H(z,y) dy.
[0,2]¢

More precisely, show that for any continuous ¢ : R? — R of compact support,

lim [ h,(z) p(z) de = /h(x) o(x) du.

n—0o0

(ii) Let F,G : R? x R? — R be two bounded C* functions such that F(z,y) and G(z,y) are
1-periodic in y. Given «, 8 € (0, 1], define

folz) = n"°F(z,nx), gulz) = nPG(z,nx)

Show
SUp [|fullex < 00, sup flgnlles < oo.
Show that
lim f,Vg, =0,
n—oo
ifa+p>1.

(iii) Show that when o = 8 = 1/2 in (ii), then

Tim (£, Vgn, ) = /

R4

[ PGy do] ot
[0,1]¢
for every coninuous ¢ : R — R? of compact support.
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(iv) Let 7, : Q = Q; a € R?, be family of measurable maps such that 7,07, = 7,14, 7o = id.
Let P be an ergodic invariant measure for the group action 7. Assume F,G : R? x Q — R
are two measurable functions and set

~ ~

F(z,y;w) = F(zr,,w), G(z,y;w)=G(z, 7yw).
Assume that ' and G and bounded C' functions PP almost surely. Define
ful,w) = 0 F (5, n230),  galew) = n~G(z, nz3 ).

When a = 1/2, show

i (1,00 ) = [ || [ Flo.o)¥6(o,0) @) - plo) ds

R4
P-almost surely.

(v) Show that in (4.32) we can choose ¢ = 1jgy). Hint: Start from ¢ € D with ¢ > 0,
[ =1, supp ¢ C [0,1], and from it build ¢"(t) = 2"¢(2"t), ¢"(t) = 2"¢(—2"t). Choose
Mn, Co such that n = ¢, ("(t) = @"(1 —t). Use n, and ¢, to find ¢, and v, such that

o

Loy = > (¢n + tn),

n=0

so that 1, and 1, are supported in [0,27"] and [1 — 27", 1] respectively. Use this represen-
tation to derive (4.32) for ¢ = L1y
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5 KPZ Equation
In this chapter we discuss the question of well-posedness for the KPZ equation:
(5.1) hy = hyw + h2 — O,

where h: T x [0,00) — R, C'is a constant, and £ is the space-time white noise. Note that if
P denotes the kernel of the operator (9; — d,,) "', then (5.1) can be rewritten as

(5.2) h=Pxh’+Px(hi+&-0).

Theorem 5.1 Using parabolic scaling, we have § € Cy,,., for every a < —(d + 2)/2.

ar’?

Proof Given ¢ € D, we write

s g [(T—al—s
@(a,s)('r?t) =0 @( 5 77) .

By (3.3),
2n % 2 1/2 1/2
[E [£(2)] } =Cp [E [£(¢")] ] =, ( / (0°)2 dmdt)
1/2
=0 %2 (/ ©? da:dt)
_d+2_ 1
From this, and a variant of Theorem 3.1, we deduce that £ € Cpa,; 21", almost surely. O

We wish to build a regularity structure in which we can reformulate the equation (5.2) in
terms of various abstract objects so that we can find a solution in a suitable C};, and apply
the reconstruction theorem to find a candidate for a renormalized solution. We first write
P =K + K so that K is smooth and K is of compact support that is smooth expect at the
origin. First imagine that we can find a linear operator K : C}; — C7;” such that

TK=KxT.
The operator K =Z + K, where Z satisfies

Ir=Kx+IL7r— Y (0"KxIL7)(z)

|k|<deg T+2
We now formulate an abstract variant of (5.2)

(5.3) H=Pxh"1 +Z((0H)? +0) + (K' + K)((0H)* + ©),
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where © abstractly represents the white noise, 0 abstractly represents the spatial derivative,
and (OH)? is an abstract candidate for a product. The last term on the right-hand side of
(5.3) would take value in ®,enT), and is polynomial like expression. Let us also write Z'
for 0Z. To simplify our presentation, we will be using graphical notations. For ©, we use a
circle o, we use | for the operator Z’, and { for Z.

We assume d = 1 and write a_for a number o/ < « that is close to a. So far we have
€ € C,;l(r?’/ 2~ which suggests that if A is the set of indices in our regularity structure, then
we have —(3/2)_ € A.
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6 Energy Solution to Stochastic Burgers Equation

In this chapter we derive KPZ for the Ginzburg-Landau model of Section 6.1. To simplify
our presentation, we assume consider a periodic lattice instead of Z. More precisely, we
write r(t) = (r;(t) : i € Zy), with Zy = {0,..., N||, with 0 = N, and r a diffusion with the
generator £ = Ly = 728 + 732 A, where the operators A and S were defined by (1.26),
and ¢ = N~!'. Note that now the summations in (1.26) are over i = 1,..., N, with the
periodic conventions N +1 = N, 0 = N. Recall that product measures

N

Vo(dr) = H O (dr;), with  O(r) = ﬁearvm dr.
i=1

are invariant for every a such that

Z(a) = /e‘”_v(r) dr < oo.

We assume that V' = V{ 4+ V; so that V; is uniformly convex, and V; have a bounded C?
norm. As a result Z(«a) < oo for every a € R. Define the empirical measure

me (ta dl’) = 81/2 Z(Tz (t) - ﬁ)55i+\/§)\’(ﬁ)t(dx)'

i

In other words, for a smooth test function ¢,
(6. [ @) matt.do) =2 3 0s0) = p) ol + VEN o))

Theorem 6.1 Assume that the process x(t) starts from the equilibrium measure vz . Then
the low e limit of m. is an energy solution of (1.30).

We first sketch the proof. Note that if we differentiate (6.1) with respect to time, we get
an expression that involves sums of the form

ZF(Tz-(t))w(i,t),

where F' = V' and ¥(i,t) = @(ei + /N (p)t). Since the system is at equilibrium, we need
a local central limit theorem, to replace F' with its average with respect to v. Note however
that our Markov process is ergodic only when we fix the value the conserved quantity » . r;.
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Definition 6.1(i) We write r* = (rq,...,7,), and

v (dr') = H Ouldry),  vem(dr’) = V% (dr'ime(x?) =m) ,

=1

where my(r®) = ¢71(ry + -+ + 7). It is not hard to see

-1 £-1
1
v, (drf|my(rf) = m) = Zam P (- ; Vi) =V (lm—(ri+--- + 7’6—1))) Edﬁ"

(ii) Define

M) :=log Z(N), p(A) = /r@,\(dr), o?(\) = /(r — p(\))? ©,(dr).

It is not show that M’()\) = p(A\), and M"(A\) = a(\)%
(iii) Given a function F': R — R, we set

mm:/Fmﬂmmwx mwzjfmw%wﬁ.

U
Theorem 6.2 There exists a constant Co(F') such that
) . o 1, o 12|
/ Fo(m(r)) = F(p) = F'(p)(me(x®) = p) = S F"(p) [(me(r) = p)* = £710*(p)] | w3 (dr")

is bounded above by Co(F)™3. Here p = p(\).

Given F' as in Theorem 6.2, we may set

A

(6.2) G(r) = F(r) = F(p) = F'(p)(r = p),

so that G(p) = G/(p) = 0 and G(p) = F(p). In this case we have the following consequence
of Theorem 6.1.

Corollary 6.1 Let G : R — R be a function with G(p) = G'(p) = 0. Then

/

2

Calme(r')) — 5" (7) [(mee') — ) — 7' 0%(p)] | wh(an') < Col@)e
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We now consider the process r(t) that starts from the equilibrium measure 7 := vy).

Theorem 6.3 There exists a constant C(F) such that

/Zn (ri()) — F(p) — F'(0) (me(x'(s)) — )

- %F"(ﬁ) ((mele'(s)) = )° — €'0%(9)) ) <L) |

< C(F) (20 +Te?) /T Z (i, s)? ds,
AN S (PO = () = P @) mals'(5) = ) <(ios) ]|
< C(F)(e*+ T /OT Z ((i, 5)?

6.1 Uniqueness

We now focus on the solutions of KPZ equation, or SBE at equilibrium:
(6.3) Ry = haw + AR2+E&, h(2,0) =2 -p+ B(x),
(6.4) pe = o + NP + & plw,0) = p+1,

where B(x) is a two-sided standard Brownian motion, = B’(x) is a space white noise, and
¢ is a space-time white noise. What we have in mind is that p = h,.

Definition 6.1.1 We say that a function p : [0,7] — D’ with p(z,0) = n(z) is a solution of
(6.4) if there exists a process A : [0,T] — D’ of finite variation (in t) such that the following
conditions are met for every test function ¢ € D:

(i) For every smooth function y : R — R of compact support with f x =1,

(6.5) —hm/ / 2 ¢ dx ds,
0—0

where x°(z) = 6~ ty(x/9).

(ii) The processes

M(t, @) : = p(t)(w) — p(0)(p) — /0 p(s)(¢") ds + AA(t)(¢),
N(t, ) : = M(t,)* = 2||¢|I5 ¢,

73



are martingales with respect to the forward filtration F;, which is generated by {£(s) : s €
[0,¢]} (or {(p(s), A(s)): s €[0,t]}). Equivalently

(6.6) dp(t)(p) = p(s)(¢") dt + X dA(t)(¢") — AW (1)(¢),

where W is a cylindrical Brownian motion: W’ (t) = &.

(iii) Set p(t) = p(T —t), and A(t) = A(T —t) — A(T). The processes

M(t, ) : = p(t)(0) — p(0) () +/O p(s)(¢") ds + AA(t)(¥),
N(t, @)1= M(t,¢)* —2|l¢'|I2 ¢,

are martingales with respect to the backward filtration JF;, which is generated by {{(s): s€
T —t,T1}. O

Definition 6.1.2 We say that a function function h : [0,7] x T — R with A(z,0) = B(x),
is a solution of (6.3) if there exists a process A : [0,7] x T — R of finite variation (in ¢) such
that the following conditions are met for every test function ¢ € D:

(i) For every smooth function y : R — R of compact support with [ x =1,

(6.7 [ Atta)ota) d = tin / [ k) <X = I6EPIR] v s,

where x°(z) = 6~ ty(x/9).

(ii) The processes
M(t,¢) : = h(t)(¢) = h(0)(p) — /0 h(s)(¥") ds + AA(t)(¥),
N(t,y) = M(t,y)* = 2[[¢|5 t,

are martingales with respect to the forward filtration J;, which is generated by {{(s) : s €
[0,¢]} (or {(h(s), A(s)): s €[0,t]}). (iii) Set h(t) = h(T —t), and A(t) = A(T —t) — A(T).

The processes
NIt ) - = () (@) — h(0)(9) + / h()(6") ds + AA(E)(9),
N(t0) - = NI(t, ) — 20163 ¢

are martingales with respect to the backward filtration JF;, which is generated by {{(s): s€
T —t,T1}. O
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We start from a solution of (6.4) and produce a solution for (6.3). We are tempted to
try to make sense of formally defined h(zx,t) = ffoo p(s,y) dy. For our purposes, we choose

a smooth function n > 0 of compact support such that f n = 1, and choose a function ©F
such that if h(z,t) = p(t)(©F), then

Indeed if we set ©%(y) = O(z,y) = I(y < z) — O(y), then for sure h, = p, and to satisfy the
second requirement, we need

[ et vt dr~ / () dz—0(y) = 0.

Note that the function ©7 is of compact support, but not smooth. Because of this, choose
yet another smooth even function y with [ x =1, and set

PO =p(t) X’ (1) = (67, (1)),
Here, x°(x) = 0~ *x(z/6), and p is chosen so that ¥ = 1 on a neighborhood of 0. Since Y is
even, we have
Ro(t) = p(t)(O,5), where 0,5 =0’

Observe

() = (©7) 5 x° = =X(y —2) + * X)),  8Ous(y) = (0.0%) x X" = X’(y — ),
002 Ous(y) = 0u[X°(y — 2)] = 9y [=X"(y — )] = 9,[0] 5(y) — n * X*) (1)]

=075(y) — 1+ x°)'(y) = O 5(y) — (" * X°)(v),

Because of this, we may write
dh’ (w,t) = p(t)(©] ) dt + AA(t)(O), 5) — AW ()(O], ).
We now set Z%(z,t) = e’ @ Evidently,
Z0(x,t) = NZ0 (2, )W (. t), 20 (x,t) = NZ0(x, )RS (x,t) + N2Z0(x,t) (Ro(z, 1))2

By Ito’s formula,

dZ°(x,t) =AZ°(x,t) dh’(x,t) + %)\225(3:, t) d[p’(z,t), b’ (z,t)]
AZ%(0.) (E(6L) di 4 AAWD(©L5) + 32 =& wall - AW (0L )
3270 ) (B )0 X)) i+ DAL ) + 57 = 6wl i = AW (0(©L ) )

=22, dt4 720 (VG0 = p)0 7)) i+ MABL) + SN = €l -
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A Function Spaces

We start by recalling some standard notations:
Definition A.1(i) Given ¢ : R? — R, and a multi-index k = (ky, ..., k) € N&, we write
k k k.
0 =0, ...0%p.

We also write |k| for ky + -+ + kg.
(ii) Given r € Ny, we write C" for the space of functions ¢ : R? — R such that 9%y exists

and is continuous for every multi-index k with |k| < r. We set

[@lloo = ¢l = sup [p(@)],  llellora) = sup 18%l iy, Iellor = l@llergay-
r€R4 |k|<r

When D is an open subset of R%, then the spaces L>(D), and C"(D) are defined analogously.
Likewise, for ¢ : D — R, the norms [|¢||=(p), and ||¢||cr(p) are defined in a similar way.

(iii) We write D := D(R?) for the space of C* functions of compact support. Given a set
K C R? we write D(K) for the set of ¢ € D such that ¢ = 0 on the complement of K. We
refer to the members of D as test functions. We also define

D, ={peD(B): [¢ller <1},

where Bs(a) denotes the closed ball of radius § and center a, and Bj := Bs(0).

(iv) Let K be a compact subset of R?, and r € Ny. Then a linear function T : D(K) — R
is called a distribution on K of order r, if there exists a constant ¢ such that

T(p) < cllgller,
for every ¢ € D(K). The space of such distributions is denoted by D.(K). We also set
D'(K)=UxX,D'(K).

We write D' = D'(R?) for the set T : D — R such that the restriction of T to D(K) is in
D'(K). Likewise, we write D\ = D.(R?) for the set T : D — R such that the restriction of
T to D(K) is in D.(K).

(vi) Given a measurable map ¢ : R — R, and a scale § > 0, we set
aly) =07 (07 (y — 2)).

We also write o, = L, ©° = ©J.
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(v) Given a € (0, 1], and a compact set K, we define

5
u(xr) —u u— u(x), Py
[u]a;K = Ssup M, [u]CQ(K) = Sup Ssup Ssup ”#,
zyeK |$ - y| z€K §€(0,1] p€Do

where

(f.9) = g f(z)g(z) dx.

We write C%, for the set of functions such that [u],.5, < oo for every /.

(vi) For n € Ny and 8 € (0,1], we write C%? for the set of functions u : R? — R such that
ue Cr, and 0Fu € C_for every k with |k| = n. We put

loc

lullcesry = [Julloer) + Z [3kU}B;K-
|k|=n

(vii) Given a > 0, we define C2.(RY) = C{, to be the set C™#, where

loc loc
n=max{meNy: n<a}, [=a—n.

We also set

- Pl"uv 0
[u)ca(xy = sup sup sup w,
z€K §€(0,1] p€Do o

where

ku X
Pra(y) = ) | TuD) () _ gyt

!
Ikl<n

(viii) Given a < 0, we write r(«) for the smallest integer r such that —a < r. We then
define

[’LL]Ca(K) = sup sup sup 5_au(906z)v
z€K 5€(0,1] 9€D;(a)

We write C*(K) for the set of distributions u such that [u]ce(r) < co. We write Cf (R?) =

loc
Cp., for the set of distributions such that [u]ce(p,) < oo for every ¢ € N.
(xi) For a =n+ >0, with 5 € (0,1), we define

[ulga(xy = sup sup sup 6 u(’),
z€K §€(0,1] peD ()

where D™ is the set of ¢ € D such that

/(dex:(),
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for every polynomial P with deg P < n. The Hélder-Zygmund é\féc is the set of u such that
[ulga gy < 00, for every compact set K C R

(x) The Hoélder spaces C* are special cases of Besov spaces; Cfy. = BS, 0. For By ., we
replace uniform bounds in x with L? norm, and uniform bounds in § € (0, 1] with L¢(§~*d0d)-
norm. O

Theorem A.1 There are positive constants ¢y and c¢; such that for every a > 0,

(A1) co[t]a;, < [U]C“(BT) < Cl[u]a;BrH'

Proof Evidently,

(A2) sup (u—u(z),¢)) = sup /(U(ﬂf +0y) —u(@))e(y) dy = [ [ulz +dy) — u(z)| dy.
€Dy €Dy B1

As a result,

[ulea(s,) < [Bi] [u]r+1,0-
On the other hand, given =,y € B,, we set 6 = |z — y| and integrate both sides of the
inequality
u(z) — u(y)| < |u(z) —u(z)| + Ju(z) —u(y)],
over z € Bs(x) N Bs(y) to assert

|[Bs(x) N Bs(y)] u(z) = u(y)] S/ [lu(@) = u(2)| + |u(z) — u(y)l] dz

Bs(x)NBs(y)

<[ @) -u@lde+ [tz - ulw)d:
Bs(z) Bs(y)
<20 ulee(s,) < 2l Bs(x) N Bs(y)| 6 [ulee(s,),
where we have used (A.2) for the last line. Hence

[u]na S Co [u]ca(Br) ,

as desired. 0

Note that if a distribution 7" is of order r = rx in a compact set K, then T'(¢) is well-
defined for a C" function whose support is contained in K. We often need to use convolution
to approximate a distribution by smooth test functions. For this the following elementary
properties of convolution are useful.

(A.3) (p*1)’ =@ x 0’ (p*1h), = o *1by.
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Note that if p is a measure of compact support, and ¢ € D, then ¢ * u € D. Note that if we
decompose R? into dyadic boxes of the form

d
1) =10ty otp) =), i= (... i) €2 ] =027,

r=1
then

(o )le) = [ o) nldy) = lim 3 ol = 17) w(I(61),

i€Zd

with the convergence holds with respect to the C"-topology, for every r € N. As a result

(A4) T 1) = [ T(0,) n(dy).
Given ¢ € D and T € D', we may define the convolution 7" * ¢ € C" by

(T )(x) = T(P),

where @(z) = p(—=z). It is not hard to check that T * ¢ is smooth, and

(T % o) (x) = / T ((0"3),) = (T * (8*9)) ().

Moreover, (A.4) allows us to write

(A.5) (T'x @, 4) =T(p*v).
From this, we can readily deduce
(A6) T () = lim (7). ().

for every (T,¢) € D' x D, with [ ¢ = 1.

Theorem A.2 For every a = n + [, with n € Ny and ag € (0,1), there exists a constant
Cy, such that

(A.7) [u]ga () < ulen ) < Colulga gy

ha o
Cloc - Cloc'
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Proof (Step 1) Evidently,
[u]a () < t]caq)-

For the reverse inequality, we first assume that n = 0. Fix p € D such that the support of p
is contained in By (0), and [ p dz = 1. For any distribution u, we certainly have

(A.8) u= lim wu, = uy + Z(unH — Up),

n—00
n=0

where
un () = u (pi_n5> :

On the other hand, since

—(n+1) —n —-n
A A e /(p”2 —p) dz =0,

1/2

and ¢y ' (pt/% — p) € Dy, for co = 2||p||oe, We learn,

‘un-i-l(x) - un(x” < Cﬂ[u]ﬁa(K)éaz_na>

for x € K. From this we learn that if u € CA"‘, then the right-hand side of (A.8) is uniformly
convergent in K. Hence the distribution u must be a continuous function. Moreover,

o0

[ —u(@), p2)] = u(x) = (u, p2)| = | Y (a1 (2) = un())| < cocrfulga )0

n=0

where ¢; = (1 —27%)71. Now if ¢ € Dy with ¢, := [ # 0, then we can set p = cy ' to
assert
ey (u — (), wg)| < 21| pllootlga i)™ < 26165 [t gy 0

By approximation, we can drop the assumption [ ¢ # 0. As a result,
[ulea(ry < 2¢1[ufga gy,

as desired.

(Step 2) We now turn our attention to the case n > 0. Choose any k € NZ such that
r = |k| < n. Choose any ¢ € D, such that

/gdea::(),
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for any polynomial P with deg P < n —r. We can then argue,

(0" u)(22)| = (@ )| = 57 [u((0"¢)2)] < 6° " [l e,
because

/8’“gp@ dr = (—1)’“/@8’“@ dr =0,

for any polynomial () with deg @ < n. This suggests defining

9

[w]é?(K) = sup sup sup 9”7 |w(g0‘i,)
€K 5€(0,1] yep ()

where Dés) is the set ¢ € D, such that [ @P = 0, for any polynomial P with deg P < s.
With this definition, we can now assert

[ ulgz-tvi ) <

To complete the proof, we need to show that we can replace é\;}—lkl with Co Ikl = é\g‘_‘k‘.
Once this is achieved, then we use the first step to assert that u € C™, 9*u € CP for any k
with |k| = n, and the second inequality in (A.7).

(Step 3) Fix r € N. Pick ¢ € D such that the support of ¢ is contained in B;(0), and

/w(x)xk dx = o 1,

for every k with |k| < r (see Step 4 of the proof of Theorem 4.1 for the construction of such
¥). As in the first step, we always have

w = wy + Z(wnﬂ — W),

n=0

where

wa(@) = w (V7)) (W —wa)(@) = w (¢27)
where ¢ = /2 — ). Observe
/C(x)xk dx =0,
for every k with |k| <r. As in the first step,

w1 (2) = wa ()] < colw]g 2707,
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where ¢y = ||(||cr. This implies that if [w]z < oo for some v > 0, then w is a function. On

the other hand, N
w(eh) = w(ed +v) + > w (@5 ).
n=0
Clearly,
(A9) 0 (@) < ofulg 2,

which yields

> fu (#8067 < iyt =207 [ ol oo
n=0

/(s@*w /@D / P(z+y) dz dy =0,

for every polynomial P with deg P < r, and

Moreover,

o * Bllor < [|¢]lor / ol da.

From this, and (A.9) we deduce
[wley < clwlgy,

r

for a constant c¢. This completes the proof. U

The function spaces we have defined so far can be used to study the regularity of elliptic
PDEs. For the parabolic PDEs, we need to mollify our definitions so that we can take
advantage of the parabolic scaling (z,t) — (Ax, A?t). For this, let us set

dpar((,1), (", 1)) = | — 2’| + [t = ']V2 =t |(x = 2/t — 1) |par-
Note that we are slightly abusing the notation here because | - |4, is not a norm.
Definition A.2(i) Given a multi-index k = (ky, ..., kqp1) € N&T we write
|Klpar = k1 + -+ - 4 ka + 2kgy1.
A parabolic ball is defined by
Bs(a) = {z € R ¢ |z — alper <} .
Note |Bs(a)| = §9+2| B1(0).
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(ii) Given r € N, we write CJ,, for the set of functions u : R™" — R such that 0*u is
continuous for any k with |k|,, < r. We also write

lulleg, )= 10%u]l e (xo)-

|klpar<r

We simply ||u||cr

par

for ||lullcy, (re+1). We also write D, for the set of p € D such that the
support of ¢ is contained in B;(0), and [|p]lcr < 1.

par —

(iii) Given a measurable map ¢ : R — R, and a scale § > 0, we set
95((5:):,3) (y7 t) = 5id72§0 (571(3/ — l’), (572(t — 8)) .

We also write ¢, = ¢!, @° = @J.

(iv) Given « € (0, 1], and a compact set K, we define

u(z) = u(z)| (u — u(2), %)

[u]par;a;K = Sup ) [U}C;g‘ar(K) = Ssup sup sup

2,2/ €K |Z -2 gar 2€K 6€(0,1] Do o 7
where
(f.9) = f(2)g(2) dz.
Ra+1
We write Cy,,,..,. for the set of functions such that [u]perap, < 0o for every £.
(v) For n € Np and 8 € (0, 1], we write CJ for the set of functions u : R*! — R such that
uweC,, and 0"u € Cfar;loe for every k with |k|,qe = n. We put

HuHcf;;ﬁ(K) = HUHC{;T(K) + Z [aku]par;b’;K-

|klpar=n

(vi) Given a > 0, we define C%,,.,,.(RY) = C. to be the set C™#, where

par;loc loc

n=max{meNy: n<a}, f=a—n.

We also set

- PCC‘U) 2
[u]ce(x) = sup sup sup w?
zeK 5e(0,1] p€Do o

where

Pt)= Y Ty

|k[par<n
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(vii) Given a < 0, we write r(«) for the smallest integer r such that —a < r. We then
define

[uleg,, () = sup sup  sup 5" u(p}),
2€K §€(0,1] 9€@Dy(q)

We write Cy,, (K) for the set of distributions u such that [u]eq, (k) < co. We write Cf,,.,.(RY) =

ce for the set of distributions such that [u]ca (5,) < 0o for every £ € N.

par;loc?

(viii) For a =n+ g > 0, with 8 € (0, 1), we define

(k) = SUp sup sup 0 “u(p)),
€K §€(0,1] pep(n)

[ ga

par

where D™ is the set of ¢ € D such that

/cdea:zO,

for every polynomial P with deg P < n. The Holder-Zygmund C¢

par;loc

that [U]CA&T( Ky < 00, for every compact set K C RIFL. O

is the set of uw such

Theorem A.3 There are positive constants ¢y and c; such that for every a > 0,
(Al()) Co[u]par;a;ér < [u}Cgar(Br) < [u]par;a;Br_H'

The proof of Theorem A.3 is very similar to the proof of Theorem A.1 and is omitted
(simply replace the Euclidean balls with the parabolic balls).

B Wavelet Expansion

The classical Fourier representation is designed to express a function in terms of sinusoidal
functions x + €27

fe) = [ e an, g == [ O de

It can be used to solve linear differential equation and translation invariant operator such as
convolution. Though it suffers from the drawback the Fourier transform is a nonlocal oper-
ation. The theory of wavelets attempts to avoid this drawback by offering a representation
of a function in terms of a two parameter family of translates and dilates of a fixed function
of compact support. To explain this, we first describe Mallat’s multiresolution analysis (in

short MRA).
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Definition B.1(i) Given n € Z, we set A, := 27"Z. Given a L*(R) function ¢ : R — R
with [ ¢? dz = 0, we set

o0 (y) = 222" (y — 7)), ¢a =07,
for z € A,,, and n € Z. We also write V,, = V,,(¢) := span {gb(zn) ST € An} . Note
Vo =A{f: f(x)=g(2"x) for some g € Vj}.

(ii) We say ¢ is a (father) wavelet or a scaling function, if the following conditions are met:

(1) The family {¢, : = € Z} is an orthonormal set.

(2) Vo c Wi

(3) L*(R) = U, V.
The second condition is equivalent to the existence of coefficients {a, : r € Z} such that

(B.1) o) =22 " a,¢(2 — ).

rez
Note

a, = /21/2q5(2m —r)¢(x) dz, Zaf =1

r

(2) is also equivalent to the property V,, C V11 for all n € Z.
(iii) We define mother wavelet 1) by

(BQ) @D@) = 21/2 Z br¢(2x - T),

rEZ
where b, = (—1)~'a,. We also set ¥\ (y) = 27/2¢(2"(y — ).

(iv) Define the periodic functions

mo(¢) =272 Z a,e¥mrT . my(6) = 2712 Z b, e

Note that (B.1) and (B.2) mean
(B.3) B(&) = mo(§/2)0(¢/2), (&) = ma(§/2)(¢/2).
(v) The orthogonal projection onto Vj, is denoted by P,:
Paf =Y (L,80) 6, Quf = (Pays = Pu) f = D (£, 007) o

CLGAn aGAn
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Proposition B.1 (i) For every &,

(B.4) Do +n)F = (g +r)f

reZ reZ

(ii) The set {m&") : x € A,} is an orthonormal set. Moreover, if W,, denotes their spans,
then Vo1 =V, @ W,. As a consequence, we have the following decomposition:

(B.5) L=@PW, =V, oW, & W1 ® ...

nel

Proof(i) For (B.4), observe

Soe = (b b1) = (b, ) /\¢ (O™ de = /[Z\¢§+n

ne”L

27ri€§ df
)

for every ¢ € Z. Hence the periodic function 3_ (€ + n)|> must be 1. In the same fashion
we can show that Y |p(§ +n)|* = 1.

(ii) It suffices to verify the claim of this theorem for n = 1. Evidently,

or(x) =22 " ap o $(22 — 1),

T

for every k € Z, and

w ¢k Zb Qr_2k = Z(—l)TCLl,T Ar—2k = — Z<_1)T/ar’72kalfr’-

7,/

where 7’ and r are related by 1 — ' =r — 2k or 1 — r = v’ — 2k. From this we learn that
(¥, ¢y = 0. As a result, ¢, € Wj for every ¢ € Z. On the other hand

(W, the) = Z brbr—o¢ = Z a1—rO1—pi20 = Z Arrya0 = (@, P—) = oz,

which confirms that the translates of 1) forms an orthonormal set. It remains to show that
the translates of ¢ span Wj. For this, it suffices to show

(B.6) oW () = 2"26(22) = Y (cxdla — k) + ditp(z — k),

kEZ
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where ¢, = (1), ¢p), and dj, = (¢V),1);,). To see this, observe that if ¢(z) = ¢(—x), then

~

¢k /¢ QZ; e2mikE dé = /qb £/2) Qg (&/2)mo(£/2) p2mikE de
:/’$(§)|2m0( emike dé = / Z’¢ §+n mo(f) Ak d¢

neL
1
I/ Mo (€) '™ dg =27 ay,.
0

where we have used (B.3) and (B.4) for the fifth and the last equality. Likewise

~

(60,0 = [ G0(E)(E) ke ae = L / B(E/2)0(/2)mn(€/2) €28 d

:/|$(£)|2m1( pAmikg dé = / Z|¢§+n ) Amiké d¢

nez

/ My (&) e de = 27 by, = 271 2ay .
As a result,

D (el +1dil?) =22 ) (Jazl® + lar-ail?) Z llar|* = l16"I7--

k k

From this we can readily deduce (B.6). O
Example B.1(i) (Haar Basis) When ¢ = 15, then ¢(z) = L(x € [0,1/2)) — L(z €
[—1/2,0). Moreover, f € V,, iff f is constant on dyadic intervals [127", (i + 1)27".

(ii) (Shannon Basis) This is basically the Haar basis in the frequency space. In other words,
we choose ¢ such that ¢ = 1|_;/5,1/9], so that

1/2 .
o(z) = / / 2w de =2 sm(ﬂ'x).
—1/2 mwr

O

A fundamental result of Daubechies [D] guarantees the existence of a regular wavelet
basis.

Theorem B.1 For everyr € N, there exists a scaling function ¢ : R — R with the following
properties:

(1) The function ¢ is of compact support and in C".

(ii) The corresponding space Vi includes all polynomials of degree r.
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Instead of an orthogonal basis, it is also useful to search for a biorthogonal basis. Such
basis would be natural when we we wish to have a MRA for divergence-free or curl-free
vector field. As a warm up, we make the following observation:

Proposition B.2 Let (¢,1) be a scaling and wavelet functions of a MRA, and assume that
(o, ¢*,¥*) is a pair of C' functions of compact support such that

x+1 x
B7)  6lx) = p(x) — gz~ 1), / o) dy = o"(),  ¥*(z) = / ’.

Then ((¢a, ¢%) : a € Z) is a biorthogonal collection, and

d /4 d - /d

where

Pog =3 (0.0l A Qug= 3 (i) w,
a€A, achy
Proof We note that if ¢(z) = ffoo ¢, then
<Ta807 SO*> - <TaS0,7—_1QE - ¢> - <Ta+1¢ — Ta¥, 95> = _<Ta¢,7 ¢> - <Ta¢7 ¢/> = <Ta¢7 <5> = 60,0,7

verifying the biorthogonal condition. On the other hand,

d d n
ZPuf = Y () ol = 30 (fol) () =)

aEAn aEAn
d
=> <f, ol — ¢£732_n> P ==>" <f, d—¢z<">> ol
a€hn, acA, v
-y gy o _p (DY
dz”’ ¢ ¢ "\ dx
ac€l\,

Furthermore,

d o A d .o\ a4  m
—Quf =) (fol") ol ==3 <f, ! >> e

a€A\y, a€h,
d d - df
— E el x(n) \ 2 (n) -
acA <d:r: e > dx Ve O (dx> '
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We may use the pair (¢,) to build a similar multiresolution decomposition for L?(R?):

(i) Set A4 =277 The collection of the maps ¢%" : R? — R;x = (z1,...,74) € A, of the

form
d

¢g7n( ) ¢dn yla"'??-/d H¢xl yl

forms an orthonormal set in L?(R?). The span of these maps are denoted by V,(R%) = V/,.
(ii) Let ¥ denote the set of functions 7 : R? — R, defined by

= HQ‘(%‘),

where (; € {¢, 1} for each i, and that at least one of (; equals to ). Givenn € ¥ and z € A4,
we define

nem(y) = 2"p(2"(y — 2)),

The collection {n¢" : = € A4 n € U} is an orthonormal set and its span is denoted by
W,(RY) = W,. The decomposition (B.5) continues to be valid in higher dimensions. In
particular, any f € L?*(R?) can be decomposed as

(B.9) F= (F00met+ >3 > Y (fondmmd

zeAd m=n ne¥ gecAd

where (f, g) is a short-hand for the inner product [ fg dz.
Let us note that as an immediate consequence of Theorem 2.1(iv), we have

(B.10) / ne™(y)P(y) dy =0,

for every polynomial P of degree r.

Proposition B.3 Let (¢, ¢, p*, ") be as in Proposition B.2, and set
(z) = (p(z,1),... 0z, d),  @*(z) = (¢"(2,1),...,9"(z,d),

where
=) [ o), @ (,4) = " () [ [ o(x;).
JF#i JF#i
Then Then ((®q, %) : a € Z) is a biorthogonal collection, and
(B.11) VP f =P (V)= (B (£).
where

Pig=> {g.0:M (1)) @M (-,0).

acAd
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C Hopf Algebra

In this chapter, we give an overview of Hopf algebras.

Definition C.1(i) Given a field k, by a k-algebra A, we mean a k-vector space that is
equipped with an associative product. There are two equivalent way of describing a product,
either as a bilinear map ¢ : A x A — A, or a linear map m : A ® A — A, which is related
to ¢ by m(a ® b) = g(a,b). Throughout, we adopt the latter. Sometimes we write a -, b for
m(a ® b). By associativity, we mean such that (a -, b) -y ¢ = a -, (b ¢). We say that the
algebra A is unital of it possesses a unit element 1. By an slight abuse of notation, we also
write 1 for the map k to A that is defined by 1(c) = c1.

(ii) Let A be an algebra with a product m. We may use (A, m) to define an algebra
(A® A, my) with
(Cl) mo ((a1 X bl) X (&2 X bg)) = m(a1 X &2) X m(bl X bg)

If (A, m) is unital with the unit 1 4, then (A ® A, ms) is also unital with T ggs = 14 ® 1 4.
Note that we may write
me = (m®m)o (id® TR id),

where 7(a ® b) = b ® a. O
Example C.1 Given a k-vector space, the tensor space
T(V) = @nENoV@m?

is a unital algebra with the product m(a,b) = a ® b (by V®® we mean the field k). If
dimV = ¢, and {ey,...,e/} is a basis for V, then the set of e;, ;. i1,...,4 € {1,...,¢(}
forms a basis for T'(V'), where ¢;,

-----
; -/ = e S 2/
i X 611 €it,..y UgyB5eeenly

,,,,,

We may regard a = (iq,...,4) as a word with letters in {1,...,¢}. d

We next discuss coalgebras. To motivate the definition, imagine that A* is a dual of A
with a pairing (-,-) : A* X A — R. This pairing induces a pairing

() (AT AT) x (A ) = R,

such that

(f®g.a@b) = (f a)g,b).
Now if we have a multiplication on A*, say m, we may attempt to turn m to a suitable
operation on A:

(C.2) (m(f®g),a) = (f ®g,Aa),
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ie., A =m*. If we write
Aa=) Vel

then

(i(f @ g),a) = > (') (g, D).

i

Definition C.2(i) Given a field k, by a k-coalgebra A, we mean a k-vector space that is
equipped with an associative coproduct A. By the latter, we mean that A : A - A® A is
a linear map, such that if we define m by (C.2), then the pair (A*,m) is an algebra. The
associativity of m yields a property that is referred to as the coassociativity of A. This can
be expressed directly with no reference to the dual space:

(ARid)oA=(id®A)oA: A— A® AR A.

We say that the coalgebra A is counital of it possesses a counit element 1’. By this we mean
1’ : A — k is a linear map such that the maps (id ® 1") o A (respectively (1’ ® id) o A) is
an isomorphism of A ® k (respectively k ® A) and A. That is,

[(ld® 1) o Al(a) = a®1, [(1'®id)o Al(a) = 1Ra.

Here 1 is the unit element of k. Equivalently, if Aa =Y, a’®V’, then

(C.3) Z 1'(a)@b = W ()W =a, Y del'(}) Z 1'(b)a

7

(ii) We can use A to define a coproduct on A ® A by
Ny ARA—-ARARAR®A, Ay=(id®7R®id)o(A®A).
Also if A is counital, we set

Ves=1, 01, AQA—kQk=k.

(iii) Let (A;m, 1) be an algebra, and (C; A, 1’) be a coalgebra, and let L;(C, A) = L(C, A)
be the space of linear maps from A to C. We may define a product on L(C, A) by
FxG=mo(FRG)oA.

We refer to x as a convolution; note

(C.4) Aa=) debt = (FxG)( Zm ) @ G(bY)).

)
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Moreover, 1 o 1 is a unit element for the product x: If Aa = >, a’®0b’, then by (C.4), and
(C.3)

(Fx (Lol Zm N @ 1(b)1 Zn (b)F

= F (Z 11'<bi)ai> = F(a).

(iv) If A =k in (iii), we may identify L;(C, k) with C*, the dual of C, where the pairing is
(f,a) = f(a). The corresponding * = A* is denoted by *a. O

Example C.2 We give a simple example of a coproduct on T(V). To avoid confusion
between the product ® on T'(V') and our coproduct, we also use X for the tensor product,
so that A : T'(V) — T(V) K T(V). Assume that {e1,...,e,} is a basis for V, so that for
a = (il,...,in),

€ =6 X -Re;.

Ae, = Z e, X ep.

(a,b)=c

We define a coproduct by

O

Definition C.3(i) Assume that (A;m, 1) is a unital algebra, and (A; A, 1) is a counital
coalgebra. Then (A;m, 1; A, 1') is a bialgebra, if A is an algebra homomorphism between
(A,m,14), and (A® A, ma, Laga):

(C.5) A(m(a®Db)) =mao(Ala) @ A(D)), A(ly)=1,4® L4.

Equivalently, m is a coalgebra homomorphism from (A ® A, Ay, 1y, 4) to (A, A, 1).

(ii) We say (H;m,1; A, 1';S) is a Hopf algebra, if (H;m,1; A, 1") is a bialgebra, and S
satisfies

(C.6) mo (id®S)o A=mo (SQid)oA=Tol" =:1,.

Equivalently, id x S = S % id = 1. We refer to such a map S as an antipode. Note,

Aa=> a'®i = > Sa',d =Y d'-,Sit=(1'ol)(a) =1'(a)l.

(iii) Let (H;m,1;A,1’;S) be Hopf algebra. We write G(H) for the set of characters of
H. By a character we mean a linear g : H — k such that g(hq - h2) = g(h1)g(hs), and
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g(1) = 1. The latter condition is equivalent to ¢ # 0 because the former implies that
g(h) = g(h - 1) = g(h)g(1).
(iv) We say a bialgebra (H;m, 1; A, 1’; S) is graded and connected (or simply graded if there
is no danger of confusion), if

H= @neNana S H, — Hn, m: H7,®HJ — Hi,jv A H, — @i—i—j:n HZ‘®H]‘,
and Hj is spanned by 1. 0

Example C.3(i) Let k be a field, and let (G,-) be a group. We write kG for the vector
space freely generated by the elements of G. Define linear maps m : (kG) ® (kG) — kG and
A kG — (kG) ® (kG) such that

m(g1®g2) = g1- g2, Alg) =9®g,

for every g1, g2, g € G. We can readily show that (kG;m, 1; A, 1) is a bialgebra, where 1 is
the unit element of G, and 1’ : kG — k is defined by

HI(Z Cigz') = Z Ci,

for ¢; € k, g; € G. To see this, first observe that the corresponding product msy on (kG)®(kG)
satisfies

ma(g1 ® g2, h1 ® ha) = (g1 - h1) @ (g2 - ha).
As a result,

A(g-h)=(g-h)®(g9-h) =ms(9®g, h@h) = ma(Ag, Ah),

which implies that A is a homomorphism. Moreover, if we define a linear map S : kG — kG
so that S(g) = ¢g~', then S is an antipode because

m(S®id)A(g) = m(S®id)(9®g) =g '-g=1=101'(g).

(ii) Let A* be the space of smooth functions f : RY — R with the pointwise multiplication.
The differential operators (0/0xz; : i = 1,...,d) generate an algebra A that consists of the
linear span of operators (0% : k € Ng), with the composition of operators playing the role of

multiplication:
m(0F®0") = 0% 0 0" = O

Using the pairing
{f, D) = (D)(0),
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we can turn the pointwise multiplication to a coproduct A on A. From

(f9.0") = " (f9)(0) = > (& N)0)(@'9)(0) = > (f®g.d Y,

s+0=k s+l=k

=) red

s+l=k

It is straightforward to check that (A;o,id; A, id') is a bialgebra, where id’(9%) = 0y 1,. More-
over, if we define a linear S : A — A, by S(9%) = (—=1)*9*, then

we learn

[m o (id®S) 0 A(0") = [mo (idS)] Y o*®d = Y (-1)0* =0,
s+Hl=k s+l=k

whenever k # 0.
(iii) Let V be a k-vector space with a basis {e1,...,e,}. Recall that if I = {1,..., ¢}, then

{ea:acPUIU---UI". ..}, e=1, ey

.......

is a basis for T'(V'). Note that H = T'(V) is graded with H,, = T,,(V') which is spanned by
{eq : a € I"}. We consider a Hopf algebra (T'(V);uw, 1; A, 1';.S). Here the shuffle product

w is defined by
€q LU €y = Z €c,
ceSh(a,b)

where Sh(a,b), a = (i1,...,ix), b= (J1,...,Jw) is the set of permutations c of the index set
(a,b) = (i1, ... ik, j1,- - ., Jir) which preserves the original ordering of a and b. For example,

€ij W €y jr = €jjir 50 + i jjr + Cir i gt €irggr + Cir g € g

Note that the cardinality of the set Sh(a,b) is (‘“Wb'), where |a| denotes the length of a.

The unit is 1 = ey = 1. The coproduct is defined as

n—1

(C.7) Aleq) = Alegy, i) =€ X1+ 1 Xe, + Z €(ir,in) D Cligs1,msin)-
k=1

As for the counit, we simply have 1'(e,) = dq0. Finally S(eg,...i,)) = (—=1)"S(e,,...ir), OF
more generally
S(n®...Qu,) = (—1)"S(0,®...Ruv).

To verify (C.5), observe that if a € I"™, and b € I", then

m-+n

(C.8) Aleqwey) = > Ale)= Y. epi X e,

c€Sh(a,b) c€Sh(a,b) =0
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where ¢* and ¢ represent the terms that appear on the right-hand side of (C.7). On the
other hand, w induces a product Ly which is isomorphic to the shuffle product on V X V.
By definition,

(6o Mew) s (e, Xey) = (e, Wwep) X (e Wey).

Hence
A(ea) Ly A(eb) = <Z €qi X 6&1‘) Ly <Z Cpi X 6&-)
i=0 Jj=0
(C.9) = Z Z(eai Wi epr ) X (e L €g,)

i
[e=]
<
o

s I

NE

Z Z Géij X Géij .

J=0 cj;€Sh(a’,b7) ¢ eSh(at,bi)

2

Il
=)

It is not hard to show that there is one-to-one correspondence between the right-hand side
of (C.8) and (C.9).
We think of I as the set of alphabet, and a as a word. When there is no danger of

confusion we write a for e,. Also, we write a; = (i1,...,4;), a; = (ij41,...,%,), Wwhen
a = (iy,...,i,), and write al for (iy,...,i,,¢). Note that with these conventions,
(C.10) (ak)w (bl) = (aw (b)) k + ((ak) wb) L.

We now show that S is an antipode. For this, we show that if a # ), then m o (SXid) o
A(a) = 0. We may verify this by induction on |a|. The case |a| = 1 is strightforward. When
la| =n +2 > 2, we write a = kbl =: a’l =: ka" with k,¢ € I. Observe

(m o (SXid) o A)(a) =m o (SKid) (a&]l + 1Xa + 2”: ((kbj)@(?)jﬁ)))

J=0

—m ((Sa)&]l + 1Xa + i <5(/€bj)g(515)))

J=0

—Sa+a+ i (S(k:bj) W (zaje))

—Sa+a+ zn: (S(kbj) L z;j) =3 ((Sbj) " (zsje)) k

J=0

= — (Sa"Vk+a'l + (i(Sa;) " a;) (- <§n:<sag) " ag) K

J=0 J=0

= ((m o (SKid) o A)(a’)) £ — ((m o (SKid) o A)(a”)) k = 0,
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where we used S(kb;) = —(S5b;)k and (C.13) for the fourth equality, and we used the induc-
tion hypothesis for the last equality. O

Proposition C.1 When (H;m, 1; A, 1'; S) is a Hopf algebra, then (H*; A*,m*, 1""; m*, 1*; §*)
is also a Hopf algebra. Given g € H*, set 'y = Ay € L(H) = L(H, H), where Ay(f) = feg.
(i) The set of characters (G(H), A*) is a group, with g~' = go S, and the unit 1'".

(ii) The map I' : (H*,®) — (L(H),o0) is a homomorphism i.e.,

(C.11) r
Moreover, I'y = (id®g)A.

(iii) Define

gieg2 — F91 © ng'

Z(H)y={he H: gh)y=0 forallge G(H)}.
Then

(C.12) Gy(h1 m h2) = Ty(hy) -m Gy(ho) € Z(H).
Proof(i) To ease the notation we write
g1 0 g2 := AN (1®g2),  hi-he :=m(hi,ha), ki -2 ko =mo(ki, ka).
Take hy, hy € H, and write
Ahy =Y hi@hi,  Ahy = hi@hi.
Assume that g1, g2 € G(H). We have

(91 @ g2, h1 - ha) =(1®g2, A(hy - h)) = (1®ga, A(h1) -2 A(ha))
= (9180, (0001 -2 (1))’
Y]
=D (1@, (hi - hg)@(hi - h))’
Y]
=" g1 B 1) (.- 1)
Y]
=Z<91, h§><91, hg><927 h§><92’ il%>
Y]
= Z(g1®gz7 hi@hi) (g1®g2, h@h)
Y]

=(1®9a, Ah1>/ (91292, Ah2>/ = (91 @ g2, h1) (g1 g2, ha),
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which implies that g, @ go € G(H). On the other hand, if g € G(H), and Ah = 3, hi®h?,

(go(g09),h) = (9(g0S),Ah)" = (9&(g0 5), h'@h")

i

—Z g.h')(go S, hi) = Z<g, h')(g, S(h'))

= S lg. 1 S :<g,zhl > 1'(h){g, 1) = 1'(h),

as desired.

(ii) We certainly have
(f, (Fgl © ng)h> = <(A92 ° Agl)fv h) ={((fegieg,h) = <A91092f7 h) = (f, Fg1°92h>7
proving (C.11). As for (C.12), observe that if Ah = Y, hi®h’, then

(f:Dg(R)) = (Ag(f). h) = (f @ g,h) = (f&g, Ah)’ th@ (')

=f (Z g(%hi) = f ((z’d@g) me) — (f, (id2g)Ah),

as desired.

(iii) If g1, g2, hy and hy are as in (i), then

<91>Fg2<h1>-rg2<h2>>=<gh(Z (i) h’> (Zgz ' >>

= Zgz (h})g2(hb) (g1, hi - hd)
= Z 92, 15) (92, 13) (91, hY) (g1, h3)

= <91 ® gy, hy- h2> = <g1,rgz(h1 : h2)>-

Here for we used our calculation in part (i) for the last equality. U

Proposition C.2 If (H;m, 1; A1), with H = ®pen, Hy, is a graded bialgebra, then there
exists a unique S : H — S such that (H;m,1; A, 1';S) is a Hopf algebra. Moreover, if
h € H,, then

n

(C.13) Sh="> (I, —id)"™"

m=0
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D Spectral Gap and Logarithmic Sobolev Inequality

Consider a probability measure on R of the form
p(dz) = Z e B dg,
and consider the inner product

() = [ fo dn,

on the Hilbert space L?*(p). Consider a diffusion with the generator
L=-) 00,

where 0; is a differential operator, and 9} is the adjoint of 0; with respect to the inner product
(+,+). The operator —L is non-negative definite, and

D(f) = IfIIf = (Lf, f) =D _(8:f)* dp.

(2

In the case of Ginzburg-Landau model, we choose

@)=Y V().

and consider a periodic lattice Zy = {0,1,..., N}, with 0 = N, and 0; = D, ;1.
Using and idea of Bakry and Emery, we can prove a Poincare-type bound

(D.1) [ - (/f du>2 < D(f),

for a reversible Markov process by bounding from above the Sobolev’s H* norm by the H?-
norm. To motive this idea, observe that if || - ||s denotes the H, Sobolev norm, and 7} for
the semigroup e**, then

d d
ST llG = 2Tf, £Tf) = =TS} ZITef It = —20LTf, £Tof) = =T f Iz
From this it is not hard to see that a bound of the form

(D.2) lglli < ellgllz,

would lead to an exponential convergence of T;f to [ f du in L* sense. Alternatively, we
may use the spectral representation of the symmetric operator £ to show that (D.3) and
(D.2) are equivalent. A mollification of the above calculation leads to a logarithmic Sobolev
inequality.
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Theorem D.1 If D?V(x) > ¢!, then

(D.3) W) = [ Flog s du < aN*e(f)

Proof. Let us write T? = e'* for the semigroup associated with the generator cL. To ease
the notation, we write

V= (81, c. ,8N_1).

This allows us to write

L=V-V—(VH)-V.
Define

2T (f,9) : = L(fg) — fLg —gLf =2V [ - Vg,

i\
£i/f = Clogf+[VlogsP [ Ta(fig)du= [VF-Vgdu=- [ regdn

where 0;; = 0, 0 0;. Now if f is a probability density with respect to p and f; = T3 f,
h(t) = [ filog fidu, then

W(t) = /(logft)ﬁft dp = —/Fl(fulogft) dp,

W) = — / (Cu(LfNog £) + T2 (f L1/ 1)) dp
= [ (£h- L10g i~ T Llog £) = T1(f Vo £7) d
_ _/(thl“l(logft,ﬁlogft)—|—F1(ft,]V10gft]2)) du
:/(—2ft]?1(logft,£logft)+ft£|Vlogft|2)) di
— [ flaog fulog f) du = [(VE) SV f

On the other hand,

OiH (z) = V'(2;) = V(zis1),  OuH(x) = V"(2:) + V" (i),
&&HH(x) = 8Z+181H({L') = —V”(ZEZ'_H),
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and 0,0;H (x) = 01if [i — j| > 1. Hence, if > . g; = 0, then

/(VQH)VQ g = Z(Vﬂ(%’) + V" (@i11))g7 — 2V (2i41)9igi 1

i

= Z V" (@ie1)(gior — g1)° = ¢! Z(giH — ;)

> 20 Y

)

because
(95— 90)° < Nzgf, go=N"" Z(go = 9i)-
As a result,
J(@mvg gz 20 [T )5 dy = ).
Hence

/ VPLF dy = —H(0) > H(t) — (0) > 2 "N (R(0) — h(t)),

and this implies (D.3) provided that we can show that lim;_,., h(¢) = 0 for a subsequence. To
see this, first observe that if g, = \/f;, then [ gidy = 1 and [° [ |V |* dudt < oo. Hence for
some t, — 00, we have that [ |Vg;, |[* dy — 0 as n — oo. From this, we deduce that g;, — 1
in £2(u) by Rellich’s theorem. Hence f; — 0 almost everywhere along a subsequence. Note
that if we assume that f is bounded, then {f;} is uniformly bounded in ¢ and we may use
the Bounded Convergence Theorem to deduce that lim; o, h(t) = 0 for a subsequence. This
implies LST in the case of the bounded f. The general f can be treated by a truncation.
For example, for every ¢, choose a smooth non-decreasing function ¢, such that ¢,(f) = f,
for f <, ¢o(f) =L+ 1, for f >0+ 2, ¢ <1 everywhere, and ¢o(f) > ((+1)f/ (0 + 2),
for f < ¢+ 2. Given a density function f, we set f* = ¢,(f) and apply LSI to f*. We then
send ¢ — oo to establish LST for arbitrary f. O

E Central Limit Theorem for Markov Processes

Let x = (z(t) : t € R) be a continuous time Markov process with a polish state space E,
the transition kernel py(x, dy), and the infinitesimal generator L:

Tof(x) = e f(x) = E"O=" f(a(t)) = / £(4) pile, dy).
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Assume that 7 is an ergodic invariant measure for the process z(t). By the classical ergodic
theorem,

t—o00

t
(E.1) lim tl/o Og(s) ds = .

We are interested in the question of central limit theorem for the convergence in (E.1). In
other words, we wish to study

E—00

t/e
(E.2) limm, ;= lim e~ /2 [5/ Oa(s) ds — tw] )
e—0 0

Let us write £L = A+ S, with S symmetric and A antisymmetric. Define

D(f) = fIIF = (=Lf. f) = (=S]. ).

This is well defined for f € D := D(L)ND(L*), where D denotes the core (so that the graph
of the operator is closed). The completion of (D, | - ||1) is denoted by H;. Note that || - ||;
is only a semi-norm. We can turn it to a norm by first defining equivalent relation f = g
iff ||f — g|]l1 = 0, and then taking the equivalent classes. (In the case of ergodic invariant
measure, ||| = 0, means that h is a constant.) We also set Hy = L?(r), and write || - ||o for
the L2-norm. The dual space H_; is also Hilbert space with the norm

1£12y = sup (2(f, 9) — llglly) -
geD

Note that for h € D, we always have f = Sh € H_;, and that || f||—; = ||h]|1. One can show
that the set of such f is dense in H_;. Indeed the map & : H; — H_; is an isometry.

A standard trick for CLT in our context is that if V' is in the range of £, i.e. —Lu =V
for some u € D, then we can express

t
X(t) = / V(xz(s)) ds = M(t) — u(z(t)) + u(z(0)),
0
for a martingale M. With a mild regularity on u, we can guarantee
eV2X (t)e) = V2 M(t/e) + O(eV?,

which reduces the question of CLT for X to that of M. Since in general we do not expect to
have a nice solution u for our Poisson-like equation, we switch from (—£)~! to the resolvent
(A — £)~!. In other words, we find uy such that
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From this we deduce

Aluallg + lluxlizn = (un, V) < lualla [V -1
Hence
(E.4) Mluallg + luxllzn < VG-

We then establish a CLT for X by showing the the corresponding martingales (M* : A > 0)
form a tight sequence as A — 0. Though for the tightness we need more than (E.8).

Theorem E.1 Let V € Cy(E) be such that [V dr =0, and define the family uy, X\ >0 as

(i) If M|uallz2 = 0, in low X limit, and there exists u € H; such that
(E.5) }\ILT%HU)\—QLHl = 0.

Then the process
t/e

XE(t) = 51/2/ V(a(s)) ds,
0
converges to a Brownian B motion (with possibly degenerate variance).
(ii) (Kipnis-Varadhan) When A =0, and ||V||-1 < oo, the conditions of part (i) are always
met, and
EB(t)? = 2t|V||5-:.

(iii) More generally, assume that there exists a constant Cy such that

(E.6) (f;=Lg) < Collf 1 llgll,

for all f,g € D. The the conditions of part (i) are met whenever ||V |- < oc.

Proof(i)
(ii) When A = 0, we have

m(dx)p(x, dy) = 7(dy)p:(y, dx).

This is equivalent to saying that the bilinear form
D(f.g) =~ [ fLg dr.
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is symmetric. Let us write E™ for the expected value when x(0) is distributed according to
the measure 7. We can write

T2 t z(s 52: Tt t z(8y (89 S9 > 81) dsidss
E[t /Ovu))d] 287 0 [[ Vi)V (alsa) 1o 2 50 dsad
R -1 // V(a(s)V(2(s +0) (s € [0.4], s+6€0,e], 8> 0) dsdd

R -1 // V(a(O)V (2(@)1 (s € [0.4], s+0€ 0,4, 8> 0) dsdd

R -1 /0 (= OV (@(0)V(x(0)) b = 2 /O t (1-2) v.eev) as

From this and the monotone convergence theorem we deduce

2

@) e [ [ Vi) as] =2 [T ds—awco vy = 2V,

provided that ||[V| g-1 < oo. For such a function, we expect that a CLT to hold as the
following result of Kipnis and Varadhan [KV] confirms.

Observe that if there exists a function u € C,(E) in the domain of the definition £ such
that —Lu =V, then

IVIE— = —{Lu,u) = D(u) = [Jullf < oo,
provided that D(u) < oo. In this case one can establish Theorem 6.1 by observing that if

M(t) = u(z(t)) — u(z(0)) — /Cu(x(s)) ds, N(t)=M()?— /0 (Lu® — 2ulu)(x(s)) ds,

then the process M (t) and N(t) are martingales, and
t/e
(E.8) 51/2/ V(xz(s)) ds = e>M(t/e) + E.(t) =: M.(t) + E.(t),
0

with E.(t) = '/2(u(x(0)) —u(x(t))) = O(¢'/?). Note that by (E.8), we only need to establish
a CLT for M., and with the aid of Doob’s inequality we can establish the tightness of the
family {M. : € > 0}, and if M is a limit point of this family, then the processes M(t), and

N(t) = M(t)* = tlullzp = M(t)* = 2t V5,
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are martingales, because by the ergodic theorem,

t/e t/e
lime/o (Lu? — 2ulu)(x(s)) ds =limE 5/0 (Lu® — 2uLlu)(x(s)) ds

e—0 e—0

e—0

t/e
— _9lmEe /0 (wlu)(x(s)) ds = 24D (w).

(Step 2) We wish to show that if ||V'||z: < oo, then there exists u such that —Lu =V, and
D(u) < oo. Note that for A > 0, we can always invert the uniformly positive operator A — L:

uy = AN—= L)'V = / e MV dt.
0

On the other hand from Auy, — Luy =V, we learn
Muallze + lluallzn = (ux, V) < fluallm [V [ -1

In particular
luallen < V-1, Mluallze < IV |a-a

Hence Muy — 0 strongly in L?, and, along a subsequence uy — u weakly in H'. As a
consequence,

llull3: < Hminf [|uy|[3: < liminf(uy, V) = (u, V) = ||Jul|3:.
A—0 A—0
From this we learn that uy — u strongly in H' along a subsequence. 0

We assume that the process x is stationary i.e., z(t) is distributed according to .

Theorem E.2 Assume that F': Ex[0,T] — R is a continuous function such that F(-,t) € D
for every t € [0,T]. Then

(E.9) E™ sup (/OtSF(S,x(S)) d8>2 = E" /OT 1F(s, )| ds.

tel0,7
Proof We note that the reversed process (z(T' —s) : s € [0,7]) is also a stationary Markov

process with the generator £L* = —A + S. For a sufficiently nice function F(s,z), the
processes

M(t) =F(z(t),t) — F(x(0),0) — /0 (0s + L)F(s,x(s)) ds,

N(#) =M(t)? — /0 (LF? — 9FLF) (s, 2(s) ds
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are Martingale with respect to the (forward) filtration (Fs : s € [0,7]), where Fy is the
o-algebra generated by (z(0) : 6 € [0, s]). Similarly the processes

M(t) =F(x(T —t),T — t) — F(«(T),T) — /Ot(—as + LYF(T — s,2(T — s)) ds,

o~

N(#) =TE()? — /0 (L - 2P L) (5. 2(s)) ds

are Martingales with respect to the (backward) filtration (F, : s € [0,7]), where F, is the
o-algebra generated by (z(T' —0) : 0 € [0, s]). Evidently

M(T —t) — M(T) = F(z(t),t) — F(z(0),0) + /0 (=05 + L5V F(s,2(s)) ds.

As a result,

o~ o~

M(T —t)—M(T)—M(t) = Q/OtSF(s,:c(s)) ds,

which leads to the bound

E™ sup (/Ot SF(s,xz(s)) d5>2 < 3E™ sup <2M(t)2 + M(t)z) :

te[0,T] t€[0,7]
From this and Doob’s inequality we deduce (E.9). O

Theorem E.3 Assume that V : E x [0,T] — R is a continuous function such that V(-,t) €
L*(m) N'Hy for every t € [0,T]. Then

(E.10) E™ sup (/OtV(Sw(S)) d8)2 = E” /OT IV (s, )12y ds.

te[0,T

Proof
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F Martingales

Let (2, F,P) be a probability space, and let F= (Fn: n €N) be a filtration i.e., each F,
is a sub o-algebra of F, and F,, C F, 1 for every n € N. A collectionX,, : 2 — R is called
a sequence of martingale differences with respect to Fif (M, =X;1+--+X,: neN)
is a F martingale (with My = 0). In other words, X,, € F,, and E(X,, | F,,—1) = 0 for and
n € N. Here Fy = {, Q} is the trivial o-algebra. It is not hard to show

E(X, 4+ X,)? =E(X?+ ...+ EX?).
because EX; X; = 0 when ¢ # j. We can prove more:

Theorem F.1 There exists a constant C, such that for every p > 1 and every martingale
difference (X, : n € N),

(F'1> E(Xl + e ‘|‘ Xn)p S CpE<X12 + e + )(,3)10/2 S Cp <<EX{))2/p _|_ e _|_ (EXf)Z/p>p/2_
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G Parabolic Regularity

Definition For @ € R and p > 1, the Banach space (H*?, || - ||4, is defined by
HP o= (1= D)™2(LP),  ulflap = [|(T = 2)72ul],

where || - ||, is the usual LP-norm. The space H; ' is the set of all the distribution u such
that ully € H*P, for every bounded open set U. For a € (0,2) and p > 1,

letllap ~ Nully + [| A 2ull,,

Where,
fla+y) — flz) .

A2y (z) = PV.
(=) ylre

Rd

where P.V. stands for Cauchy’s principle value. For u : R? x [0, T], the corresponding H®?
is defined as

T
mmpzé ()|, d.

Theorem G.1 Let A > 0,a € R,p > 1, and T > 0. For any u’ € H**? and f € H*P,
there is a unique solution u € H?*T*P, to the initial-value problem

(G.1) up=Au—u+f, u(x,0)=u’().
Moreover, for any 0 € [0, 2], there is a constant C' = C(0,p,d,T) such that for all X > 1,

1 o_
lullap < CA7 1t lo+ap + A2 1 fllap)-

Proof Let P, = ¢®. We wish to obtain a bound on ||u|a12,, which holds uniformly in
A > 0. For such a bound, observe that by Duhamel’s formula,

(G.2) u(z,t) = e M(Pul)(z) + /0 eMP,f(t — s, 1) ds.

Observe that using
t
A/ (Psh) ds = Pth — h,
0

/0 \(Ph) ds

we deduce

= [[Allap-
a+2,p
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Hence, for every \ > 0,
lullarzp = 1u’llarzp + [1f lap-

Moreover, for 6 € (0,2), we have
(G.3) 1PAllo, < 572,

Using this, and (G.2),

T T t p
Jullz,, < / N Pl it + / ( / MUPF(E — 5. losap ds) di

T T T P
§||Ptu0||a,p/ e M dt +/ (/ eASs_e/ZHf(t — 8, )ap ds) dt
0 0 0

_ po
j)\ 1Hung+a,p+>\2 p”fHa»p)'

For the last inequality, we used Holder’s inequality, and

T AT
/ e)\sSfQ/Q ds = )\9/21/ 65879/2 ds < )\9/271.
0 0
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