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1 Introduction

Stochastic differential equations are ubiquitous in many disciplines of science. For an ex-
ample, imagine that the velocity of a particle suspended in a fluid at position x and time t
is u(x, t). Then the ordinary differential equation (ODE in short) ẋ = u(x, t) can be used
to determine the position x(t) of the particle at time t. To take into account the thermal
fluctuations of fluid molecules, we may use a stochastic differential equation (in short SDE)
for the dynamics of the particle, namely

(1.1) ẋ(t) = u(x(t), t) + σ(x(t), t)η(t),

where η represents the white noise, and the matrix σ(x, t) measures the size of fluctuations
at (x, t). Now imagine that the fluid is incompressible that is subject to an external force
f . Then a classical model for the evolution of the velocity field u is a partial differential
equation (in short PDE) known as Navier-Stokes equation, namely

(1.2) ut + (u · ∇)u = ν∆u−∇P + f, ∇ · u = 0,

where P represents the pressure, and for simplicity we have assumed that σ =
√

2νI is a
constant multiple of the identity matrix. In many models of interest, we may take f to be
random (for example, f is white in time and correlated in space), and the resulting equation
is an example of a stochastic partial differential equation (in short SPDE).

A solution (1.1) is an example of a diffusion process. The white noise η on the right-hand
side is a Gaussian process such that Eη(t) = 0, and Eη(s)η(t) = δ0(t − s). Since η cannot
be represented as a function, some care is needed for the precise meaning of (1.1). As it is
well-known, we may realize η as the derivative of a standard Brownian motion B. In other
words, when u = 0 and σ = I, then x(t) = x(0) + B(t) is the desired solution to (1.1). It is
known that B is nowhere differentiable and Hölder continuous. In fact if Cα denotes the set
of Hölder continuous functions of Hölder exponent α, then B ∈ C 1

2
−, where

(1.3) Cα− =
⋂
β<α

Cβ.

Because of this, we may expect x(·) ∈ C 1
2
− for almost sure realization of a diffusion. We may

attempt to make sense of (1.1) by integrating both sides to write

(1.4) x(t) = x(0) +

∫ t

0

u(x(s), s) ds+

∫ t

0

σ(x(s), s)η(s) ds.

For this formulation we need to make sense of∫ t

0

σ(x(s), s)η(s) ds =

∫ t

0

σ(x(s), s) dB(s).

2



Writing f(s) = σ(x(s), s) and g = B, we may wonder how one can make sense of the integral∫ t
0
f dg? This is a very classical question with a rich history that we now review (as a warm

up, we may even try a function f that is of the form f(t) = F (B(t)) for a Lipschitz function
F ):

1. The classical Riemmann-Steiltjes integral gives meaning to the expression
∫
f dg by the

following approximation procedure:

(1.5) h(t) =

∫ t

0

f dg = lim
n→∞

2n∑
i=1

f(si−1)(g(ti)− g(ti−1)),

where ti = it2−n and si is chosen from the interval [ti−1, ti]. The limit exists provided that f
is continuous and g is a function of bounded variation. By integration by parts, we can also
make sense of

∫
g df .

2. The Lebesgue Theory allows us to relax the continuity requirement of the integrand to the
mere integrability. More importantly, we may interpret the finiteness of the total variation
as the weak differentiability of g and that as a Schwartz distribution g′ is a measure. After
all the language of distributions provides us with a mean of measuring the roughness of a
nondifferentiable function. For example a function is of bounded variation if and only if the
distribution g′ is a finite measure. What (1.5) gives us is a recipe for finding a function
h of bounded variation such that the measure h′ is absolutely continuous with respect to
the measure g′ and its Radon-Nikodym derivative with respect to g′ is the function f . In
summary, if the distribution g′ is a measure we can afford to multiply it by a continuous
(even g′-integrable) function.

3. We learned from 1-2 that for a pair of continuous functions (f, g), the product fg′ is well
defined if at least one of the functions in the pair is of finite variation. Young [Y] observed
that the approximation procedure used in (1.5) still works even when f and g share the
burden of nondifferentiability among themselves. More precisely if the total p-variation of
f and total q-variation of g are finite, and 1/p + 1/q > 1, then the limit in (1.5) exists. In
particular if f is Hölder continuous of exponent α (in short f ∈ Cα) and g ∈ Cβ, then the
limit in (1.5) exists provided that α + β > 1. Moreover, Young established an important
bound for h that uniquely characterizes it:

(1.6) |h(t)− h(s)− f(s)(g(t)− g(s))| . [f ]α[g]β|t− s|α+β.

Here

[f ]α = sup
s,t∈[0,T ]
s 6=t

|f(t)− f(s)|
|t− s|α

.

Modulo a constant, and whenever α+ β > 1, there is a unique function h for which (1.6) is
true for every (s, t). From a modern perspective, what Young’s theorem asserts is that we

3



can afford to multiply the derivative g′ of a function g ∈ Cβ by a function f provided that
f ∈ Cα for some α > 1 − β. Moreover the bilinear operator A : C1 × C1 → C0, defined by
A(f, g) = fg′ has a continuous extension A : Cα×Cβ−1 → Cβ−1 provided that α+β−1 > 0.
Here Cβ−1 is understood as the space of Schwartz distributions that can be represented as g′

for some g ∈ Cβ.

4. When α + β ≤ 1 the approximation scheme in (1.5) fails in two ways; the limit may
not exist, and if it does exist, the limit may depend on the choice of si ∈ [ti−1, ti]. This is a
well-known phenomena in stochastic calculus: To make sense of ODEs that are perturbed
by white noise, we need to make sense of integrals of the form

∫ t
0
F (B) · dB, where B is

a standard multidimensional Brownian motion and F is a C1 vector field. Writing g = B
and f = F (B), we realize that the Young’s theorem is not applicable because f, g ∈ C 1

2
−.

However, Itô managed to define h(t) =
∫ t

0
F (B) ·dB by showing that the limit in (1.5) exists

with probability 1 provided that we choose si = ti−1. Probabilistically speaking, this is a
preferred choice because the outcome h is a martingale. Though the other choice si = ti
would lead to different notion of integrals known as backward, which is different from Itô’s
integral. The average of the Itô and the backward integrals is known as the Stratonovich
integral.

5. There is a distinct difference between Young’s integral and Itô’s; whereas the former
Y(f, g) := h is continuous in (f, g), the latter I(B) =

∫ 1

0
F (B) · dB is not continuous with

respect to its input, namely the Brownian trajectory. In other words, if we first smoothize B,
take the integral and pass to the limit, then the limit may not exist or depend on our scheme
of smoothization. This unsatisfactory feature of stochastic integral led Lyons to invent rough
path theory [FH]. What Lyons discovered was that in order to determine continuously I, the
input B alone is not enough. In addition, we also need to decide what version of the integrals

B(s, t) :=

∫ t

s

(B(t)−B(s))⊗ dB(s) :=

[∫ t

s

(Bi(t)−Bi(s)) dBj(s)

]d
i,j=1

,

we want to use. In other words, we may define
∫
F (B) · dB or rather

L(B,B) =

∫
F (B) · d(B,B),

as an operator that has both B and B as inputs and varies continuously with respect to its
inputs. This also allows us to define L(B,B) for any B ∈ Cα provided that α > 1/3. To go
below 1/3, additional inputs are needed. Moreover, if we write Γ(f, g) for the set of functions
h, for which h(0) = 0 and something like (1.6) is true, namely

|h(t)− h(s)− f(s)(g(t)− g(s))| . |t− s|α+β,

then a theorem of Lyons and Victoir [LV] guarantees that Γ(f, g) 6= ∅. Though Γ(f, g) is
singleton if and only if α + β > 1. �
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The study of PDEs perturbed by white noise calls for a generalization of the rough path
theory to higher dimensions. This was achieved by Hairer after initiating the theory of
regularity structures. To explain this theory, first observe that (1.6) may be understood
as a way of characterizing the function h in terms its Taylor-like approximation h(t) ≈
h(s) + f(s)(g(t)− g(s)). Though this approximation is based on the possibly rough function
g, as opposed to the standard calculus in which g(t) = t. The approximation scheme of (1.5)
may be regarded as a way to patch up all the local information we have in order to recover
the function itself. In higher dimension the Reconstruction Theorem of Hairer guarantees
that there is always at least one distribution that is compatible with the local approximation
we specify, provided that such local data satisfies Hölder type regularity as we vary the base
point. The Reconstruction Theorem gives a unifying treatment for the work of Young and
Lyons. �

The theory of regularity structure of Martin Hairer [H] has successfully been employed
for several important examples of nonlinear (singular) SPDEs. Alternatively, Gubinelli,
Imkeller, and Perkowski [GIP15] have initiated the theory of paracontrolled distributions
to treat such SPDEs; their approach relies on the notion of paraproducts of Bony and
Littlewood-Paley decomposition. In these notes, we will introduce and study a few important
classes of SPDEs. In these notes however, we will follow Hairer’s approach to study some
important examples of subcritical SPDEs. Here is a list of SPDEs that will be discussed in
these notes:

(i) Stochastic Heat Equation (SHE). Many examples considered in these notes are
nonlinear perturbations of Stochastic Heat Equation (SHE). It is a linear SPDE that is
driven by a space-time white noise ξ:

(1.7) ut = ∆u+ ξ.

Again ξ is a Gaussian process with δ-correlation:

Eξ(x, s)ξ(y, t) = δ0(t− s, y − x).

In the parabolic setting, it is more convenient to scale time and space differently. For
example, a natural Hölder norm would look like

[[f ]]α = sup
s 6=t

sup
x6=y

|f(x, s)− f(y, t)|
|x− y|α + |s− t|α/2

,

for α > 0. We also write Ĉα for the set of continuous functions f with [[f ]]α < ∞. As

before, we may define the Hölder space Ĉα for negative α (the precise definition will be given

later). It is well known that in fact ξ ∈ Ĉ(− d+2
2

)−. Standard parabolic estimates suggest a

gain of two derivatives. This means that a solution u of (1.7) belongs to Ĉ 2−d
2
−. Hence u is
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a function only when d = 1. In this case u is Hölder 1
2
− in x and Hölder 1

4
− in t. To explain

this heuristically, let us study the scaling behavior of SHE.
Given a Schwartz (possibly random) distribution w(x, t), define

Sγεw(x, t) := λ−γw
(
λx, λ2t

)
.

Observe that S−d−2
λ δ0 = δ0. Because of this, and the definition of the white noise, we deduce

S
−(d+2)/2
λ ξ

D
= ξ. Now if u is a solution to SHE, and û = S

1− d
2

λ u, then

û = ∆û+ ξ̂,

where ξ̂ = S
−(d+2)/2
λ ξ

D
= ξ. This means that SHE is invariant under the action of S

1− d
2

λ .

(ii) SHE with multiplicative noise. This SPDE is a nonlinear perturbation of SHE in
the form

(1.8) Zt = ∆Z + σ(Z)ξ.

When σ(Z) = Z, then we may interpret ξ as a random potential for a Brownian particle.
This case is also related to stochastic growth models as we will see later. When σ(Z) =

√
Z,

the equation (1.8) is related to the so-called super-Brownian motion and Le Gall’s Brownian
snake. To explain the former, imagine that a large number of particles evolve in Rd as
independent Brownian motions. At random exponential times each particle dies and is
replaced by a random number of identical particles, which behave as all other particles in
the system. When the average number of descendants is 1, then we are in a critical regime.
In this regime, when d = 1 the population density satisfies (1.8) for σ(Z) =

√
Z.

When d = 1, one possible strategy for making sense of (1.8) is by developing an Itô type
calculus in infinite dimensional setting. More precisely, we may define a cylindrical Brownian
motion W (x, t) such that Wt = ξ and write

Z(x, t) =

∫
p(x− y, t)Z(y, 0) dy +

∫ t

0

∫
σ(Z(y, s)) p(x− y, t− s) dy W (dy, ds),

where p is the fundamental solution of the heat equation.
In higher dimension, it is not clear how to make sense of Zξ because both Z and ξ are

distribution when d ≥ 2. In fact the SPDE (1.8) is critical when d = 2, and supercritical
when d ≥ 3. To explain this, observe that if σ(Z) = Z and Z is a solution of (1.8), then

Ẑ(x, t) = λ
d
2
−1Z(λx, λ2t),

satisfies
Ẑt = ∆Ẑ + λ1− d

2 Ẑξ̂.
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This means that when d = 1, then nonlinear part can be ignored locally (near (0, 0), and
hence near any (x0, t0) by translation); a property that is our requirement for a subcritical
SPDE. When d ≥ 2, we may replace ξ by a smooth approximation ξε, and study the behavior
of the corresponding solution as ε → 0. As it turns out the nonlinear term blows up. To
guarantee that our SPDE has an interesting solution, we multiplying the product Zξ by a
small number that goes to 0 as ε→ 0. This idea so far has been rigorously worked out when
d = 2. To explain this, let us take a smooth function of compact support χ : Rd → [0,∞)
with

∫
χ dx = 1, and put ξε = ξ ∗x χε (convolution in x), where χε(x) = ε−dχ(x/ε). When

d = 2, we formulate the SPDE

(1.9) Zε
t = ∆Zε + β| log ε|−

1
2Zεξε.

A phase transition occurs as we vary β. When β ∈ (0, 2π), then the small ε limit of the
process Zε exists (see [DG] and [CSZ]). When d = 3, (1.8) is expected be renormalizable.
For d ≥ 4, no renormaliztion procedure is expected to be available.

(iii) Kardar-Parisi-Zhang equation (KPZ). This SPDE models the stochastic growth
models. When the interface is given by the graph of a height function h : Rd × [0, T ] → R,
then as the first approximation, we may derive a Hamilton Jacobi PDE of the form ht =
H(hx) to model the evolution of h. To take into account the interface diffusion and thermal
fluctuations, we may modify our PDE by adding a second order term and a stochastic term.
After some manipulations involving a rescaling, a translation, and a Taylor expansion of the
Hamiltonian function H, we end up with KPZ equation

(1.10) ht = ∆h+ |hx|2 + ξ.

Formally, we may apply Hopf-Cole transform Z = eh to derive (1.10) with σ(Z) = Z. Since
we expect h to have the same regularity as solutions of (1.7), it is not clear how to make
sense eh when d > 1. However, when d = 1, we already know that (1.10) has a solution à la
Itô, and we may try to use this solution to construct a solution h = logZ for (1.10). It turns
out, h = logZ does not solve (1.10), because in our formal derivation we have not taken into
account the Itô correction term as we apply chain rule. In fact the Itô correction in this case
is infinite which has to do with the fact that the singularity of (1.10) is much worse than
(1.8). In (1.8), we are multiplying the white noise ξ with the Hölder continuous function Z,

in KPZ equation however we are squaring a distribution hx ∈ C(− 1
2

)−. To get a better feel for
the infinite term that shows up in our calculation, we replace ξ with an approximation ξε that
is smooth in x, and white noise in t, and examine the type of divergence the corresponding
solution Zε exhibits. More precisely we pick a smooth function χ : R → [0,∞), define
χε(x) = ε−1χ(x/ε), and put χε := ξ ∗x χε (convolution in x), and consider the solution

(1.11) Zε
t = Zε

xx + Zεξε.
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It is not hard to see that for fixed x, the process t 7→ ξε(x, t) is a constant multiple of the
standard white noise:

Eξε(x, t)ξε(x, s) = Cεδ0(t− s),

where

Cε =

∫
χε(x− y)χε(x− y) dy = ε−1

∫
χ2(y) dy =: ε−1C̄(χ).

Hence, we can write ξε(x, t) = Ḃx(t), where Bε(·;x) is a Brownian motion with

(1.12) E [Bε(t;x)]2 = Cεt,

Treating Zε as a diffusion with the drift u = Zε
xx, and σ = (Cε)

1
2Zε, we learn

d(logZε) =

[
Zε
xx

Zε
− Cε(Zε)2

2(Zε)2

]
dt+ dB(t;x).

Now if hε = logZε, then hε satisfies

(1.13) hεt = hεxx + (hεx)
2 − Cε + ξε,

where Cε := Cε/2. What we learn from this calculation is that if Z is a solution of (1.8),
for σ(Z) = Z, then h = logZ, in some sense solves

(1.14) ht = hxx +
(
h2
x −∞

)
+ ξ.

Put it differently, if we smoothize ξ as above, then there exists a sequence Cε = ε−1C̄/2
(with C̄ depending on χ) such that the solution hε converges to a Hölder continuous h. This
h is our candidate for a solution to (1.14). This means that we may not be able to find a
reasonable solution of the original equation (1.10). But after a suitable renormalization, we
have a candidate solution.

The above reasoning was based on the Hopf-Cole transform that is only applicable for
KPZ equation. In 2013, Martin Hairer [H1] initiated a new proof for this renomalization
phenomenon that does not rely on Hope-Cole transform.

Theorem 1.1 Given a nice initial data g, and for Cε as above, let hε be the unique solution
of (1.13) subject to the initial condition hε(x, 0) = g(x). Then the limit of hε exists as ε→ 0.

More importantly Hairer’s approach has been applied to a number of subcritical SPDEs.

Observe that if h solves (1.10), and ĥ(x, t) = S
1− d

2
λ h(x, t), then

ĥt = ĥxx + λ
d
2
−1|ĥx|2 + ξ̂.
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This means that KPZ is critical when d = 2, and supercritical when d > 2. It turns out that
when d = 2, and h̃ε solves

h̃ε = ∆h̃ε + C1
ε |h̃ε|2 + ξε − C2

ε ,

then h̃ε has a limit that solves SHE, provided C1
ε = C| log ε|−1/2, C2

ε = C̄C1
ε ε
−2, and C

is sufficiently small (see [CSZ]). When d > 2, it is conjectured that C1
ε should be of order

O(ε
d
2
−1) in order to have a Gaussian limit of the solution to KPZ equation.

(iv) Stochastic Quantization/Euclidean Quantum Field Theory. Euclidean Quan-
tum Field Theory (in short EQFT) is a formulation of quantum field theory where the three
(spatial) coordinates of a world point are real and the time coordinate is purely imaginary
(this would turn the Minkowski metric to the Euclidean metric). In 1981 Parisi and Wu
proposed an dynamical approach to the construction of probability measures which arise in
EQFT, namely

(1.15) Z−1 e−H(φ) Dφ.

Here the Hamiltonian (energy or actions depending on the interpretation) H is defined on
a suitable (generalized) function space, Z is a normalizing constant, and Dφ is presumably
a Lebesgue-like measure on our function space. The task of constructive field theory is to
make sense of (1.15). One strategy to achieve is to cook up a dynamics for which (1.15) is
invariant. Formally, the gradient flow of H perturbed by ξ would do the job, namely

(1.16) φt = −∂H(φ) + ξ,

where ∂H is a suitable (variational) derivative of H (for this, we need a metric on our
function space, and the same metric is used as we define the white noise). Once we make
sense of (1.15) (this is our stochastic quantization), then the law of φ(t) should converge to
our desired measure as t → ∞. The point is that the equation (1.16) has a better chance
for a mathematical treatment than the measure (1.15).

As a classical example, consider

(1.17) H(φ) =

∫
Rd

[
1

2
|∇φ|2 + V (φ)

]
dx,

for a potential function V : Rd → R. If we use L2 inner product for a metric, the corre-
sponding SPDE takes the form

(1.18) φt = ∆φ− V ′(φ) + ξ.

As a simple example, consider the free case V = 0. Then the corresponding (1.16) is
SHE. If we write 〈·, ·〉 for L2 inner product, then from

1

2

∫
|∇φ|2 dx = −

∫
φ ∆φ dx,
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we deduce that the measure (1.15) in this case is a Gaussian field with correlation (−∆)−1,
which can be constructed by standard arguments. This measure is known as Gaussian Free
Field (in short GFF). In summary, in large t limit, the law of the solution (∂t − ∆)−1ξ
converges to the GFF measure µGFF of correlation (−∆)−1. From our discussion regarding
the regularity of SHE, we expect that the support of GFF to be contained in C(1−d/2)−. A
natural way to construct GFF is to construct it in a bounded domain D with a suitable
boundary condition. The correlation (−∆)−1 has a kernel GD that is known as the Green’s
function. In other words ∫

φ(x)φ(y) µDGFF (dφ) = GD(x, y).

In fact we can construct φ from the white noise directly. To explain this, let us write ηηη
for the d-dimensional white noise in dimension d. In other words, ηηη = (η1, . . . , ηd), where
η1, . . . , ηd are independent white noise in Rd. Now, the solution

−∆φ = ∇ · ηηη,

(with say 0 Dirichlet boundary condition) is distributed as GFF. To see this, observe

Eφ(x)φ(x′) =E
[∫

GD(x, y)(∇ · ηηη)(y) dy

] [∫
GD(x′, y′)(∇ · ηηη)(y′) dy′

]
=E

[∫
GD
y (x, y) · ηηη(y) dy

] [∫
GD
y (x′, y′) · ηηη(y′) dy′

]
=

∫
GD
y (x, y) ·GD

y (x′, y) dy =

∫
GD(x, y) · (−∆GD)(x′, y) dy = GD(x, x′).

In summary (−∆)−1∇ · ηηη is distributed as µDGFF .
In dimension one, our GFF is nothing other than a Brownian measure. For example, when

D = (0,∞) with 0 Dirichlet boundary condition, then the Green’s function is GD(x, y) =
min(x, y), and GFF φ(x) = B(x) is the Wiener measure. When D = (0, `), then GD(x, y) =
min(x, y)− `−1xy and GFF is the law of a Brownian bridge; φ(x) = B(x)− `−1B(`)x.

In dimension one, we can also make sense of the measure (1.15) for H as in (1.17), by
rewriting it as

Z−1 e−
∫
V (φ) dx µ0(dφ),

where µ0 is the Wiener measure.
In dimension 2, GFF has been extensively investigated in recent years because of its

connection with Schramm-Loewner Evolution (in short SLE), and Liouville quantum gravity
surface (in short LQGS). Its relevance to conformal field theory has to do with the fact that
of f : D → D′ is a conformal map, then GD(z, z′) = Gf(D)(f(z), f(z′)). The level curves of
GFF are distributed according to SLE4. Moreover, GFF can be used to construct random
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Riemannian LQGS. The metric in isothermal coordinates is given by eγφ(z)|dz|2, where φ is
selected according to µGFF . Though a suitable renormalization must be performed to make
sense of this metric because φ ∈ C0− is a distribution. In fact, if we replace φ with a smooth
approximation φε by a convolution with a standard approximation to identity, then after a
renormalization

eγφ
ε(z)+γ log ε/2|dz|2,

we have a sequence of random metrics that has a limit in some weak sense (for example the
corresponding area form converges).

In many examples of interest the SPDE (1.16) is nonlinear and since for d ≥ 2, we expect
φ to be a distribution, we encounter the problem of making sense of ∂H(φ).

(v) Dynamical Φ4
d equation. This is the SPDE (1.18), when and V (φ) = 4−1βφ4, for

β > 0:

(1.19) φt = ∆φ− βφ3 + ξ.

It is also expected to model the magnetization at the critical temperature when d = 3.
When a magnet is heated up, it loses its magnetic property after a certain critical (Curie)
temperature Tc. As a phenomenological model for magnetism, we associate spins ± to
points of a d-dimensional lattice and let spins change according to some stochastic rule (Ising
model/Glauber Dynamics). Near the critical temperature, the magnetic field fluctuations
are conjectured to be governed by the SPDE

Note that if φ̂(x, t) = λ
λ
2
−1φ(λx, λ2t), then

φ̂t = ∆φ̂− λ4−d(φ̂)3 + ξ̂,

which means that (1.17) is subcritical when d ≤ 3, and critical when d = 4. We now give a
brief historical account some of the work that is done for this model.

We have already discussed the mathematical treatment of the measure (1.15) when H is
given by (1.17). We are tempted to write (1.15) as

(1.20) Z−1e
∫
V (φ) dx µGFF (dφ).

Since φ ∈ C(1−d/2)− in the support of µGFF , we encounter the problem of making sense V (φ)
when d ≥ 2. We may replace RD with the lattice Zd, and replace∇ with the discrete gradient
to have a well-defined measure. Then a suitable scaling limit of this discrete approximation
would serve as our candidate for the measure (1.20). This scaling limit does not exist for
general V when d ≥ 2. Though we expect that the issue of divergence would no so drastic
in dimension two because φ ∈ C0−. To explain this, let us first rewrite (1.20) with

(1.21) Z−1e
∫
T2 P (φ) dx µ0(dφ),
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where P is a polynomial, and µ0 is a Gaussian field with the covariance operator (1−∆)−1

(known as massive Gaussian Free Field) that is acting on periodic functions. One can
make sense of (1.21) only after a Wick ordering renormalization. This means that given a
polynomial Q(φ) of even degree, we renormalize/replace Q with P =: Q :, where : · : is a
linear operation, and : φr : is the r-th Wick power of φ with respect to the measure µ0.
Si,milarly, the measure (1.21) is invariant for the SPDE,

φt = ∆φ− : Q′(φ) : +ξ.

In particular, we can make sense of (1.19) when d = 2 after replacing φ3 with : φ3 : (see the
introduction of [AK] for an overview).

In 2014, Hairer [H2] succeeded to make sense of the SPDE (1.19) in dimension three by
employing his theory of regularity structures. According to [H2], the SPDE (1.19) must be
renormalized in the following sense: If ξε is as before, and φε solves

(1.22) φεt = ∆φε − (φε)3 + Cεφ
ε + ξε,

for a suitably selected constant Cε = O(ε−1), then φε has a limit as ε→ 0.

(vi) Dynamical sine-Gordon equation. This is the SPDE (1.16), when

H(φ) =

∫
Rd

[
1

2
|∇φ|2 + Cβ−1 cos(βφ)

]
dx,

so that φ satisfies

(1.23) φt = ∆φ+ C sin(βφ) + ξ.

The renomalized version of (1.23) reads as

(1.24) φεt = ∆φε + Cε sin(βφε) + ξε.

To have an interesting limit for φε when d = 2 and β ∈ (0, 4π), we need to choose Cε =

O(ε−
β2

4π ). For β ≥ 4π the limit is supposed to be Gaussian process. If we do not renormalize,
leave C independent of ε, then the oscillatory term sin(βφε) averges out and converges to 0
as ε→ 0.

(vii) Parabolic Anderson Model (PAM) A Brownian particle x(t) that is killed at rate
V (x) is associated with the parabolic PDE ut = ∆u + V u. PAM describes a Brownian
particle with a random killing rate that is given by spatial white noise η(x):

ut = ∆u+ ηu.
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(viii) Nonlinear Schrödinger equation. In (iv), we learn that if we add noise to the
gradient flow associated with the Hamiltonian function H, then the Gibbs-like measure
(1.15) is invariant for the dynamics. On the other hand, if instead of gradient flow, we
consider the Hamiltonian ODE, then the enegry and the measure Dφ are both invariant for
the dynamics, and as a consequence the measure (1.15) is also invariant. As an example,
consider complex-valued field ψ : Rd → C, and the Hamiltonian function

H(ψ) =

∫ [
1

2
|∇ψ|2 +

κ

r + 1
|ψ|r+1

]
dx,

where κ ∈ {±1}. We also choose the (L2) inner product and the symplectic form

〈ψ, ϕ〉 =

∫
Re(ψϕ̄) dx, ω(ψ, ϕ) =

∫
Im(ψϕ̄) dx.

Note that ω(ψ, ϕ) = 〈Jψ, ϕ〉, where the complex structure J is simply the multiplication by
−i. If ∂H denotes the gradient of H with respect to L2-inner product, then the Hamiltonian
system associated with H and the complex structure J take the form iψt = ∂H(ψ). More
specifically,

iψt = −∆ψ + κ|ψ|ψr−1.
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2 Rough Path Integration

In this section we focus on differential equations that are driven by rough paths. More
precisely, let x : [0, T ] → R` be a Hölder continuous function of Hölder exponent α, and
consider

(2.1) ẏ(t) = σ(y(t)) ẋ(t),

where σ : Rd× [0, T ]→ Rd×` is a C2 function that takes value in the space of d× ` matrices.
As we mentioned in the Introduction, we may attempt to make sense of (2.1) by rewriting
it as

(2.2) y(t)− y(s) =

∫ t

s

σ(y(θ)) dx(θ),

and try to make sense the integral that appears on the right-hand side. Since x ∈ Cα, we
expect y ∈ Cα. As a natural strategy, we may write

I :=

∫ t

s

σ(y(θ)) dx(θ) =
n∑
i=0

∫ ti+1

ti

σ(y(θ)) dx(θ),

for a mesh π = {s = t0 < t1 < · · · < tn < tn+1 = t}, with

|π| = n
max
i=0

(ti+1 − ti),

and approximate

(2.3) Ii :=

∫ ti+1

ti

σ(y(θ)) dx(θ) = σ(y(ti))(x(ti+1)− x(ti)) +O(|ti+1 − ti|2α).

It is not hard to show that when α > 1/2, the limit

I = lim
|π|→0

n∑
i=0

σ(y(ti)(x(ti+1)− x(ti)),

exists, which offers a natural candidate for the right-hand side of (2.2), because

(2.4) lim
|π|→0

n∑
i=0

O(|ti+1 − ti|2α) = 0.
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The convergence (2.4) does not hold when α ≤ 1/2, which calls for a better approximation
than what we used in (2.3). Perhaps we should try

Ii =σ(y(ti))(x(ti+1)− x(ti)) +
d∑
r=1

σyr(y(ti))

∫ ti+1

ti

(yr(θ)− yr(ti)) dx(θ) +O(|ti+1 − ti|3α)

=σ(y(ti))(x(ti+1)− x(ti)) +
d∑
r=1

∑̀
j=1

σyr(y(ti))σ
rj(y(ti))

∫ ti+1

ti

(xj(θ)− xj(ti)) dx(θ)

+O(|ti+1 − ti|3α).

Note that when α ∈ (1/3, 1/2), then

lim
|π|→0

n∑
i=0

O(|ti+1 − ti|3α) = 0.

As a result, we may use our approximation for Ii to find a candidate for I as a limit, provided
that we have a candidate for integrals of the form

X(s, t) =

∫ t

s

∫ θ

s

x(dθ′)⊗ x(dθ) =

∫ t

s

x(s, θ)⊗ x(dθ) =

∫ t

s

x(θ)⊗ x(dθ)− x(s)⊗ x(s, t),

where
x(s, t) := x(t)− x(s).

Observe that if z(t) denotes our candidate for
∫ t

0
x(θ)⊗ x(dθ), then we expect

z(s, t) = z(t)− z(s) =

∫ t

s

x(θ)⊗ x(dθ).

In other words,
∫ t
s
x(θ) ⊗ x(dθ) is an increment of a function z. This expressed in terms of

X takes the form

(2.5) X(s, t) = X(s, u) + X(u, t) + x(s, u)⊗ x(u, t),

which is known as Chen’s relation. Note that for an error of order O(|ti+1 − ti|3α), we need
|X(s, t)| = O(|ti+1 − ti|2α). These considerations suggest the following definition.

Definition 2.1(i) We write Rα = Rα([0, T ];R`) for the set of pairs x = (x,X) such that
x : [0, T ]→ R`, X : [0, T ]2 → R`×`, (2.5) holds, and

‖x‖α,2α = |x(0)|+ [(x,X)]α,2α = |x(0)|+ [x]α + [X]2α <∞,
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where

[x]α = sup
s 6=t

|x(s, t)|
|t− s|α

, [X]2α = sup
s 6=t

|X(s, t)|
|t− s|2α

.

(ii) We say (x,X) ∈ Rα is weakly geometric if

(2.6) X(s, t) + X(s, t)∗ = x(s, t)⊗ x(s, t),

where X∗ denotes the transpose of the matrix X. The set of weakly geometric x is denoted
by Rα

g .

(iii) If x : [0, T ]→ R is smooth, then we write

Xx
0(s, t) =

∫ t

s

x(s, t)⊗ x(dθ),

where the write-hand side is the standard integral a la Riemann. We write Rα
sg for the

closure of the set
{(x,Xx

0) : x : [0, T ]→ R is smooth} ,

with respect to ‖ · ‖α,2α-norm. Note that Rα
sg ⊂ Rα

g . We refer to x ∈ Rα
sg as (strongly)

geometric rough paths.

(iv) Given x ∈ Cα, we write Gα(x) = Gα(x; [0, T ];Rd×`) for the set of pairs y = (y, ŷ) such
that y : [0, T ]→ Rd×`, ŷ : [0, T ]→ Rd×`×`, such that

[(y, ŷ)]x;α,2α = [ŷ]α + [y, ŷ]x;2α, [y, ŷ]x;2α := sup
s 6=t

|y(s, t)− ŷ(s)x(s, t)|
|s− t|2α

<∞.

Here ŷ = [ŷijk], ŷ(s)x(s, t) = [(ŷ(s)x(s, t))ij], with

(ŷ(s)x(s, t))ij =
∑̀
k=1

ŷ(s)ijkx(s, t)k.

We refer to ŷ as a Gubinelli derivative of y and regard it as a candidate for dy/dx.

(v) Given x = (x,X), x′ = (x′,X′) ∈ Rα, and y = (y, ŷ) ∈ Gα(x), y′ = (y′, ŷ′) ∈ Gα(x′), we
define [y; y′]x,x′;α,2α = [ŷ − ŷ′]α + [y; y′]x,x′;2α, where

[y; y′]x,x′;2α := sup
s 6=t

|y(s, t)− ŷ(s)x(s, t)− y′(s, t) + ŷ′(s)x′(s, t)|
|s− t|2α

.

�
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Remark 2.1(i) As we stated in the Introduction, according to a result of Lyons and Victoir,
for every x(·) ∈ Cα, there exists z ∈ Cα and a constant c such that z(0) = 0, and

(2.7) |z(t)− z(s)− x(s)⊗ x(s, t)| ≤ c|t− s|2α,

for every s, t ∈ [0, T ]. As a consequence, if

Rα(x) = {X : (x,X) ∈ Rα} ,

is nonempty. Note that if X,X′ ∈ Rα(x), then there exist function w : [0, T ] → R`×` such
that w ∈ C2α, and

(2.8) X′(s, t) = X(s, t) + w(t)− w(s).

The converse is also true: If X ∈ Rα(x), and X′ is given by (2.8), then X′ ∈ Rα(x). It is worth
mentioning that Lyons-Victoir result when ` = 1 is trivial because the function z(t) = x2(t)/2
does satisfy (2.7). The Reconstruction Theorem of Hairer is the generalization of Lyons-
Victoir’s result to higher dimensions. This generalization will be presented in Chapter 4.

(ii) Recall that a candidate of the integral
∫ t

0
x⊗ dx yields a candidate for the distribution

x ⊗ ẋ. Our interest in geometric rough paths stems from the fact that the product rule of
differentiation in calculus is valid for such paths. Indeed the condition (2.6) means

(2.9)

∫ t

s

(xidxj + xjdxi) = xi(t)xj(t)− xi(s)xj(s),

or our candidate for the xiẋj + xiẋi coincides with the distribution derivative of xixj. If we
write Rα

g (x) for the set of X such that (x,X) ∈ Rα is geometric, then X + X∗ is uniquely
determined. Hence when ` = 1, there is only one such X. More generally, if X,X′ ∈ Rα

g ,
then there exists an antisymmetric w ∈ Cα such that (2.8) holds.

(iii) We assert that we can use (2.7) to show that if x ∈ Cα, then the set Rα
g (x) 6= ∅. Let us

demonstrate this when ` = 2. Without loss of generality, we may assume that x(0) = 0. If
x = (x1, x2), then by (2.7), there exists z(t) = z12(t) such that

|z(t)− z(s)− x1(s)x2(s, t)| ≤ c|t− s|2α.

We claim that if we set zii = x2
i /2, and z21 = x1x2 − z12, then

X = z(t)− z(s)− x(s)⊗ x(s, t), z = [zij]
2
i,j=1,

is in Rα
g (x). To show this, observe

|z21(t)− z21(s)− x2(s)x1(s, t)| = |(x1x2)(t)− (x1x2)(s)− z(t) + z(s)− x2(s)x1(s, t)|
= |x1(t)x2(s, t)− z(t) + z(s)|
≤ |x1(s)x2(s, t)− z(t) + z(s)|+ |x1(s, t)x2(s, t)|
≤ (c+ [x1]α[x2]α)|t− s|2α,
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which shows that X ∈ Rα. By construction, (x,X) ∈ Rα
g .

(iv) Given x ∈ Cα, define
Rα
g (x) =

{
X : (x,X) ∈ Rα

g

}
,

is nonempty. Note that if X,X′ ∈ Rα
g (x), then there exist function w : [0, T ] → R`×` such

that w ∈ C2α, w is antisymmetric, and (2.8) holds

(2.10) X′(s, t) = X(s, t) + w(t)− w(s).

We can fix X ∈ Rα
g (x) and vary w as above to produce all members of Rα

g (x). �

Example 2.1 Given a C2 function F : R` → R`, the pair (y, ŷ) ∈ Gα, for y(t) = F (x(t)),
and ŷ(t) = DF (x(t)). �

We now prove a theorem of Gubinelli that is due to Lyons when y is as in Example 2.1.

Theorem 2.1 (i) Assume that α ∈ (3−1, 1), and let x = (x,X) ∈ Rα, y = (y, ŷ) ∈ Gα(x).
Let πn = {0 = tn0 < tn1 < · · · < tnn < tnn+1 = t} : n ∈ N0 = N ∪ {0} be a family of partitions
of [0, t] such that |πn| → 0 in large n limit, and πn ⊂ πn+1 for every n ∈ N0. Then the limit

(2.11) I(x,y)(t) :=

∫ t

0

ydx := lim
n→∞

n∑
i=0

[
y(tni )x(tni , t

n
i+1) + ŷ(tni ) : X(tni , t

n
i+1)
]
,

exists. (Here by ŷ : X we mean a vector with the i-th component given by
∑

jk ŷijkXij.)
Moreover, for every s, t ∈ [0, T ],

(2.12) |I(x,y)(t)− I(x,y)(s)− y(s)x(s, t)− ŷ(s)X(s, t)| ≤ c0(α)[x]α,2α[y]x;α,2α |t− s|3α,

where

c0(α) = 23α

∞∑
n=1

n−3α.

(ii) Given x as above, the map Ix(y) = (I(x,y), y) defines a linear operator

Ix : Gα(x; [0, T ];Rd×`)→ Gα(x; [0, T ];Rd),

that is continuous;

[Ix(y)]x;α,2α ≤ (c0(α)[x]α,2α + Tα[X]2α) [y]x;α,2α,(2.13)

[Ix(y); Ix′(y′)]x,x′;α,2α ≤ c1 ([x− x′]α,2α + |ŷ′(0)− ŷ(0)|+ Tα[y; y′]x,x′;α,2α) .
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Proof(i) Let π = {s = t0 < t1 < · · · < tn < tn+1 = t} is a partition of the interval [s, t]. Let
us write

I(π) :=
n∑
i=0

[y(ti)x(ti, ti+1) + ŷ(ti) : X(ti, ti+1)] .

Pick i ∈ {1, 2, . . . , n} so that |ti+1 − ti−1| ≤ 2n−1|t− s|. Observe

I(π)− I (π \ {yi}) =y(ti−1)x(ti−1, ti) + ŷ(ti−1) : X(ti−1, ti) + y(ti)x(ti, ti+1) + ŷ(ti) : X(ti, ti+1)

− y(ti−1)x(ti−1, ti+1)− ŷ(ti−1) : X(ti−1, ti+1)

=y(ti−1, ti)x(ti, ti+1) + ŷ(ti−1, ti) : X(ti, ti+1)− ŷ(ti−1) : (x(ti−1, ti)⊗ x(ti, ti+1))

= [y(ti−1, ti)− ŷ(ti−1)x(ti−1, ti)] · x(ti, ti+1) + ŷ(ti, ti−1) : X(ti−1, ti).

As a result

|I(π)− I (π \ {ti}) | ≤ [[y, ŷ]x;2α[x]α + [ŷ]α[X]2α] |ti+1 − ti|3α

≤ 23α [[y, ŷ]x,2α[x]α + [ŷ]α[X]2α]n−3α|t− s|3α =: Cn−3α|t− s|3α.

From this, it is not hard to deduce the convergence in (2.10). Moreover, by induction,

|I(π)− I(π0)| ≤ c0(α)C|t− s|3α,

where π0 = {t0 = s < t1 = t}. This is exactly (2.12).

(ii) The first inequality in (2.13) is an immediate consequence of (2.12). For the second
inequality..... �

Remark 2.2(i) We note that when α > 1/2, then Rα(x) is a singleton, and we may simply
write ∫ t

0

y dx =

∫ t

0

y dx,

and the term ŷ(tni ) : X(tni , t
n
i+1) does not contribute to the integral and can be dropped. More

generally with a verbatim argument we can show that the integral
∫ t

0
y dx is well defined

when y ∈ Cβ, x ∈ Cα, with α + β > 1. We refer to the corresponding integral as Young
integral.

(ii) Note that if X,X′ ∈ Rα are related by (2.8), then∫ t

0

y d(x,X′) =

∫ t

0

y d(x,X) +

∫ t

0

ŷ dw,

where the second integral on the right-hand side is a Young integral. In Exercise (iv), an
example of w is given when w(t)−w(s) = (t− s)C, for an antisymmetric matrix C. �
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When α > 1/2, the existence of (unique) z satisfying (2.7) is due to Young as we stated in
(1.6). In fact the proof of (1.6) can be carried by an approximation scheme that is similar to
(2.11). What (1.6) require is that the function h near s can be approximated by h(s)+A(s, t),
where A(s, t) = f(s)(g(t) − g(s)). The condition α + β > 1 yields a regularity of A(s, ·) as
we vary the base point s. More generally, we may formulate the following condition:

Definition 2.2 Let A : [0, T ]2 → R be a continuous function. Given γ > 0, we say that A
is γ-coherent if there exists a constant c0 such that

(2.14) |A(s, t)− A(s, u)− A(u, t)| ≤ c0|t− s|1+γ,

for every 0 ≤ s ≤ u ≤ t ≤ T . �

Example 2.2 Let f, g : [0, T ] → R, with f ∈ Cα, g ∈ Gβ with α + β > 1. Then A(s, t) =
f(s)(g(t)− g(s)) is γ coherent for γ = α + β − 1. �

The following Sewing Lemma of Gubinelli guarantees the existence of a Hölder continuous
function h that can be approximated by a coherent A.

Theorem 2.2 Assume that A is γ-coherent for some γ > 0. Let {πn : n ∈ N0} be as in
Theorem 1.1. Then

(2.15) h(t) = lim
n→∞

n∑
i=0

A(tni , t
n
i+1),

exists, and satisfies
|h(t)− h(s)− A(s, t)| ≤ c0c1(γ)|t− s|1+γ,

where

c1(γ) = 21+γ

∞∑
n=1

n−1−γ.

Proof Let π and ti be as in Theorem 2.1, and set

I(π) =
n∑
i=0

A(ti, ti+1).

Then

|I(π)− I (π \ {ti}) | =|A(ti−1, ti+1)− A(ti−1, ti)− A(ti, ti+1)|
≤c0|ti+1 − ti−1|1−γ ≤ c0|t− s|1+γ(2n)−1−γ,
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and we can argue as in Theorem 2.1. �

Remark 2.3 When A(s, t) = f(s)(g(t) − g(s)), and Fs = f(s)g′, then Fs is a distribution
that is assigned to the point s. If we set ϕ = 11[0,1], and ϕδs(θ) = δ−1ϕ(δ−1(θ − s)), then

A(s, t)− A(s, u)− A(u, t) = (f(s)g′)(11[s,t])− (f(s)g′)(11[s,u])− (f(u)g′)(11[u,t])

= (f(s)g′)(11[u,t])− (f(u)g′)(11[u,t]) = (f(s)− f(u)) g′(11[u,t])

= δ(f(s)− f(u)) g′(ϕδu),

where δ = t− u. Hence we can rewrite (2.14) as

(2.16) |(Fs − Fu)(ϕλu)| ≤ c0δ
−1 (|s− u|+ δ)γ+1.

This requires a regularity of Fs with respect to its base point (when |s − u| is small), and
a control on the order of singularity of the distribution Fu (when δ is small). It is the
formulation (2.15) that can be generalized to higher dimension as we will see in Chapter
3. �

In search for a better understanding the space of rough paths associated with a path, let
us observe that the pair (x(s, t),X(s, t)) can be interpreted as some kind of increments if we
use the correct algebraic interpretation. Note x(s, t) is a vector (1-tensor), while X(s, t) is a
matrix (2-tensor). Our construction does not go beyond 2-tensors because α > 1/3. (As we
may guess, we need tensors of orders up to k if α > 1/k.) We may consider truncated tensor
algebra of the form V = R⊕ R` ⊕ R`×`, which is an algebra with the multiplication rule,

(2.17) (a, v, A)⊗ (a′, v′, A′) = (aa′, av′ + a′v, aA′ + a′A+ v ⊗ v′).

Alternatively, we may write a + v + A for (a, v, A), and derive (2.17) by multiplying out
(a+ v+A)⊗ (a′+ v′+A′), and truncate (replace with 0) all tensors of order higher than 2.
This suggests interpreting x(s, t) = (x(s, t),X(s, t)) as

x(s, t) := 1 + x(s, t) + X(s, t),

which takes value in the set

G :=
{

1 + v + A : v ∈ R`, A ∈ R`×`} ,
which is a group G ⊂ V . We note that 1 plays the role of the unit, and

(1 + v + A)−1 = 1− (v + A) + (v + A)⊗ (v + A) = 1− (v + A) + v ⊗ v,
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is indeed the inverse of 1 + v + A. Hence G is a Lie group. More importantly,

x(s, u)⊗ x(u, t) = (1 + x(s, u) + X(s, u))⊗ (1 + x(u, t) + X(u, t))

= 1 + x(s, t) + X(s, u) + X(u, t) + x(s, u)⊗ x(u, t)

= 1 + x(s, t) + X(s, t) = x(s, t),

by Chen’s relation. This gives an elegant (and compact when α is low) reformulation of
Chen’s relation. In particular x(0, s)⊗ x(s, t) = x(0, t) would lead to

x(s, t) = x(0, s)−1 ⊗ x(0, t) =: x(s)−1x(t).

Hence x(s, t) is an increment of a path x(t) := x(0, t) with respect to the group structure.
In summary, Rα can be interpreted as the space of x : [0, T ]→ G that is Hölder continuous
of exponent α provide that we equip G with the right metric. First, we define

N(1 + v + A) := max{|v|,
√

2|A|}, ‖x‖ :=
1

2
(N(x) +N(x−1)), d(x,x′) := ‖x−1 ⊗ x′‖,

This yields a left-invariant metric on G. Now the Hölder norm

[x(·)]α = sup
s 6=t

d(x(s), x(t))

|s− t|α
,

is equivalent to

[x]α + sup
s 6=t

√
|X(s, t)|
|t− s|α

.

As for the weakly geometric rough path, observe that our condition (2.6) is equivalent to
saying

X(s, t) =
1

2
x(s, t)⊗ x(s, t) + Y(s, t),

where Y is anti-symmetric. This means that if

Ĝ =

{
1 + v +

(
C +

1

2
v ⊗ v

)
: v ∈ R`, C ∈ R`×`, C∗ + C = 0

}
,

then the α-Hölder path x is weakly geometric iff it takes value in Ĝ. Observe that Ĝ is a
subgroup of G because the product[

1 + v +

(
C +

1

2
v ⊗ v

)]
⊗
[
1 + v′ +

(
C ′ +

1

2
v′ ⊗ v′

)]
,
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equals

1+(v + v′) +

(
C + C ′ + v ⊗ v′ + 1

2
(v ⊗ v + v′ ⊗ v′)

)
= 1 + (v + v′) +

(
C + C ′ +

1

2
(v ⊗ v′ − v′ ⊗ v) +

1

2
(v + v′)⊗ (v + v′)

)
,

and [
1 + v +

(
C +

1

2
v ⊗ v

)]−1

=

[
1− v +

(
1

2
v ⊗ v − C

)]
∈ Ĝ.

2.1 Rough ODE

Given a rough path x = (x,X) ∈ Rα, we wish to solve (2.1) provided that σ is sufficiently
smooth. This solution is unique and can be expressed as y = S(y(0),x) where S is a
continuous function. The map S was constructed by Lyons as a deterministic analog of Itô’s
solution to SDE, and is known as Itô-Lyons map. Here is the precise statement of our main
result of this subsection:

Theorem 2.3 Assume that σ ∈ C3, and that Dσ,D2σ and D3σ are bounded. Given a rough
path x = (x,X) ∈ Rα, with α ∈ (3−1, 2−1], y0 ∈ Rd, there exists a unique y = (y, ŷ) ∈ Gα(x)
such that ŷ = σ(y), and

(2.18) y(t) = y0 +

∫ t

0

(σ(y), Dσ(y)σ(y)) dx.

Moreover if S(y0,x) is this solution, then there exists a constant C1 = C1(T ) such that

(2.19) [S(y0,x)− S(y1,x′)]α ≤ C1

[
|y0 − y1|+ [x− x′]α,2α

]
.

Proof (Step 1) We first construct the solution for short times, and a bootstrap would allow
us to prove the existence in the interval [0, T ]. This solution is constructed as a fixed point
of an operator F = F1 ◦ F0, where F0

x , and F1
y0,x are two continuous operators:

F1
y0,x : Gα(x; [0, t0];Rd×`)→ Gα(x; [0, t0];Rd),

F0
x : Gα(x; [0, t0];Rd)→ Gα(x; [0, t0];Rd×`).

For F1
y0,x, we simply have F1

y0,x(z, ẑ) = (w, z), where

w(t) = y0 +

∫ t

0

z dx.
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By (2.13), we already know that this linear operator is bounded with

(2.20) [F1(z)−F1(z′)]x;α,2α ≤ (c0(α)[x]α,2α + Tα[X]2α) [z− z′]x;α,2α.

The operator F0
x is defined by F0

x(y, ŷ) = (v, v̂) := (σ(y), Dσ(y)ŷ) where v̂ = [v̂ijk], with

v̂ijk =
d∑
r=1

σijyr(y)ŷrk.

Note

|σ(y(t))− σ(y(s))− v̂(s)x(s, t)| =|σ(y(t))− σ(y(s))−Dσ(y(s)) : (ŷ(s)x(s, t))|
≤|Dσ(y(s)) : (y(s, t)− ŷ(s)x(s, t))|+ ‖D2σ‖L∞|y(s, t)|2

≤
[
‖Dσ‖L∞ + ‖D2σ‖L∞

] (
[y]x;2α + [y]2α

)
|s− t|2α,

which implies

(2.21) [v]x;α,2α ≤
[
2‖Dσ‖L∞ + ‖D2σ‖L∞

] (
[z]x;α,2α + [z]2x;α,2α

)
.

(Step 2) Observe that if a = (a, â) with a(t) = y0+σ(y0)x(0, t), â(t) = σ(y0), then a ∈ Gα(x)

with [a]x,α,2α = 0. Let us write Ĝt0(x) for the set of y ∈ Gα(x;Rd) such that y(0) = y0, ŷ(0) =

σ(y0). Note that y ∈ Ĝt0 , and [y]x;α,2α = 0 is equivalent to y = a. Clearly Ĝt0 is invariant

under F , and the semi-norm [·]x,α,2α induces a metric Dα on Ĝt0 , defined by

Dα(y,y′) = [y − y′]x,α,2α.

We set
Bα(r) =

{
y ∈ Ĝt0 : Dα(y, a) ≤ r

}
.

Note
Dα(y, a) = [ŷ]α + [y]x,2α = [y]x,α,2α.

Hence [y]x,α,2α ≤ r for y ∈ Bα(r). From this, (2.18) and (2.20) we learn

Dα (F(y), a) ≤ (r + r2)
[
2‖Dσ‖L∞ + ‖D2σ‖L∞

]
(c0(α)[x]α,2α + tα0 [X]2α).

If the right-hand side were at most r, we could have claimed that the set Bα(r) is invariant
under the map F . Observe that since Cα ⊂ Cβ, for any β < α, and

(2.22) [x]β,2β ≤ [x]α,2α max{tα−β0 , t2α−2β
0 },

we pick some β ∈ (3−1, α), so that the set Bβ(1) is invariant under F for sufficiently small
t0. Note that the choice of t0 depends on x and σ only.
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(Step 3) We claim that if t0 is sufficiently small, then F is a contraction on B = Bβ(1). For

this, we first show that F0 is a Lipschitz map. Take y ∈ Ĝt0(x), y′ ∈ Ĝt0(x′), and put

z = y − y′, ẑ = ŷ − ŷ′, v = σ(y)− σ(y′), k = Dσ(y)−Dσ(y′),

h = Dσ(y)ŷ −Dσ(y′)ŷ′, w =

∫ 1

0

Dσ(θy + (1− θ)y′) dθ

γ(s, t) := y(s, t)− ŷ(s)x(s, t), γ′(s, t) := y′(s, t)− ŷ′(s)x′(s, t).

Note that v = wz, and

|v(s, t)| =|(wz)(t)− (wz)(s)| ≤ |w(s, t)||z(t)|+ |w(s)||z(s, t)|
≤
(
‖D2σ‖L∞ max{[y]β, [y

′]β}‖y − y′‖L∞ + ‖Dσ‖L∞ [y − y′]β
)
|t− s|β

≤
(
‖D2σ‖L∞ max{[y]β, [y

′]β}tβ0 + ‖Dσ‖L∞
)

[y − y′]β|t− s|β,(2.23)

which leads to the bound

[σ(y)− σ(y′)]β ≤
(
‖D2σ‖L∞ max{[y]β, [y

′]β}tβ0 + ‖Dσ‖L∞
)

[y − y′]β ≤ c1[σ]2[y − y′]β,

for any y, y′ ∈ B, where [σ]2 = ‖Dσ‖L∞ + ‖D2σ‖L∞ . In the same fashion, we can show that
there exists a constant c2 such that

[k]β = [Dσ(y)−Dσ(y′)]β ≤ c2[σ]3 [y − y′]β,

for any y, y′ ∈ Bα. Now write
h = kŷ +Dσ(y)ẑ,

and we argue as in (2.23) to assert

|(kŷ)(s, t)| ≤ |k(s, t)||ŷ(t)|+ |k(s)||ŷ(s, t)| ≤ 2[k]β[ŷ]β t
β
0 |t− s|β

≤ 2c2[σ]3[ŷ]β t
β
0 [y − y′]β |t− s|β,

|(Dσ(y)ẑ)(s, t)| ≤ |(Dσ(y))(s, t)||ẑ(t)|+ |Dσ(y)(s)||ẑ(s, t)|

≤ ‖Dσ‖∞
[
[y]β t

β
0 + 1

]
[ẑ]β |t− s|β.

From this we learn

(2.24) [Dσ(y)ŷ −Dσ(y′)ŷ′]β ≤ c3[σ]3 ([y − y′]β + [ŷ − ŷ′]β) ,

for a constant c3.

(Step 4) Let us define

η(θ) = σ(θy(t) + (1− θ)y(s))− σ(θy′(t) + (1− θ)y′(s)),
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so that

η(1)− η(0)− η′(0) = v(s, t)−Dσ(y(s))y(s, t) +Dσ(y′(s))y′(s, t) =: v(s, t)− ζ(s, t),

η′′(θ) = D2σ(θy(t) + (1− θ)y(s)) y(s, t)y(s, t)−D2σ′(θy′(t) + (1− θ)y′(s)) y′(s, t)y′(s, t).

as in (2.23) we can readily show

|η′′(θ)| ≤
[
‖D3σ‖L∞ tβ0 [y]2β + ‖D2σ‖L∞([y]β + [y′]β)

]
[y − y′]β|t− s|2β.

As a result

(2.25) |v(s, t)− ζ(s, t)| ≤ [σ]3

[
tβ0 [y]2β + [y]β + [y′]β

]
[y − y′]β

Moreover

|ζ(s, t)−Dσ(y(s))ŷ(s) x(s, t) +Dσ(y′(s))ŷ′(s) x′(s, t)|
=|Dσ(y(s))y(s, t)−Dσ(y′(s))y′(s, t)−Dσ(y(s))ŷ(s) x(s, t) +Dσ(y′(s))ŷ′(s) x′(s, t)|
=|Dσ(y(s))γ(s, t)−Dσ(y′(s))γ′(s, t)|
≤|(Dσ(y(s))−Dσ(y′(s))γ(s, t)|+ |Dσ(y′(s))(γ(s, t)− γ′(s, t))|
≤[σ]2 (‖y − y′‖L∞ [y]x,2β + [y − y′]x,x′,2β) |t− s|2β.

In particular when for x = x′,

|ζ(s, t)− h(s)x(s, t)| ≤ [σ]2 (‖y − y′‖L∞ [y]x,2β + [y − y′]x,2β) |t− s|2β.

From this and (2.25) we learn,

[(v, h)]x,2β ≤ [σ]3

((
tβ0 [y]x,2β + tβ0 [y]2β + [y]2β + [y′]2β

)
[y − y′]β + [y − y′]x,2β

)
,

From this, and (2.24) we deduce there exists a constant c4 such that

(2.26) [F0(y)−F0(y′)]x,β,2β ≤ c4[σ]3[y − y′]x,2β,

for y,y′ ∈ Bβ.

(Step 5) From (2.26), (2.22), (2.20) we deduce that F is a contraction on Bβ for t0 sufficiently
small. From this, we deduce the existence of a solution in [0, t0] in Gβ(x). Since t0 depends
on σ and x only, we can apply or result to [t0, 2t0], . . . , to assert the existence of a global
solution. The solution we have constructed is in Gβ(x). We now use (2.18) to conclude that
the solution is in Gα(x) provided that 2β ≥ α. This is an immediate consequence of (2.12).

(Step 6) We now turn to the proof of (2.19). Since the solution is the fixed point of F , we
need to study the stability of F . We already know that F is locally Lipschitz with respect
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to y. Let us examine the Lipschitz regularity of F with respect to x. We already know that
F1 is Lipschitz in (x,y) by (2.13). The local Lipschitzness of F0 with respect to (x,y) we
carried out in Step 4. �

Remark 2.1.1 Note that if σ ∈ C3, we can still prove the existence of a solution for
sufficiently small T . Note that for y ∈ Bβ, we have |y(s) − y0| ≤ tβ0 for s ∈ [0, t0], we calls

for a uniform bound of ∆σ, D2σ, D3σ on the set {y : |y − y0| ≤ tβ0 . �

2.2 Rough Paths of Low Regularity

As we saw before, when α ∈ (1/3, 12] and x ∈ Cα, then its lift x can be regarded as a path in
the truncated vector algebra T (2)(R`) = R⊕ R` ⊕ R`×`. In this section, we show that when
α ∈ (1/(n + 1), 1/n), the lift of a geometric path takes value T (n)(R`). As we vary n, we
will be dealing with the full tensor algebra H = T (Rd). In the case of non-geometric paths,
we need to go beyond H as we will discuss later. We first argue that in order to represent
the geometric property of a rough path, we need to equip the tensor algebra H with the
shuffle product

∃

. We refer to Example C.3(ii) for a detailed discussion of shuffle algebra
that turns H to a Hopf algebra. More precisely, if I = {1, . . . , `}, and {ei, i ∈ I} denotes the
standard basis for R`, then H = ⊕n≥0Hn, where Hn = Tn(V ) is spanned by {ea : a ∈ In},
with I0 = {∅},

e∅ = 1, e(i1,...,in) = ei1⊗ . . .⊗ein .

We think of I as the set of alphabet, and a ∈ In as a word of length n. When there is no
danger of confusion we write a for ea. Also, we write aj = (i1, . . . , ij), âj = (ij+1, . . . , in),
when a = (i1, . . . , in), and write a` for (i1, . . . , in, `). The Hopf algebra (H;

∃

, 11; ∆, 11′;S) is
equipped with the shuffle product

∃

, that is defined inductively by

(2.27) a

∃ ∅ = ∅ ∃ a = a, (ak)

∃

(b`) = (a

∃

(b`)) k + ((ak)

∃

b) `,

a coproduct ∆ : H → H�H, that is defined by

(2.28) ∆(a) = a� 11 + 11� a+
n−1∑
k=1

ak � âk, ak = (i1, . . . , ik), âk = (ik+1, . . . , in),

for a = (i1, . . . , in), the counit 11′(ea) = δa,∅, and the antipode

S(v1⊗ . . .⊗vn) = (−1)nS(vn⊗ . . .⊗v1).

The Hopf algebra (H;

∃

, 11; ∆, 11′;S) has a dual (H∗; •, 11′∗; ∃ ∗, 11∗;S∗), where • is ∆∗. This
dual is also a Hopf algebra. We write

〈f, h〉 = f(h), f ∈ H∗, h ∈ H,
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for the pairing between H and H∗.
When x : [0, t0]→ R` is a smooth path, we lift it to a geometric x : [0, t0]2 → H∗ by

〈x(s, t), ∅〉 = 1, 〈x(s, t), i)〉 =

∫ t

s

dxi(θ),(2.29)

〈x(s, t), (i1, . . . , in)〉 =

∫ t

s

∫ θn

s

· · ·
∫ θ2

s

dxi1(θ1) . . . dxin(θn),

for n ≥ 2. The space of geometric path is the completion smooth geometric paths as above
with respect to the locally uniform convergence. The following result justifies the relevance
of shuffle product.

Proposition 2.1 Given a smooth path x : [0, t0]→ R`, define x by (2.29). Then

〈x(s, t), a

∃

b〉 = 〈x(s, t), a〉〈x(s, t), b〉,(2.30)

x(s, t) = x(s, u) • x(u, t),(2.31)

for every u ∈ (s, t), and words a and b.

Proof Given a = (i1, . . . , im), and b = (im+1, . . . , im+n), the right-hand side of (2.30) can be
written as

I :=

∫
C

dxi1(θ1) . . . dxim+n(θm+n),

where

C = {θ = (θ1, . . . , θm+n) : s < θ1 < · · · < θs < t, s < θm+1 < · · · < θm+n < t} .

Let us write Shm,n for the set of permutations σ of {1, . . . ,m+n}, such that σ−1(1) < · · · <
σ−1(m), and σ−1(m + 1) < · · · < σ−1(m + n). Given θ ∈ C, we can find a σ ∈ Shm,n such
that

(2.32) θσ(1) < · · · < θσ(m+n).

This suggests writing Cσ for the set of θ = (θ1, . . . , θm+n) such that (2.32) holds. Evidently,

I =
∑

σ∈Shm,n

∫
Cσ

dxi1(θ1) . . . dxim+n(θm+n)

=
∑

σ∈Shm,n

〈x(s, t),
(
iσ(1), . . . , iσ(m+n)

)
〉 =

∑
c∈Sh(a,b)

〈x(s, t), c〉,

completing the proof of (2.30).
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To verify the proof of (2.32), pick a = (i1, . . . , in) ∈ In, so that

〈x(s, t), a〉 =

∫ t

s

∫ θn

s

· · ·
∫ θ2

s

dxi1(θ1) . . . dxin(θn)

=
n∑
k=0

∫ θn+1

s

· · ·
∫ θ2

s

11 (θk < u < θk+1) dxi1(θ1) . . . dxin(θn)

=
n∑
k=0

∫ θn+1

u

· · ·
∫ θk+2

u

∫ u

s

∫ θk

s

· · ·
∫ θ2

s

dxi1(θ1) . . . dxin(θn)

=
n∑
k=0

∫ u

s

∫ θk

s

· · ·
∫ θ2

s

dxi1(θ1) . . . dxik(θk)

∫ θn+1

u

· · ·
∫ θk+2

u

dxik+1(θk+1) . . . dxin(θn)

=
n∑
k=0

〈x(s, u), ak〉〈x(u, t), âk〉.

with the convention θ0 = s, θn+1 = t. As a result,

〈x(s, t), a〉 = 〈x(s, u)�x(u, t),∆a〉′

which implies (2.32). Moreover, • coincides with the tensor product.
We may identify H∗ with T (Rd∗) with a basis consisting of e∗a, where e∗a is dual to ea for

each word a.WE now claim ea • eb = ea⊗eb = eab for every pair of words a and b. For this,
observe

〈e∗a • e∗b , ec〉 = 〈e∗a�e∗b ,∆ec〉 =

|c|∑
i=0

〈e∗a�e∗b , eci�eĉi〉 =

|c|∑
i=0

〈e∗a, eci〉〈e∗b , eĉi〉

= 11 (a = ci, b = ĉi for some i) = 11(ab = c) = 〈e∗ab, ec〉,

as desired. �

From Proposition 2.1, we learn that geometric rough paths should take value in the space
of characters G(H) ⊂ H∗, which is a group by Proposition C.1 of Appendix C. Moreover,
since

x(s, t) = x(0, s)−1 • x(0, t),

we only need to study Hölder continuous x : [0, t0] → G(H). We write Cα([0, t0];G(H)) for
the set of such x such that

[〈x, a〉] = sup
s 6=t

|〈x(s, t), a〉|
|t− s|α|a|

<∞,

for every word a.
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For non-geometric paths, Gubinelli [G2] discovered that the tensor algebra T (R`) must
be replaced with the Hopf algebra H of Connes-Kreimer [CK] that was used in the context of
renormaliztion theory. More precisely, H is the space of polynomials with the set of labeled
rooted trees T serving as the commuting indeterminants, and the product · simply given by
the polynomial product.

Exercise(i) Assume that 0 < α < β ≤ 1. Consider the Banach space (Cα, ‖ ·‖α). Show that

the closure of Cβ in this Banach space is exactly the set Ĉα, which consists of x : [0, T ]→ Rd

such that

lim
ε→0

sup
0<|t−s|<ε

|x(t)− x(s)|
|t− s|α

= 0.

(ii) Show that if xn ∈ Cα converges uniformly to x, and supn ‖xn‖α,2α < ∞, then xn
converges in Cβ for any β < α.

(iii) Pick α ∈ (0, 1]. Let f : R→ Rd be a 1-periodic Lipschitz function and define

xn(t) = n−αf(nt),

for t ∈ [0, 1], and n ∈ N. Show
sup
n∈N
‖xn‖α <∞.

(iv) Let xn be as in the previous problem and set

Xn(s, t) =

∫ t

s

(xn(θ)− xn(s))⊗ xn(dθ),

where the integral is the standard Riemann integral. Show that the sequence xn := (xn,Xn)
converges when α ≥ 1/2. Determine the uniform limit

(x,X) = lim
n→∞

(xn,Xn).

Show
sup
n
‖xn‖ 1

2
,1 <∞,

when α = 1/2. From this deduce that xn converges in ‖ · ‖β,2β for every β < 1/2.

(v) Assume y : [0, T ]→ Rd is C1, and define x̂n = xn + y, and

X̂n(s, t) =

∫ t

s

(x̂n(θ)− x̂n(s))⊗ x̂n(dθ),
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with xn as in the previous problem. Determine x̂, the large n limit of (x̂n, X̂n) in Cα with
α ∈ (1/3, 1/2). Evaluate ∫

F (x̂) · dx̂.

(vi) Let f : R2 → Rd be a C1 function with f(s, t) 1-periodic in the second variable, and
define xn(t) = n−1/2f(t, nt) for t ∈ [0, 1]. Define Xn as in part (iv). Show

C(s, t) = [Cij]di,j=1 := lim
n→∞

Xn(s, t),

exists with

Cij(s, t) =

∫ t

s

[∫ 1

0

f i(θ1, θ2)f jθ2(θ1, θ2) dθ2

]
dθ1.

�

31



3 SDE

To solve (2.1) for a randomly selected x such as Brownian motion, we need to come up with
an approxiamtion scheme to produce a candidate for X. For such random x, we often have
some information about its marginals and we need to learn how to use such information to
control x = (x,X) in a suitable rough path space Rα. For example if

A(x) =

∫ T

0

∫ T

0

Ψ

(
|x(t)− x(s)|
p(|t− s|)

)
dsdt <∞,

for increasing functions Ψ, p : [0,∞) → [0,∞), with Ψ(0) = p(0) = 0 and Ψ(∞) = ∞, then
by the celebrated Garsia–Rodemich–Rumsey inequality,

(3.1) |x(t)− x(s)| ≤ 8

∫ |t−s|
0

Ψ−1

(
4A(x)

θ2

)
p(dθ).

Note that if E denotes the expected value with respect to the randomness of x, then EA(x) <
∞ guarantees (3.1) for almost all realizations of x. On the other hand, the validity of
EA(x) <∞ can be checked if we have some control on the 2-dimensional marginals of x.

In particular the choices of Ψ(a) = aq, and p(a) = aα+ 1
q lead to

|x(t)− x(s)| ≤ c0(q, α)B(x)
1
q |t− s|α−

1
q ,

where

B(x) =

∫ T

0

∫ T

0

|x(t)− x(s)|q

|t− s|qα+1
dsdt.

Note that EB(x) <∞ if there exists ε > 0 and c such that

[E|x(t)− x(s)|q]
1
q ≤ c|t− s|α+ε

for all s, t ∈ [0, T ]. This Hölder continuity of x is the celebrated Kolmogorov’s continuity
theorem. We now formulated and prove a generalization of this result for rough paths.

Theorem 3.1 Let q ≥ 2 and β > q−1. Assume P is a probability measure on the set of
measurable maps x : [0, T ]→ R`, X : [0, T ]2 → R`×` such that (2.5) holds. If

Nβ,q(x) := sup
s 6=t

E

[
|x(s, t)|+

√
|X(s, t)|

|t− s|β

]q
<∞

then there exists a continuos version of x = (x,X) such that

E[x]qγ,2γ <∞,

for every γ ∈ (0, β − q−1).
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Proof Withous loss of generality, we assume that T = 1. Put

Dn = {i2−n : i = 0, . . . , 2n}, D = ∪∞n=0Dn.

Define
Cn(x) = sup

t∈Dn

∣∣x(t+ 2−n)− x(t)
∣∣ , Cn(X) = sup

t∈Dn

∣∣X(t, t+ 2−n)
∣∣ .

Observe

E
[
|Cn(x)|+

√
|Cn(X)|

]q
≤
∑
t∈Dn

E
[
|x(t, t+ 2−n)|+ |X(t, t+ 2−n)|1/2

]q
≤2n(1−βq)Nβ,q(x)(3.2)

We wish to bound [x]γ,2γ in terms of Cn(x) and Cn(X). For this we pick s, t ∈ D with
s < t, and choose m ∈ N so that 2−(m+1) < t − s ≤ 2−m. For sure, there exists a unique
θ ∈ (s, t) ∩Dm+1. We use the binary expansions of t− θ and θ − s to write

t− θ = 2−m1 + · · ·+ 2−mr , θ − s = 2−m
′
1 + · · ·+ 2−m

′
r′ ,

such that m + 1 ≤ m1 < m2 < · · · < mr, m + 1 ≤ m′1 < m′2 < · · · < mr′ . If we define two
finite sequences

s0 = t0 = θ, si+1 = si − 2−mi , ti+1 = ti + 2−m
′
i ,

inductively, then

|x(t)− x(s)| ≤|x(tr+1 − x(tr)|+ · · ·+ |x(t1)− x(t0)|
+ |x(s0)− x(s1)|+ · · ·+ |x(sr′)− x(sr′+1)|

≤
r∑
i=1

Cmi +
r′∑
i=1

Cm′i ≤ 2
∞∑

n=m+1

Cn.

As a result,

|x(t)− x(s)|
|t− s|γ

≤ 2 2(m+1)γ

∞∑
n=m+1

Cn ≤ 2
∞∑

n=m+1

2nγCn ≤ 2
∞∑
n=1

2nγCn.

This yields

sup
s,t∈D,s6=t

|x(t)− x(s)|
|t− s|γ

≤ 2
∞∑
n=1

2nγCn(x).
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In the same fashion,

|X(s, t)| ≤
r∑
i=0

|X(ti, ti+1)|+

[
r∑
i=0

|x(ti, ti+1)|

]2

+
r′∑
i=0

|X(si, si+1)|+

[
r′∑
i=0

|x(si, si+1)|

]2

≤2
∞∑

n=m+1

Cn + 2

[
∞∑

n=m+1

Cn

]2

,

which yields

sup
s,t∈D,s 6=t

√
|X(s, t)|
|t− s|γ

≤

[
2
∞∑
n=1

22nγCn(X)

]1/2

+
√

2
∞∑
n=1

2nγCn(x)

≤2
√

2
∞∑
n=1

2nγ
[
Cn(x) +

√
Cn(X)

]
.

From this and (3.2) we deduce∥∥∥∥∥ sup
s,t∈D,s6=t

|x(s, t)|+
√
|X(s, t)|

|t− s|γ

∥∥∥∥∥
Lq(P)

≤2(
√

2 + 1)

∥∥∥∥∥
∞∑
n=1

2nγ
[
Cn(x) +

√
Cn(X)

]∥∥∥∥∥
Lq(P)

≤2(
√

2 + 1)
∞∑
n=1

2nγ
∥∥∥Cn(x) +

√
Cn(X)

∥∥∥
Lq(P)

≤2(
√

2 + 1)
∞∑
n=1

2−n(β−q−1−γ) Nq(x)1/q,

which is finite if γ < β − q−1. This yields the desired Hölder regularity, if we replace [0, 1]
with D. We can then extend x to [0, 1] by

x′(t) = lim
tn→t

x(tn), X′(s, t) = lim
(sn,tn)→(s,t)

X(sn, tn),

where sn, tn ∈ D. Note that now x′ = (x′,X′) ∈ Rγ, and

E|x(t)−x′(t)|q = E lim inf
n→∞

|x(t)−x(tn)|q ≤ lim inf
n→∞

E|x(t)−x(tn)|q ≤ lim inf
n→∞

|t−tn|βqNβ,q(x) = 0.

Hence x = x′ almost everywhere. The same reasoning yields X = X′ a.e. �
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Given a stochastic x, we may design a scheme to approximate X and use Theorem 3.1
to verify the convergence of our approximation in a suitable Rγ. Depending on the type of
randomness we have we may appeal to different techniques to bound Nβ,q(x). For example
if x is a centered Gaussian process, a mild regularity of Dx(s, t) := (E|x(s, t)|2)1/2 would
guarantees the existence of nice rough paths x = (x,X) ∈ Rα. We remark that it takes a
very mild regularity of Dx to guarantee the continuity of x (see Exercise (i) below). Though
for a Hölder regularity, it suffices to have

Dx(s, t) ≤ c0|t− s|−τ ,

for some τ > 0, because for every n ∈ N,

(3.3) E|x(s, t)|2n =
(2n)!

2nn!

[
E|x(s, t)|2

]n
.

This and Theorem 3.1 imply that x ∈ Cα for every α ∈ (0, τ). As an example, consider the
fractional Brownian motion of Hurst index τ that is defined as a centered Gaussian process
with x(0) = 0, and the correlation

Ex(t)x(s) =
1

2

(
t2τ + s2τ − |t− s|2τ

)
.

We now study two classical examples of rough paths associated with a Brownian motion.
When τ = 1/2, our Gaussian process is a standard Brownian motion. Let us write B for the
standard `-dimensional Brownian motion. We also write tni = i2−n for the dyadic points.
The following approximation schemes lead to Itô and Stratonovich integrals respectively:

B(s, t) = lim
n→∞

∑
i:tni ∈[s,t)

B(tni )⊗B(tni , t
n
i+1)−B(s)⊗B(s, t),(3.4)

B̂(s, t) = lim
n→∞

∑
i:tni ∈[s,t)

B(tni ) +B(tni+1)

2
⊗B(tni , t

n
i+1)−B(s)⊗B(s, t),

where B(s, t) = B(t)−B(s).

Theorem 3.2 The limits in (3.4) exist in L2(P), where P denotes the Wiener measure, and

(3.5) B̂(s, t) = B(s, t) + (t− s)I/2.

Moreover

(3.6) sup
s 6=t

|B(s, t)|+
√
|B(s, t)|

|t− s|α
∈ Lq(P),

for every q ≥ 1, and every α ∈ (0, 1/2).
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Proof (Step 1) Set

Bn(s, t) =
∑

i:tni ∈[s,t)

B(tni )⊗B(tni , t
n
i+1),

B̂n(s, t) =
∑

i:tni ∈[s,t)

B(tni ) +B(tni+1)

2
⊗B(tni , t

n
i+1).

Then

Bn+1(s, t)− Bn(s, t) =
∑

i:tni ∈[s,t)

B(tni , t
n+1
2i+1)⊗B(tn+1

2i+1, t
n
i+1),

B̂n(s, t)− Bn(s, t) =
1

2

∑
i:tni ∈[s,t)

B(tni , t
n
i+1)⊗B(tni+1, t

n
i+1).

From this and |a⊗ b|2 = |a|2|b|2 we learn,

E|Bn+1(s, t)− Bn(s, t)|2 =
∑

i:tni ∈[s,t)

E|B(tni , t
n+1
2i+1)|2|B(tn+1

2i+1, t
n
i+1)|2

=
∑

i:tni ∈[s,t)

(tn+1
2i+1 − tni )(tni+1 − tn+1

2i+1) ≈ (t− s)2−n,

which implies the L2(P)-convergence of Bn(s, t). We may regard {Bn‖n∈N as Cauchy in

L2(m×P), where m(ds, dt) = ds dt is the Lebesgue measure on [0, T ]2. As a result B and B̂
are well-defined as functions measurable functions of (s, t, B) in L2(m × P). We can easily

check that the Chen’s relation holds for both B and B̂).
As for (3.5), observe

E
[
B̂n(s, t)− Bn(s, t)

]
=

1

2

∑
i:tni ∈[s,t)

(tni+1 − tni )I ≈ 1

2
(t− s)I.

On the other hand, we can readily show

(3.7) lim
n→∞

E

∣∣∣∣∣∣
∑

i:tni ∈[s,t)

(
B(tni , t

n
i+1)⊗B(tni , t

n
i+1)− (tni+1 − tni )I

)∣∣∣∣∣∣
2

= 0,

which implies (3.5). The proof of (3.6) is left to the reader (see Exercise (iv)).

(Step 2) We now turn our attention to the question of the regularity of B = (B,B). Fix
β ∈ (0, 1/2). From E|B(s, t)|2 = `|t− s|, (3.3), and Theorem 3.1, we learn that the random
variable

C(B) = sup
s 6=t

|B(s, t)|
|t− s|β

,
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is in Lq(P) for every q ∈ [1,∞). On the other hand if tni ∈ (s, t) iff i = m,m+ 1, . . . , r, and
we write Xi = Bj(s, t

n
i ), then we may use the independence of Xi and Bk(t

i
n, t

i+1
n ) to argue

E e
∑r−1
i=m

(
λXiBk(tin,t

i+1
n )−λ

2

2
X2
i (ti+1

n −tin)
)

=E e
∑r−2
i=m

(
λXiBk(tin,t

i+1
n )−λ

2

2
X2
i (ti+1

n −tin)
)

= · · · = 1,

for every λ ∈ R such that λ22n < 1 (we need this condition to make sure that the expected
value is finite). Write

Yn =
r−1∑
i=m

XiBk(t
i
n, t

i+1
n ), Zn =

r−1∑
i=m

X2
i (ti+1

n − tin),

so that

1 = E eλYn−λ
2Zn/2 =:

∞∑
m=0

tm

m!
Km(Yn, Zn),

where Km(Y, Z) is a polynomial of degree m in (Y, Z). We may express these polynomials
in terms of Hermite polynomials. To see this, write

eta−t
2/2 =:

∞∑
m=0

tm

m!
Hem(a),

and recall Hem+1(a) = aHem(a)−mHem−1(a), which in particular implies that Hem(0) = 0
when m is odd, and Hem is even (odd) when m is even (odd). Hence,

Km(Y, Z) = Ham

(
Y

Z1/2

)
Zm/2.

In particular
K2m(Y, Z) = Y 2m + cm1 Y

2(m−1)X + · · ·+ cmmX
m.

After an application of a weighted Schwartz inequality

Y 2(m−j)Zj ≤
(

1− j

m

)
(εY 2(m−j))

m
m−j +

j

m
(Zj/ε)

m
j =

(
1− j

m

)
ε

m
m−j Y 2m +

j

mε
m
j

Zm,

we can write
EY 2m

n ≤ cmEZm
n ,

for a constant cm. From this and

|Zn| ≤ C(B)2|t− s|2β+1,

we deduce

(3.8) EY 2m
n ≤ c′m|t− s|2mβ+m,

37



for a constant c′m. We may send n → ∞ to obtain analogous bound for B. This and
Theorem 3.1 imply that there is version of B that is continuous, and that (3.6) holds for
α ∈ (0, 2−1β + 4−1 − (4m)−1). This complete the proof because we can choose β close to
1/2, and m large. �

Remark 3.1 Our calculation in the second step can be used to assert that the process

(3.9) N(t) = e
∫ t
0 f(B(s)) dB(s)− 1

2

∫ t
0 |f(B(s))|2 ds,

is a martingale with respect to the σ-field Ft that is generated from (B(s) : s ∈ [0, t]). Also,
if M(t) =

∫ t
0
f(B(s)) dB(s), then M(t) is a martingale with the quadratic variation

〈M〉(t) =

∫ t

0

|f(B(s))|2 ds.

From the exponential martingale (3.9) we learn that Km(M, 〈M〉) is also a martingale for
each m. We may use the celebrated the Burkholder-Davis-Gundy inequality

E sup
s∈[0,t]

|M(s)|q ≤ cqE〈M〉(t)q/2,

to establish (3.8). �

From Theorem 3.1, we now have two candidates B and B̂ in Rα(B). From the definition,
it is clear

B̂(s, t) + B̂(s, t)∗ = lim
n→∞

∑
tin∈[s,t)

(
B(tni+1)⊗B(tni+1)−B(tni )⊗B(tni )

)
= B(s, t)⊗B(s, t),

which means that B̂ is geometric. Because of this, we expect that if we replace B with a
reasonable smooth approximation B(n), and use Riemann integration for its lift, then the
corresponding B(n) converges to B̂. We first consider a linear interpolation;

B(n)(t) =
∑
i

[
t− tni
tni+1 − tnn

B(tni+1) +
tni+1 − t
tni+1 − tni

B(tni )

]
11
(
t ∈ (tni , t

n
i+1)
)
.

We then define B(n) = (B(n),B(n)), where

B(n)(s, t) =

∫ t

s

B(n)(θ)⊗ Ḃ(n)(θ) dθ.

The following is a rather straightforward consequence of Theorem 3.2.
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Theorem 3.3 For every α ∈ (0, 1/2),

(3.10) lim
n→∞

dα(B(n), B̂) = 0,

almost surely, where dα is the distance associated with [·]α,2α.

Proof Observe,

Ḃ(n)(t) =
∑
i

B(tni , t
n
i+1)

tni+1 − tni
11
(
t ∈ (tin, t

i+1
n )
)
,

which implies ∫ tni+1

tni

B(n)Ḃ(n) dt = (tni+1 − tni )
B(tni ) +B(tni+1)

2
⊗
B(tni , t

n
i+1)

tni+1 − tni
.

Hence, ∫ t

s

B(n)Ḃ(n) dt = B̂n(tni , t
n
i+1).

(This gives an alternative proof for the geometric property of B̂.) By Theorem 3.2 we already

know that B(n)(s, t) → B̂(s, t) in L2(P) as n → ∞ for every (s, t) ∈ D. Also the proof of
Theorem 3.2 guarantees

sup
n

∥∥∥[B(n)
]
α,2α

∥∥∥
Lq(P)

<∞

for every q ≥ 1 and α ∈ (0, 1/2). As a result, B(n) → B̂ uniformly, almost surely. We then
use Exercise (iii) of Chapter 2 to deduce (3.10). �

Remark 3.2 If we write Fn for the σ-algebra generated by (B(tni : tni ∈ [0, T ]), then we
can show that indeed

(3.11) B(n) = E (B | Fn) .

To see this, observe that if 0 < s < t, then X := E(B(s) | B(t)) must be a constant multiple
of B(t) because it is Gaussian by Exercise (v), and is centered because EB(s) = 0. Since
EXB(t) = E(B(s)B(t)) = s, we must have X = st−1B(t). As a result, for s ∈ (t1, t2),

E(B(s) | B(t1), B(t2)) = E(B(s) | B(t1), B(t1, t2)) = B(t1) + E(B(t1, s) | B(t1), B(t1, t2))

= B(t1) + E(B(t1, s) | B(t1, t2)) = B(t1) +
s− t1
t2 − t1

B(t1, t2)

=
t2 − s
t2 − t1

B(t1) +
s− t1
t2 − t1

B(t2).
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From this, we can readily deduce

B(n) = E (B | Fn) .

On the other hand if i 6= j, then Bi and Bj are independent, and

E(Bi(s)Bj(s, t) | Fn) = E(Bi(s) | Fn)E(Bj(s, t) | Fn) = B
(n)
i (s)B

(n)
j (s, t).

This implies (3.11) because we already have an exact formula for the diagonal entries of

B(n) which is compatible with (??). Note that (3.11) implies the convergence B(n) → B̂ by
Doob’s martingale convergence theorem. �

Exercises(i) Recall that if X is a centered Gaussian random variable, then

EetX = et
2EX2/2.

Use this to show (3.3). Also use this to deduce that if x : [0, T ]→ R is a centered Gaussian
process with (

E[x(t)− x(s)]2
)1/2 ≤ c0

(
log

1

|t− s|

)−α
,

for some α > 1/2, then x has a continuous sample path. (Hint: Use Ψ(a) = eca − 1 and
p(a) = | log a|−α−1/2 in (3.1).)

(ii) Show that almost surely,

sup
s,t∈[0,1],0<|s−t|<1/2

|B(s, t)|√
|t− s|| log |t− s||

<∞.

(Hint: Use Ψ(a) = ea
2/4 − 1 and p(a) = a1/2 in (3.1).)

(iii) Use (3.1) to show that there exist constants c1 and c2 such that if ω(δ) =
√
δ| log δ| and

S(x) = sup
s,t∈[0,1],0<|s−t|<1/2

|x(t)− x(s)|
ω(|t− s|)

, A(x) =

∫ 1

0

∫ 1

0

exp

{
|x(t)− x(s)|√
|t− s|

}
dsdt,

then
S(x) ≤ c1 + c2 log+A(x).

Use this to show that EeλS(B) <∞ for small λ > 0.

(iv) Verify (3.7).

(v) Let (X, Y ) ∈ Rd × Rd′ be a Gaussian random variable with density

(2π)−(d+d′)/2(detA)1/2e−
1
2
A11x·x−A12x·y− 1

2
y·y dxdy,
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where the matrix

A =

[
A11 A12

A∗12 A22

]
,

positive definite. Show that E(X|Y ) is again Gaussian associated with that matrix

B = A11 − A12A
−1
22 A

∗
12.
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4 Reconstruction Theorem and Regularity Structure

Recall that if f ∈ Cα and g ∈ Cβ, for some α, β ∈ (0, 1), then according to Lyons and Victoir
[LV], there exists a function h such that (1.6) holds. We may express this in terms of the
distribution T = h′,

(4.1)
∣∣(T − Ft)(ϕδt )∣∣ � δγ,

where Ft is the distribution f(t)ġ, and γ = α + β − 1. The bound (4.1) is uniform over t
in a bounded set, and the test functions ϕ ∈ D such that |ϕ| ≤ 1 and the support of ϕ is
contained in a fixed interval, say (−1, 1). We proved (4.1) when γ > 0 in Chapter 2. We
also observed that the family F = (Ft : t ∈ [0, T ]) enjoys a regularity in the form of (2.16).
In this Chapter, we will learn how to prove the existence of T satisfying (4.1) even when
γ ≤ 0, and extend it to higher dimensions. More precisely, given f ∈ Cα(Rd), g ∈ Cβ(Rd),
we wish to come up with a candidate T for the distribution f∇g satisfying

(4.2)
∣∣(T − Fx)(ϕδx)∣∣ � δγ,

where F = (Fx : x ∈ Rd), with Fx = f(x)∇g, and the inequality is uniform for x in a
bounded set, δ ∈ (0, 1], and ϕ ∈ D0 (See Definition A.1(iii) in the Appendix). But first we
need to discuss the analog of (2.16) in higher dimensions. As a warm-up, let us work out an
example, where our candidate for Fx is a polynomial.

Example 4.1 Assume that u ∈ Cγloc for some γ > 0, and put

(4.3) Pa(x) =
∑
|k|<γ

∂ku(a)

k!
(x− a)k.

We certainly have u(x) = Pa(x) +R0(x, a), where

|R0(x, a)| � |x− a|γ,

holds locally uniformly. This certainly implies

(4.4)
∣∣〈(u− Px), ϕδx〉∣∣ � δγ.

On the other hand, since

∂ku(b) =
∑

|m|<γ−|k|

∂k+mu(a)

m!
(b− a)m +Rk(a, b),

with R satisfying
|R(a, b)| � |a− b|γ−|k|,
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we have

Pb(x) =
∑
|k|<γ

∂ku(b)

k!
(x− b)k =

∑
|k|<γ

 ∑
|m|<γ−|k|

∂k+mu(a)

m!
(b− a)m +Rk(a, b)

 (x− a)k

k!

=
∑
|`|<γ

∂`u(a)

`!

[ ∑
m+k=`

`!

m!k!
(x− a)k(b− a)m

]
+
∑
|k|<γ

Rk(a, b)
(x− a)k

k!

=Pa(x) +
∑
|k|<γ

Rk(a, b)
(x− a)k

k!
.

In particular

(4.5)
∣∣〈Pa − Pb, ϕδb〉∣∣ �∑

|k|<γ

|a− b|γ−|k|δk � (|a− b|+ δ)γ.

�

Given a D′-valued function F , we wish to find a distribution T that is well-approximated
locally by F as in (4.2). Naturally, we may wonder what regularity/consistency condition on
F would guarantee the existence of T . We now formulate such a condition that generalizes
(2.16) and (4.5).

Definition 4.1(i) By a germ, we mean a measurable map F : Rd → D′. We also write Fx
for F (x).

(ii) Given a family τ = (τK : K compact subset of Rd), and real numbers, and γ ∈ R, with
τK , γ + τK ≥ 0 we say that a germ F is (−τ, γ)-coherent if there exists ϕ ∈ D such that∫
ϕ dx 6= 0, and for very compact set K,

(4.6)
∣∣(Fx − Fy)(ϕδy)∣∣ � δ−τK (|x− y|+ δ)γ+τK ,

uniformly for x, y ∈ K, and δ ∈ (0, 1]. We say F is γ-coherent, if F is (−τ, γ)-coherent for
some τ . The set of such germs is denoted by CGγ(Rd). We also define

[F ]K,ϕ,τK ,γ = sup
x,y∈K

sup
δ∈(0,1]

|(Fx − Fy)(ϕδy)|
δ−τK (|x− y|+ δ)γ+τK

.

�

Example 4.2(i) Let f ∈ Cα(Rd), g ∈ Cβ(Rd), with α, β ∈ (0, 1), and define Fx = f(x)∇g.
Note ∣∣〈∇g, ϕδy〉∣∣ =

∣∣〈∇(g − g(y)), ϕδy〉
∣∣ =

∣∣〈g − g(y), div ϕδy〉
∣∣

=δ−1
∣∣〈g − g(y), (div ϕ)δy〉

∣∣ ≤ [g]β‖ϕ‖C1 δ−1+β,
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which in turn implies∣∣〈Fx − Fy, ϕδy〉∣∣ = ≤ [f ]α[g]β‖ϕ‖C1 δ−1+β|x− y|α ≤ [f ]α[g]β‖ϕ‖C1 δ−1(|x− y|+ δ)γ+1,

for γ = α + β − 1. Hence F is (−1, γ)-coherent.

(ii) For u ∈ Cαloc, α > 0, the germ P with Pa as in (4.3) is (0, γ)-coherent by (4.5). �

We now argue that if (4.2) holds locally uniformly in x, and uniformly in

Dr = {ϕ ∈ D : ϕ(x) = 0 for x /∈ B1, ‖ϕ‖Cr ≤ 1} ,

then F must be γ-coherent. The following result is due to Caravenna and Zambotti [CZ].

Proposition 4.1 Let F be a germ, and suppose that there exist γ ∈ R, T ∈ D′ and a
constant C such that

(4.7)
∣∣(T − Fx)(ϕδx)∣∣ ≤ Cδγ,

for every x ∈ K, δ ∈ (0, 1], and ϕ ∈ Dr. Then

(4.8)
∣∣(Fx − Fy)(ϕδy)∣∣ ≤ 2Cδ−τ (|x− y|+ δ)γ+τ ,

for every δ ∈ (0, 1/2], every ϕ ∈ Dr, and every x, y ∈ K with |x− y| ≤ 1/2, where τ = d+ r.

Proof Assume that (4.7) holds. Pick any x, y ∈ K, δ ∈ (0, 1/2], and ϕ ∈ Dr. We certainly
have ∣∣(Fx − Fy)(ϕδy)∣∣ ≤ ∣∣(Fx − T )(ϕδy)

∣∣+
∣∣(T − Fy)(ϕδy)∣∣ ≤ ∣∣(Fx − T )(ϕδy)

∣∣+ Cδγ

≤
∣∣(Fx − T )(ϕδy)

∣∣+ Cδ−τ (|x− y|+ δ)γ+τ .

It remains to show

(4.9)
∣∣(Fx − T )(ϕδy)

∣∣ ≤ Cδ−τ (|x− y|+ δ)γ+τ .

To use (4.8), we find ψ ∈ D and ε ∈ (0, 1] so that ϕδy = ψεx. Indeed

ϕδy(z) =δ−d ϕ

(
z − y
δ

)
= δ−d ϕ

(
(z − x)− (y − x)

δ

)
= ε−d(ε′)−d ϕ

(
(z − x)− aε

εε′

)
=ε−d(ε′)−d ϕ

(
ε−1(z − x)− a

ε′

)
= ε−d ϕε

′

a

(
z − x
ε

)
= ψεx(x),
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where

ε = |y − x|+ δ, ε′ =
δ

|y − x|+ δ
, a =

y − x
ε

, ψ = ϕε
′

a .

Observe the support of ψ is contained in Ba(ε
′) ⊂ B|a|+ε′(0), and |a| + ε′ = 1, which allows

us to use (4.8) to assert∣∣(Fx − T )(ϕδy)
∣∣ = |(Fx − T )(ψεx)| ≤ Cεγ‖ψ‖Cr .

This and the elementary bound

‖ψ‖Cr ≤ (ε′)−d−r‖ϕ‖Cr ,

yields (4.9). �

If a distribution T is of order r = rK in a compact set K, then we have the bound

(4.10) |T (ϕδx)‖ � ‖ϕδx‖Cr ≤ δ−d−r‖ϕ‖Cr ,

whenever the support of ϕδx is contained in K. We now argue that for a coherent distribution,
we have a similar bound for Fx locally uniformly in x.

Proposition 4.2 Suppose that (4.6) holds, and set β = βK = max{τK , rK′ + d}, where

K ′ = {x : |x− y| ≤ 1 for some y ∈ K}.

Then

(4.11) |Fx(ϕδx)| � δ−β,

uniformly for x ∈ K, and δ ∈ (0, 1].

Proof Fix a ∈ K and let r = ra,K be the order of Fa in K ′. Then by (4.10),

|Fa(ϕδx)| � δ−r−d,

uniformly for x ∈ K, and δ ∈ (0, 1]. We then have

|Fx(ϕδx)| ≤ |(Fx − Fa)(ϕδx)|+ |Fa(ϕδx)| � δ−τK (|x− a|+ δ)γ+τ + δ−r−d � δ−τK + δ−r−d,

uniformly for x ∈ K, and δ ∈ (0, 1]. This completes the proof of (4.11). �

We now state Reconstruction Theorem of Hairer.
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Theorem 4.1 For each γ ∈ R, there exists a linear continuous operator Tγ : CGγ → D′ such
that

(4.12)
∣∣(Tγ(F )− Fx)(ψδx)

∣∣ � [F ]K,ϕ,τ,γ

{
δγ γ 6= 0,

| log δ| γ = 0,

uniformly for x ∈ K, δ ∈ (0, 1], and ψ ∈ Dr. The operator Tγ is unique when γ > 0.

Proof (Step 1) We first give a recipe for the operator Tγ. For a compact notation, we write
ρ̂nx for ρ2−n

x . Note that if ρ ∈ D with
∫
ρ = 1, then we always have T ∗ ρ̂n → T as n → ∞

(see (A.6) of Appendix A). In the support of ρ̂nx, we should be able to replace T with Fx.
Motivated by this, we define

T (n)
γ (F )(x) := Tn(x) := (Fx ∗ ρ̂n)(x) = Fx(ρ̂

n
x),

which is a measurable function for each n ∈ N. Here, the function ρ is a suitable test function
that is related to ϕ of (4.6). Observe that if ρ̃n(x) := ρ̂n(−x), then

Tn(x) = (Fx ∗ ρ̃n)(x).

When γ > 0, we define

(4.13) Tγ(F )(ψ) := T (ψ) := lim
n→∞
〈T (n)

γ (F ), ψ〉 = lim
n→∞
〈Tn, ψ〉.

Observe (see (A.6) below)

Fx(ψ) = lim
n→∞

(Fx ∗ ρ̂n)(ψ) =: lim
n→∞
〈G(n)

x , ψ〉 = lim
n→∞

Fx(ρ̂
n ∗ ψ),

where G
(n)
x = Fx ∗ ρ̂n. Conveniently, we may write

(4.14) Tn = T1 +
n−1∑
k=1

(Tk+1 − Tk), G(n)
x = G(1)

x +
n−1∑
k=1

(G(k+1)
x −G(k)

x ),

which is convergent if we find a exponential decay bound on Tk+1 − Tk. Our choice of ρ is
written as ρ = η ∗ ϕ so that

(4.15) (Tk+1 − Tk)(y) = Fy(ρ̂
k+1
y − ρ̂ky) = Fy(m̂

k
y), (G(k+1)

x −G(k)
x )(y) = Fx(m̂

k
y),

where
m = ρ1/2 − ρ = (η ∗ ϕ)1/2 − η ∗ ϕ = η1/2 ∗ ϕ1/2 − η ∗ ϕ.
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Observe that if η = ϕ2, then

m = ϕ ∗ ϕ1/2 − ϕ2 ∗ ϕ = (ϕ1/2 − ϕ2) ∗ ϕ =: ζ ∗ ϕ.

Also observe

(Tk+1 − Tk)(y) =Fy(ϕ̂
k ∗ ζ̂ky ) =

∫
Fy(ϕ̂

k
z) ζ̂

k
y (z) dz

=

∫
Fz(ϕ̂

k
z) ζ̂

k
y (z) dz +

∫
(Fy − Fz)(ϕ̂kz) ζ̂ky (z) dz

= : Ak(y) +Bk(y),

(G(k+1)
x −G(k)

x )(y) =

∫
Fx(ϕ̂

k
z) ζ̂

k
y (z) dz =: Ck(y).

This allows us to write Tn = Sn + Un, where

(4.16) Sn = T1 +
n−1∑
k=1

Ak, Un =
n−1∑
k=1

Bk.

We define

(4.17) Sγ(ψ) := 〈S, ψ〉 = lim
n→∞
〈Sn, ψ〉 = T1(ψ) +

∞∑
k=1

〈Ak, ψ〉.

When γ ≤ 0, our Tγ is simply defined as Tγ = S.

(Step 2) In this step, we focus on the Ak sequence. To show the existence of the limit in
(4.17), we need to assume that for some r ∈ N,

(4.18)

∫
ϕ(x)xk dx = 0, for 0 < |k| < r.

Since ζ = ϕ1/2 − ϕ2, we also have
∫
ζ = 0, which in turn implies

(4.19)

∫
ζ(x)P (x) dx = 0,

for every polynomial P of degree at most r − 1. As a consequence,

(4.20) |(ζ̂k ∗ ψ)(x)| =
∣∣∣∣∫ ζ̂k(z − z′)

(
ψ(z′)− P (r)

z (z′)
)
dz′
∣∣∣∣ � 2−rk,
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where P
(r)
z is the Taylor polynomial of degree r− 1 of ψ at z. From this and (4.11) we learn

|〈An, ψ〉| =
∣∣∣∣∫∫ Fz(ϕ̂

k
z) ζ̂

k
y (z)ψ(y) dzdy

∣∣∣∣ =

∣∣∣∣∫ Fz(ϕ̂
k
z) (ζ̂k ∗ ψ)(z) dz

∣∣∣∣
� sup

z∈K
|Fz(ϕ̂kz)| 2−rk � 2(βK−r)k.

This yields the existence of the limit in (4.17) provided that r > βK .

(Step 2) So far we know that S exists. For (4.12), we need to study (S−Fx)(ψδx), which can
be expressed as a sum of terms of the form Ak − Ck. Observe∣∣〈Ak − Ck, ψδx〉∣∣ =

∣∣∣∣∫ (Fz − Fx)(ϕ̂kz) ζ̂ky (z)ψδx(y) dzdy

∣∣∣∣
=

∣∣∣∣∫ (Fz − Fx)(ϕ̂kz) (ζ̂k ∗ ψδx)(y) dy

∣∣∣∣
≤ sup

z∈B2−n+δ(x)

|(Fz − Fx)(ϕ̂kz)|
∫ ∣∣∣(ζ̂k ∗ ψδx)(y)

∣∣∣ dy
�2τk(δ + 2−k+1)γ+τ

∫
|ζ̂k ∗ ψδx)(y)| dy.

Clearly, ‖ζ̂k ∗ ψδx‖L1 � 1, which yields

(4.21)
∣∣〈Ak − Ck, ψδx〉∣∣ � 2τk(δ + 2−k+1)γ+τ � 2−kγ,

whenever δ ≤ 2−k. The bound ‖ζ̂k ∗ ψδx‖L1 � 1 can be improved when 2−k ≤ δ; as in (4.20),∫
|ζ̂k ∗ ψδx)(y)| dy =

∫
Bx(δ+2−n)

|ζ̂k ∗ ψδx)(y)| dy =

∫
Bδ+2−n (x)

∣∣∣∣∫ ζ̂k(y − z′)(ψδx − P̂ (r)
y )(z′))

∣∣∣∣ dy
�‖ψδx‖Cr 2−kr|Bx(δ + 2−k)| � δ−r−d 2−kr (δ + 2−k)d � δ−r2−kr,

whenever 2−k ≤ δ. As a result,∣∣〈Ak − Ck, ψδx〉∣∣ �2τk(δ + 2−k+1)γ+τδ−r2−kr � δγ+τ−r2(τ−r)k,

whenever 2−k ≤ δ. Hence, for r > τ ,

(4.22)
∑

2−k≤δ

∣∣〈Ak − Ck, ψδx〉∣∣ � δγ.

On the other hand, when γ ≤ 0, we may use (4.21) to assert

(4.23)
∑

2−k≥δ

∣∣〈Ak − Ck, ψδx〉∣∣ � ∑
2−k≥δ

2−kγ �

{
δγ γ < 0,

| log δ| γ = 0.
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Note

|〈T1 −G(1)
x , ψδx〉| =

∣∣∣∣∫ (Fy − Fx)(ρ̂1
y)ψ

δ
x(y) dy

∣∣∣∣ =

∣∣∣∣∫∫ (Fy − Fx)(ϕ̂1
z)η̂

1
y(z)ψδx(y) dydz

∣∣∣∣
�
[
(|x− z|+ 2−1)γ+τ + (|z − y|+ 2−1)γ+τ

] ∣∣∣∣∫∫ |η̂1
y(z)ψδx(y)| dydz

∣∣∣∣ � 1.

From this, (4.23), (4.22), (4.17), and (4.15) we deduce (4.12) when γ ≤ 0.

(Step 3) We now assume that γ > 0. We certainly have,∣∣〈Bk, ψ
δ
x〉
∣∣ =

∣∣∣∣∫∫ (Fy − Fz)(ϕ̂kz) ζ̂ky (z)ψδx(y) dzdy

∣∣∣∣
�
∫∫

2kτ (|y − z|+ 2−n)γ+τ
∣∣∣ζ̂ky (z)ψδx(y)

∣∣∣ dzdy
�2−kγ‖ζ‖L1‖ψ‖L1 .

From this (by choosing x = 0 and δ = 1) it is not hard to deduce that
∑

k Bk is convergent
in D′. Moreover, ∑

2−k≤δ

∣∣〈Bk, ψ
δ
x〉
∣∣ � ∑

2−k≤δ

2−kγ � δγ.

From this and (4.22) we learn

(4.24)
∣∣[(T − Fx)− (Tn −G(n)

x )](ψδx)
∣∣ � δγ,

provide 2−n ≤ δ ≤ 2−n+1. It remains to verify

(4.25)
∣∣〈Tn −G(n)

x , ψδx〉
∣∣ � δγ,

for such n. Indeed∣∣〈Tn −G(n)
x , ψδx〉

∣∣ =

∣∣∣∣∫ (Fy − Fx)(ρ̂ny ) ψδx(y) dy

∣∣∣∣ =

∣∣∣∣∫∫ (Fy − Fx)(ϕ̂nz ) η̂ny (z) ψδx(y) dydz

∣∣∣∣
=

∣∣∣∣∫∫ [(Fy − Fz) + (Fz − Fx)](ϕ̂nz ) η̂ny (z) ψδx(y) dydz

∣∣∣∣
�
∣∣∣∣∫∫ 2nτ

[
(|z − y|+ 2−n)γ+τ + (|x− y|+ 2−n)γ+τ

] ∣∣η̂ny (z) ψδx(y)
∣∣ dydz∣∣∣∣

� 2−nγ‖ηn ∗ ψδx‖L1 � δγ,

because 2−n and δ are comparable. This completes the proof of (4.25). From this and (4.24)
we deduce (4.11) when γ > 0.
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(Step 4) So far we have established (4.11) provided that ϕ satisfies (4.18). If we start from
ϕ ∈ D with in support in B1 and

∫
ϕ = 1, then we can build a suitable ϕ̄ that is built from

ϕ and satisfies (4.18). This construction is done in such a way that if ϕ satisfies (4.6), then
ϕ̄ also satisfies (4.6) provided that τK is modified. Indeed given distinct positive numbers
λ0, . . . , λr−1, we select constants c0, . . . , cr−1, so that a desired ϕ̄ can be expressed as

ϕ̄ =
r−1∑
i=0

ciϕ
λi .

Indeed from the calculation∫
xkϕ̄(x) dx =

r−1∑
i=0

ci

∫
xkϕλi(x) dx =

r−1∑
i=0

ciλ
|k|
i ,

we learn that c0, . . . , cr−1 must satisfy,

(4.26)
r−1∑
i=0

ciλ
s
i = 0,

r−1∑
i=0

ci = 1,

for s ∈ {1, . . . , r1}. The matrix of the coefficients of this linear system is a Vander-
monde matrix of determinant

∏
i<j(λi − λj) which is non-zero. Hence there exists a unique

solution (c0, . . . , cr−1) that satisfies (4.26). On the other hand, so long as λi ∈ (0, 1), it is
straightforward to see that if (4.6) holds also when ϕ is replaced with ϕλi .

(Step 5) We now discuss the uniqueness of T when γ > 0. Indeed if T and T ′ both satisfy
(4.12), then S = T − T ′ satisfies

|S(ψδx)| � δγ.

From this we learn that for every φ ∈ D with
∫
φ = 1,

S(ψδ ∗ φ) =

∫
T (ψδx)φ(x) dx � δγ.

Sending δ → 0 yields S(φ) = 0. Thus S = 0. �

Remark 4.1(i) If we α, β ∈ (0, 1), and F as in Example 4.2(i), then the restriction of T to
such F yields a bilinear continuous operator A : Cα ×Cβ → Cβ−1. When γ = α+ β − 1 > 0,
we simply have

A(f, g) = lim
n→∞

f(∇g ∗ ρ̃n) = lim
n→∞

f∇(g ∗ ρ̃n).

When γ = α + β − 1 > 0, and g ∈ C1, then A(f, g) = f∇g by uniqueness because the
continuous function T = f∇g satisfies (4.12). Hence the operator A(f, g) is an extension of
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the classical A0 : C1 × C1 → C that is defined by A0(f, g) = f∇g. When γ ≤ 0 however,
A(f, g) 6= f∇g for f, g ∈ C1. In our construction we simply dropped the terms Bk to have
convergence. Indeed,

(4.27) A(f, g) = f(∇g ∗ ρ) +
∞∑
n=1

(f(∇g ∗ ϕ̂n)) ∗ ζ̂n =: A0(f, g) + Â(f, g).

(ii) Note that when γ < 0, and G ∈ Cγ, then T ′ = Tγ + G also satisfies (4.12). In our
definition of coherence seminorm [F ] and the formulation of (4.12) we have been using
Hölder norm and Hölder spaces. However Theorem 4. 1 has been extended to Besov spaces
Bγp,q in Hairer and Labbé [HL]. �

4.1 Regularity structure

In Chapter 2 we learned how to solve the ODE (2.1) with rough x. A solution was constructed
as a fixed point of an operator that acted on Gubinelli pairs (y, ŷ) with ŷ playing the role of
dy/dx. The derivative ŷ corresponds to a Taylor-like approximation for y, namely y(s, t) =
ŷ(s)x(s, t) +O(|t− s|2). When we study SPDE of the type we discussed in the introduction,
we encounter various terms of different degrees of singularities. To manage such SPDES, we
first attach a Taylor-like expansion to our potential solution to each spatial point. For our
purposed we need a generalization of polynomials where monomials are certain distributions
of various degrees of singularities (orders). To manage this in an orderly and systematic
fashion, Hairer formulated regularity structures to be able to perform algebraic manipulations
with a (often finite) set of relevant distributions. We now give a detailed presentation of
such structures.

Definition 4.2(i) By a regularity structure we mean a triplet (A, T,Γ) where A ⊂ R is a
discrete set that is bounded below and 0 ∈ R;

T = ⊕α∈ATα,

with each Tα a Banach space with norm ‖ · ‖α, and G is a group of linear continuous
transformation Γ : T → T such that if τ ∈ Tα, then

Γτ − τ ∈ ⊕<αTβ := ⊕β<αTβ.

We always assume that dimT0 = 1. We also use the notation Tα = 〈τ 1, . . . , τ k〉, when
dimTα = k and {τ 1, . . . , τ k}, is a basis for Tα. We write {11} for the basis of T0. In other
words, T0 = 〈11〉. Also, when τ ∈ T , we write ‖τ‖α for the norm of its α component. We
write Prατ for the α-component of τ so that ‖τ‖α = ‖Prατ‖.
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(ii) We write L(T ) = L(T,D′(Rd)) for the set of linear continuous maps L : T → D′(Rd).
By a model for (A, T,G) we mean a pair of measurable maps M = (Π,Γ), with

Π : Rd → L(T ), Γ : Rd × Rd → G,

such that Πx = Π(x) and Γxy = Γ(x, y) satisfy

(4.28) ΠxΓxy = Πy, ΓxyΓyz = Γxz,

for every x, y ∈ Rd. Moreover, if r is the smallest integer with r > |minA|, α, β ∈ A with
β < α, and K ⊂ Rd is compact, then

(4.29) sup
x∈K

sup
δ∈(0,1]

sup
ϕ∈Dr

sup
τ∈Aα

(Πxτ)(ϕδx)

δα‖τ‖α
<∞, sup

x,y∈K
sup
τ∈A

‖Γxyτ‖β
|x− y|α−β‖τ‖α

<∞.

(iii) Given a regularity structure (A, T,G), its model M , and γ ∈ R, we define CγM to be the
set of maps f : Rd → T<γ such that for every compact set K ⊂ Rd, and α ∈ A with α < γ,
we have

[f ]α,K,M = sup
x,y∈K

‖f(x)− Γxyf(y)‖α
|x− y|γ−α

<∞.

This turns CγM to a Frechet Space (locally convex complete metric vector space). We also
write Cγβ,M = Cγβ , for the set of those f ∈ CγM such that f(x) ∈ ⊕β≤α<γTα. �

The following is a corollary to Theorem 4.1.

Theorem 4.2 For each γ ∈ R, there exists a linear continuous operator T γM : CγM → D′ such
that

(4.30)
∣∣(T γM(f)− Πxf(x))(ψδx)

∣∣ � {δγ γ 6= 0,

| log δ| γ = 0,

uniformly over δ ∈ (0, 1], x in a compact set, and ψ ∈ Dr.

Proof Set Fx = Πxf(x). (4.30) would follow from (4.12) if we can show that F ∈ CGγ.
Indeed ∣∣(Fx − Fy)(ϕδy)∣∣ =

∣∣(Πxfx − Πyfy)(ϕ
δ
y)
∣∣ =

∣∣(Πx(fx − Γxyfy))(ϕ
δ
y)
∣∣

≤
∑
α<γ

∣∣(ΠxPrα (fx − Γxyfy)) (ϕδy)
∣∣

�
∑
α<γ

δα ‖fx − Γxyfy‖α � ‖f‖α,K,M
∑
α<γ

δα|x− y|γ−α

=‖f‖α,K,M δ−r
∑
α<γ

δα+r|x− y|γ−α+r

�‖f‖α,K,M δ−r(δ + |x− y|)γ+r,
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as desired. �

Example 4.3(i) Assume that A = N0, and T = R[X1, . . . , Xd] is the space of real polynomi-
als of the d-commuting variables X1, . . . , Xd. For each r ∈ N0, the space Tr is the subspace
of homogeneous polynomials of degree r, and T≤r is the space of polynomial of degree at
most r. The collection {Xk : |k| = r} is a basis for Tr, hence dimTr =

(
d+r−1
r−1

)
. Using this

basis, we equip Tr with the standard Euclidean norm. The group G consists of operators
Γh, h = (h1, . . . , hd) ∈ Rd that is formally defined by

ΓhX
k =

d∏
i=1

(Xi + hi11),

with the convention that Xi11 = 11Xi = Xi. We define a model P = (Π,Γ) by

(ΠaX
k)(x) =

d∏
i=1

(xi − ai), Γab = Γa−b.

The properties (4.28) follow from ΓhΓh′ = Γh+h′ . Evidently,∣∣〈ΠaX
k, ϕδa〉

∣∣ = δ|k|
∣∣∣∣∫ xkϕ(x) dx

∣∣∣∣ � δ|k|, ‖ΓhXk‖s � |h||k|−s,

for every s < |k|. We next choose γ = n + γ0 with n ∈ N0 and γ0 ∈ (0, 1), and study
corresponding Mγ

M . Clearly if f ∈ CγM , then

f(x) =
∑
|k|≤n

ak(x)Xk,

is a polynomial of degree n with the following property:

(4.31)

∥∥∥∥∥∥
∑
|k|≤n

(
ak(y + h)Xk − ak(y)(X + h11)k

)∥∥∥∥∥∥
r

� |h|γ−r,

for every integer r ≤ n, and locally uniformly in y, h ∈ Rd. The choice of r = n yields

|ak(y + h)− ak(y)| � |h|γ0 ,

whenever |k| = n, which means that ak ∈ Cγ0loc(Rd). More generally

∑
|`|=r

∣∣∣∣∣∣a`(y + h)−
∑

|k|≤n,k≥`

(
k

`

)
ak(y)hk−`

∣∣∣∣∣∣ � |h|γ−r,
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for r ≤ n (by k ≥ `, we mean ki ≥ `i for i = 1, . . . , d). For r ≤ n− 1, we can write∑
|`|=r

∣∣∣∣∣a`(y + h)− a`(y)−
d∑
i=1

(`i + 1)a`+δi(y)hi

∣∣∣∣∣ � |h|2 + |h|γ−r � |h|1+γ0 ,

which implies that ∂yia`(y) = (`i + 1)a`+δi(y). Inductively, we deduce

a` =
∂`a0

`!
.

Hence f(y) is the Taylor polynomial of the function a0 at y, and a0 ∈ Cγ(Rd). In other
words, CγM is isomorphic to the Hölder space Cγ. For such a function f , we simply have
T γMf = a0.

(ii) Given α ∈ (1/3, 1/2), let A = {α− 1, 2α− 1, 0, α}, with r = 1, and define

T0 = 〈11〉, Tα = 〈X1, . . . , X`〉, Tα−1 = 〈Ẋ1, . . . , Ẋ`〉, T2α−1 = 〈Ẋij : 1 ≤ i, j ≤ `〉.

What we have in mind is that X = (X1, . . . , X`) represents a Hölder continuous path x and
Ẋ represents its derivative. However we wish to have a candidate for x⊗ ẋ. Abstractly we
use the symbol X = X ⊗ Ẋ to represents such a product. Also, G = {Γh : h ∈ R`}, with

Γh11 = 11, ΓhX
i = X i + hi11, ΓhẊ

i = Ẋ i, ΓhẊij = Ẋij + hiẊ
j.

The last definition is motivated by the formal manipulation

ΓhX = Γh(X ⊗ Ẋ) = (X + h11)⊗ Ẋ = X + hẊ.

Given x = (x,X) ∈ Rα, we define a model M = (Π,Γ) by Γst := Γx(t,s), and

(Πs11)(t) = 1, (ΠsX
i)(t) = xi(s, t),

(ΠsẊ
i)(ψ) = ẋi(ψ) = −

∫
ψ̇(t)xi(t) dt,

(ΠsẊij)(ψ) =

∫
ψ(t) dXij(s, t) = −

∫
ψ̇(t)Xij(s, t) dt.

As for the verification first equation in (4.28) in the case of Ẋ, observe

(ΠsΓss′Ẋ)(ψ) =
(

Πs(Ẋ + x(s′, s)⊗ Ẋ)
)

(ψ)

= −
∫
ψ̇(t) (X(s, t) + x(s′, s)⊗ x(t)) dt

= −
∫
ψ̇(t) (X(s′, s) + X(s, t) + x(s′, s)⊗ x(s, t)) dt

= −
∫
ψ̇(t)X(s′, t) dt = (Πs′Ẋ)(ψ),
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by the Chen’s relation. As for the first property in (4.29), observe that for each s, xi(s, ·) ∈
Cα, ẋi ∈ Cα−1, and∣∣∣(ΠsẊij)(ϕδs)

∣∣∣ =

∣∣∣∣∫ ϕ̇δs(t)Xij(s, t) dt

∣∣∣∣ = δ−1

∣∣∣∣∫ ϕ̇(θ)Xij(s, s+ δθ) dθ

∣∣∣∣ ≤ [X]2α‖ϕ‖C1δ2α−1.

(iii) When now study C0,M
2α when M is as in the previous example. Let Y (t) = y(t)11 +

ŷ(t)X ∈ C2α
M . This is equivalent to saying

‖Y (s)− ΓstY (t)‖r = ‖(y(s)− y(t)− ŷ(t)x(t, s))11 + (ŷ(s)− ŷ(t))X‖r � |s− t|
2α−r,

for r = 0 and α. Equivalently,

|y(s)− y(t)− ŷ(t)x(t, s)| � δ2α, |ŷ(s)− ŷ(t)| � δα.

Hence such Y ∈ C2α
M iff y = (y, ŷ) ∈ Gα(x). Moreover, it is not hard to see that in fact

T 2αY = y.
Now imagine that we wish to define yẋ. First we perform this multiplication for-

mally/abstractly, namely

Y Ẋ = (y11 + ŷX)Ẋ = yẊ + ŷ(X ⊗ Ẋ).

In the setting of our regularity structure, we may use Theorem 4.2 to turn Y Ẋ into a
distribution that is indeed ż = y ·x of Chapter 2. To see this, first observe then Y Ẋ ∈ C3α−1

M ,
because

(Y Ẋ)(s)− Γst(Y Ẋ)(t) = y(s)Ẋ + ŷ(s)Ẋ− Γx(t,s) (y(t)Ẋ + ŷ(t)Ẋ)

= y(s)Ẋ + ŷ(s)Ẋ− y(t)Ẋ − ŷ(t)Ẋ− ŷ(t) x(t, s)⊗ Ẋ
= (y(s)− y(t)− ŷ(t)x(t, s))Ẋ + (ŷ(s)− ŷ(t))Ẋ,

with

|y(s)− y(t)− ŷ(t)x(t, s)| � |t− s|2α = |t− s|3α−1−(α−1),

|ŷ(s)− ŷ(t)| � |t− s|α = |t− s|3α−1−(2α−1).

Since 3α− 1 > 0, by Theorem 4.2, there exists a unique operator T 3α−1
M such that

(4.32)
∣∣∣((T 3α−1

M (Y Ẋ)− (y(s)ẋ+ ŷ(s)Xt(s, ·)
)

(ψδs)
∣∣∣ � δ3α−1.

By approximation, one can show that if T = T 3α−1
M (Y Ẋ), then T ∈ Cα−1(R), and that we

can choose ψ = 11[0,1]. Hence if z(t) = T ([0, t]), then ż = T and z satisfies (2.12). We may
also define an operator on the set of such expressions as

I(Y Ẋ)(t) = z(t)11 + y(t)X,
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where z(t) = T 3α−1
M (Y Ẋ)(11[0, t]). If we write C3α−1

<0 for the set of such Y Ẋ, then I : C3α−1
<0 →

C2α
0 . More generally, a function f ∈ C3α−1

M (with α ∈ (1/3, 1/2]) would look like

f(t) = y(t)Ẋ + ŷ(t)Ẋ + h(t)11 = (Y Ẋ)(t) + h(t)11,

with Y Ẋ as before, and h a Hölder continuous function of Hölder exponent 3α− 1 ∈ (0, 1].
In this case, we simply have

T 3α−1
M (f) = T 3α−1

M (Y Ẋ) + h.

(iv) Given a C3 function σ : Rd → Rd×`, We may define an operator Σ : C2α
0 → C2α

0 , by

Σ(y11 + ŷX) = σ(y) 11 + (Dσ)(y)ŷ X.

We then set
F(Y ) = ŷ011 + I(Σ(Y )Ẋ).

A fixed point Y = y11 + ŷX of the operator F : C2α
0 → C2α

0 yields a solution to (2.1), as
discussed in Theorem 2.3.

(v) We now discuss a regularity structure associated with the iterated integrals of Section
2.3. Given α > 0, let A = {nα : n ∈ N0} be the set of indices, and T = H = T (Rδ) be the
Tensor algebra associated with R`. We regards H as a Hopf algebra with the product

∃

. Its
dual H∗ = T (Rd∗) is equipped with the product • = ⊗. Recall that the group G(H) ⊂ H∗

is the set of characters. We then define a group G = {Γg : g ∈ G(H)}, where the linear
Γg : H → H is defined by the duality

〈f,Γgh〉 = 〈g−1 • f, h〉.

As in Proposition C.1 of Appendix C, we know that G is a group. Also, if h = ea for a word
a = (i1, . . . , in), then using Γg = (g−1⊗id)∆ (see Proposition C.2(ii) below),

Γgh =
n∑

m=0

g−1(hm)ĥm,

where hm = (i1, . . . , im), and ĥm = (im+1, . . . , hn). In particular

Γgh− h =
n∑

m=1

g−1(hm)ĥm ∈ Hn,

because hm = eam , with |am| = n−m < n.
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To define a model, we take a path x : [0, t0]→ G(H), we set x(s, t) = x(s)−1 • x(t), and
define the linear function Π = Πx : H → C([0, t0];R) and Γs,t ∈ G by

(Πsa)(t) = 〈x(s, t), a〉, Γs,t := Γx(s,t),

for every word a. Note

Γs,u ◦ Γu,t = Γx(s,u) ◦ Γx(u,t) = Γx(s, u) • x(u, t) = Γx(s,t) = Γs,t.

(vi) In this example we discuss a multidimensional analogue of (ii). Given α ∈ (1/3, 1/2],
let A = {α− 1, 2α− 1, 0, α}, and define T0 = 〈1〉, Tα = 〈F 1, . . . , F `〉,

Tα−1 = 〈F i
j : i = 1, . . . , d, j = 1, . . . , `〉, T2α−1 = 〈Fk,ij : i = 1, . . . , d, j, k = 1, . . . , `〉.

Similarly, for h ∈ R`,

Γh11 = 11, ΓhF = F + h11, ΓhF
i
j = F i

j , ΓhFk,ij = Fk,ij + hkF
i
j .

What we have in mind is that F = (F 1, . . . , F `) represents an α-Hölder continuous function
f = (f 1, . . . , f `) : Rd → R`, F i

j represents the partial derivative ∂jf
i := f ixj , and Fk,ij

represents the product fk∂jf
i. Let hk,ij be a candidate for hk,ij , so that

|〈hk,ij − fk(x)∂jf
i, ψδx〉| � δ2α−1.

We can use f and h to build a model M for our regularity structure, with Γxy = Γf(y)−f(x).
Given a sufficiently differentiable function η : R` → R, we wish to make sense of η(f)∂jf

i.
For this, we define

H(x) = η(f(x))11 +
∑̀
r=1

∂rη(f(x))F r.

We claim that H ∈ C2α
M . For this, we need

‖H(x)− ΓxyH(y)‖β � |x− y|2α−β,

for β = 0, α. Since H(x)− ΓxyH(y) equals

(η(f(x))− η(f(y))−∇η(f(y)) · (f(x)− f(y))) 11 + (∇η(f(x))−∇η(f(y))) · F,

it suffices to assume that η ∈ C2. We wish to have a unique candidate for η(f)·fxj . Formally,

HF i
j = (η ◦ f 11 +∇η ◦ f · F )F i

j = η ◦ f Fj +∇η ◦ f · Fij.

As in (iii), we can readily show that HF i
j ∈ C3α−1

M . This allows us to apply the reconstruction
theorem to find a unique candidate for η(f)·fxj . We may define a continuous operator I(f, h)
such that for smooth f ,

I(f, f∇f) = η(f)∇f.
�
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4.2 Schauder Estimate

The classical Schauder estimate asserts that if u ∈ Cα, then ∆−1u ∈ Cα+2. Note that when
d ≥ 3, then ∆−1u = u ∗ G, where G is a constant multiple of |x|2−d. Observe that we may
write G = K + K̂, with K̂, smooth, and K a function that is smooth off of the origin, with
support in the unit ball, and satisfying the bounds

(4.33) |∂kK(x)| � |x|2−d−|k|.

For may of the PDEs we discussed in the Introduction, we are interested in the regularity
gain of operator (∂t −∆)−1, which is associated with the heat kernel

p(x, t) = (4πt)−d/2e−
|x|2
4t 11(t > 0).

The parabolic Schauder estimate assert that there is a gain of 2 (parabolic) derivatives as we
apply the operator (∂t−∆)−1 on a function provided that we use parabolic distances (which
in practice means two spatial derivatives, and one temporal derivative). Note that the only
singularity of p occurs at (0, 0). Moreover, p satisfies a bound similar to (4.33) provided that
we use the parabolic dimension d+ 2.

Lemma 4.1 For every r ∈ N0, there exists a constant c̄r such that for every z = (x, t) ∈ B̄1,
with t > 0, and every k with |k|par = r,

(4.34) |∂kp(z)| ≤ c̄r|z|2−(d+2)−r
par = c̄r|z|−d−rpar .

Proof First observe that if `d+1 = 0, then

(4.35) ∂`p(x, t) = t−(d+|`|)/2P`

(
x√
t

)
e−
|x|2
4t =: t−(d+|`|)/2R`

(
x√
t

)
,

where P` is a polynomial of degree |`| = |`|par. We can readily verify (4.35) by induction on
|`|. Differentiating (4.35) with respect to t yields

(4.36) ∂st ∂
`p(x, t) = t−(d+|`|+2s)/2P`,s

(
x√
t

)
e−
|x|2
4t =: t−(d+|`|+2s)/2R`,s

(
x√
t

)
,

where P`,s is a polynomial of degree |`| + 2s. Again the proof of (4.36) can be carried out
by induction on s. On account of (4.36), (4.34) would follow if we can find c̄r such that

P`,s(a)e−
a2

4 ≤ c̄|`|+2s(a+ 1)−d−|`|−2s,

or equivalently,

P`,s(a)(a+ 1)d+|`|+2s ≤ c̄|`|+2s e
a2

4 .

This is evidently true. �

We now state and prove our elliptic Schauder estimate.
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Theorem 4.3 (i) Fix β > 0. Let K : Rd → R be a function that is supported in B1(0), is
smooth off of the origin, and satisfies

(4.37) |∂kK(x)| � |x|β−d−|k|,

for every k ∈ Nd
0. Then

(4.38) [K ∗ u]Ĉβ+α � [u]Ĉα .

(ii) Fix β > 0. Let K : Rd+1 → R be a function that is supported in B̄1(0), is smooth off of
the origin, and satisfies

(4.39) |∂kK(z)| � |z|β−d−2−|k|,

for every k ∈ Nd
0. Then

(4.40) [K ∗ u]Ĉβ+αpar
� [u]Ĉαpar .

Proof We only present a proof for the first part because the second part can be treated with
a verbatim argument.

(Step 1) We first express our kernel as a sum of smooth functions. To achieve this, we start

Exercise(i) Show that in (4.32) we can choose ψ = 11[0,1]. Hint: Start from ϕ ∈ D with
ϕ ≥ 0,

∫
ϕ = 1, supp ϕ ⊂ [0, 1], and from it build ϕ̂n(t) = 2nϕ(2nt), ϕ̃n(t) = 2nϕ(−2nt).

Choose ηn, ζn such that η̇ = ϕn, ζ̇n(t) = ϕ̃n(1 − t). Use ηn and ζn to find ψn and ψ̃n such
that

11[0,1] =
∞∑
n=0

(ψn + ψ̃n),

so that ψn and ψ̃n are supported in [0, 2−n] and [1− 2−n, 1] respectively. Use this represen-
tation to derive (4.32) for ψ = 11[0,1].

(ii) Let F = (f, g) : Rd×Rd → R2 be a C1 function such that F (x, y) is 1-periodic in y. Set

Fn(x, y) = (fn, gn)(x, y) =: nαF (x, nx).

Show
sup
n
‖Fn‖Cα <∞.

Moreover, when α = 1/2, show

lim
n→∞

〈fn∇gn, ϕ〉 =

∫
Rd

[∫
[0,1]d

f(x, y)∇g(x, y) dy

]
· ϕ(x) dx.
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More generally if P is an ergodic invariant measure for the group τa : Ω → Ω; a ∈ Rd, and
F̂ = (f̂ , ĝ) : Rd × Ω→ Rd is a measurable map such that

F (x, y;ω) = F (x, y) = (f, g)(x, y) := F̂ (x, τxω),

is C1, then
Fn(x, y) = (fn, gn)(x, y) =: nαF (x, nx).

is in Cα. Moreover, when α = 1/2, we have

lim
n→∞

〈fn∇gn, ϕ〉 =

∫
Rd

[∫
Ω

f̂(x, ω)∇ĝ(x, ω) P(dω)

]
· ϕ(x) dx.

(iii) Let F = (f, g) and h be C1, 1-periodic functions, and define

hm(x) = 2m(1−2α)h(2−mx), fm(x) = 2mαh(2−mx), gm(x) = 2mαg(2−mx),

for m ∈ N. Show

(hm ∗ ζ̂k)(x) = (h ∗ ẑk+m)(2−mx),
∣∣∣〈hm ∗ ζ̂k, ψ〉∣∣∣ � 2m(1−2α)2−(k+m)r ≤ 2−2αm,

for k ≥ 1 and r ≥ 1. Use this to assert

Â(fm, gm) � 2−2αm,

where Â was defined by (??). Also, verify A0(fm, gm) � 2−2αm. Note however (fm∇gm)
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5 KPZ Equation

In this chapter we discuss the question of well-posedness for the KPZ equation:

(5.1) ht = hxx + h2
x − C,

where h : T× [0,∞)→ R, C is a constant, and ξ is the space-time white noise. Note that if
P denotes the kernel of the operator (∂t − ∂xx)−1, then (5.1) can be rewritten as

(5.2) h = P ∗ h0 + P ∗
(
h2
x + ξ − C

)
.

Theorem 5.1 Using parabolic scaling, we have ξ ∈ Cαpar, for every α < −(d+ 2)/2.

Proof Given ϕ ∈ D, we write

ϕδ(a,s)(x, t) = δ−d−2ϕ

(
x− a
δ

,
t− s
δ2

)
.

By (3.3), [
E
[
ξ(ϕδz)

]2n] 1
2n

=cn

[
E
[
ξ(ϕδ)

]2]1/2

= cn

(∫
(ϕδ)2 dxdt

)1/2

= cnδ
−d−2

(∫
ϕ2 dxdt

)1/2

.

From this, and a variant of Theorem 3.1, we deduce that ξ ∈ C−
d+2
2
− 1

2n
par , almost surely. �

We wish to build a regularity structure in which we can reformulate the equation (5.2) in
terms of various abstract objects so that we can find a solution in a suitable CγM , and apply
the reconstruction theorem to find a candidate for a renormalized solution. We first write
P = K + K̂ so that K̂ is smooth and K is of compact support that is smooth expect at the
origin. First imagine that we can find a linear operator K : CγM → C

γ+2
M such that

T K = K ∗ T .

The operator K = I +K′, where I satisfies

ΠxIτ = K ∗ Πxτ −
∑

|k|<deg τ+2

(∂kK ∗ Πxτ)(x).

We now formulate an abstract variant of (5.2)

(5.3) H = P ∗ h011 + I((∂H)2 + Θ) + (K′ + K̂)((∂H)2 + Θ),
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where Θ abstractly represents the white noise, ∂ abstractly represents the spatial derivative,
and (∂H)2 is an abstract candidate for a product. The last term on the right-hand side of
(5.3) would take value in ⊗n∈NTn and is polynomial like expression. Let us also write I ′
for ∂I. To simplify our presentation, we will be using graphical notations. For Θ, we use a
circle ◦, we use | for the operator I ′, and o for I.

We assume d = 1 and write α−for a number α′ < α that is close to α. So far we have

ξ ∈ C−(3/2)−
par which suggests that if A is the set of indices in our regularity structure, then

we have −(3/2)− ∈ A.
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A Function Spaces

We start by recalling some standard notations:

Definition A.1(i) Given ϕ : Rd → R, and a multi-index k = (k1, . . . , kd) ∈ Nd
0, we write

∂kϕ = ∂k1x1 . . . ∂
kd
xd
ϕ.

We also write |k| for k1 + · · ·+ kd.

(ii) Given r ∈ N0, we write Cr for the space of functions ϕ : Rd → R such that ∂kϕ exists
and is continuous for every multi-index k with |k| ≤ r. We set

‖ϕ‖∞ = ‖ϕ‖L∞ = sup
x∈Rd
|ϕ(x)|, ‖ϕ‖Cr(K) = sup

|k|≤r
‖∂kϕ|L|i(K), ‖ϕ‖Cr = ‖ϕ‖Cr(Rd).

When D is an open subset of Rd, then the spaces L∞(D), and Cr(D) are defined analogously.
Likewise, for ϕ : D → R, the norms ‖ϕ‖L∞(D), and ‖ϕ‖Cr(D) are defined in a similar way.

(iii) We write D := D(Rd) for the space of C∞ functions of compact support. Given a set
K ⊂ Rd, we write D(K) for the set of ϕ ∈ D such that ϕ = 0 on the complement of K. We
refer to the members of D as test functions. We also define

Dr = {ϕ ∈ D(B1) : ‖ϕ‖Cr ≤ 1} ,

where Bδ(a) denotes the closed ball of radius δ and center a, and Bδ := Bδ(0).

(iv) Let K be a compact subset of Rd, and r ∈ N0. Then a linear function T : D(K) → R
is called a distribution on K of order r, if there exists a constant c such that

T (ϕ) ≤ c‖ϕ‖Cr ,

for every ϕ ∈ D(K). The space of such distributions is denoted by D′r(K). We also set

D′(K) = ∪∞r=0D′(K).

We write D′ = D′(Rd) for the set T : D → R such that the restriction of T to D(K) is in
D′(K). Likewise, we write D′r = D′r(Rd) for the set T : D → R such that the restriction of
T to D(K) is in D′r(K).

(vi) Given a measurable map ϕ : Rd → R, and a scale δ > 0, we set

ϕδx(y) := δ−dϕ
(
δ−1(y − x)

)
.

We also write ϕx = ϕ1
x, ϕ

δ = ϕδ0.
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(v) Given α ∈ (0, 1], and a compact set K, we define

[u]α;K = sup
x,y∈K

|u(x)− u(y)|
|x− y|α

, [u]Cα(K) = sup
x∈K

sup
δ∈(0,1]

sup
ϕ∈D0

〈u− u(x), ϕδx〉
δα

,

where

〈f, g〉 =

∫
Rd
f(x)g(x) dx.

We write Cαloc for the set of functions such that [u]α;B` <∞ for every `.

(vi) For n ∈ N0 and β ∈ (0, 1], we write C`,β for the set of functions u : Rd → R such that
u ∈ Cr, and ∂ku ∈ Cβloc for every k with |k| = n. We put

‖u‖C`,β(K) = ‖u‖C`(K) +
∑
|k|=n

[∂ku]β;K .

(vii) Given α > 0, we define Cαloc(Rd) = Cαloc to be the set Cn,β, where

n = max{m ∈ N0 : n < α}, β = α− n.

We also set

[u]Cα(K) = sup
x∈K

sup
δ∈(0,1]

sup
ϕ∈D0

〈u− Px;u, ϕ
δ
x〉

δα
,

where

Px;u(y) =
∑
|k|≤n

∂ku(x)

k!
(y − x)k.

(viii) Given α < 0, we write r(α) for the smallest integer r such that −α < r. We then
define

[u]Cα(K) = sup
x∈K

sup
δ∈(0,1]

sup
ϕ∈Dr(α)

δ−αu(ϕδx),

We write Cα(K) for the set of distributions u such that [u]Cα(K) <∞. We write Cα
loc(Rd) =

Cα
loc, for the set of distributions such that [u]Cα(B`) <∞ for every ` ∈ N.

(xi) For α = n+ β > 0, with β ∈ (0, 1), we define

[u]Ĉα(K) = sup
x∈K

sup
δ∈(0,1]

sup
ϕ∈D(n)

δ−αu(ϕδx),

where D(n) is the set of ϕ ∈ D such that∫
ϕP dx = 0,
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for every polynomial P with degP ≤ n. The Hölder-Zygmund Ĉαloc is the set of u such that
[u]Ĉα(K) <∞, for every compact set K ⊂ Rd.

(x) The Hölder spaces Cα are special cases of Besov spaces; Cαloc = Bα∞,∞;loc. For Bαp,q;loc we
replace uniform bounds in x with Lp norm, and uniform bounds in δ ∈ (0, 1] with Lq(δ−1dδ)-
norm. �

Theorem A.1 There are positive constants c0 and c1 such that for every α > 0,

(A.1) c0[u]α;Br ≤ [u]Cα(Br) ≤ c1[u]α;Br+1 .

Proof Evidently,

(A.2) sup
ϕ∈D0

〈u− u(x), ϕδx〉 = sup
ϕ∈D0

∫
(u(x+ δy)− u(x))ϕ(y) dy =

∫
B1

|u(x+ δy)− u(x)| dy.

As a result,
[u]Cα(Br) ≤ |B1| [u]r+1,α.

On the other hand, given x, y ∈ Br, we set δ = |x − y| and integrate both sides of the
inequality

|u(x)− u(y)| ≤ |u(x)− u(z)|+ |u(z)− u(y)|,

over z ∈ Bδ(x) ∩Bδ(y) to assert

|Bδ(x) ∩Bδ(y)| |u(x)− u(y)| ≤
∫
Bδ(x)∩Bδ(y)

[|u(x)− u(z)|+ |u(z)− u(y)|] dz

≤
∫
Bδ(x)

|u(x)− u(z)| dz +

∫
Bδ(y)

|u(z)− u(y)|dz

≤2δd+α[u]Cα(Br) ≤ c2|Bδ(x) ∩Bδ(y)| δα[u]Cα(Br),

where we have used (A.2) for the last line. Hence

[u]r,α ≤ c2[u]Cα(Br),

as desired. �

Note that if a distribution T is of order r = rK in a compact set K, then T (ϕ) is well-
defined for a Cr function whose support is contained in K. We often need to use convolution
to approximate a distribution by smooth test functions. For this the following elementary
properties of convolution are useful.

(A.3) (ϕ ∗ ψ)δ = ϕδ ∗ ψδ, (ϕ ∗ ψ)x = ϕ ∗ ψx.
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Note that if µ is a measure of compact support, and ϕ ∈ D, then ϕ ∗µ ∈ D. Note that if we
decompose Rd into dyadic boxes of the form

I(tni ) := I(tni1 , . . . , t
n
id

) =
d∏
r=1

[tnir , t
n
ir+1), i = (i1, . . . , id) ∈ Zd, tnir = ir2

−n,

then

(ϕ ∗ µ)(x) =

∫
ϕy(x) µ(dy) = lim

n→∞

∑
i∈Zd

ϕ(x− tni ) µ(I(tni )),

with the convergence holds with respect to the Cr-topology, for every r ∈ N. As a result

(A.4) T (ϕ ∗ µ) =

∫
T (ϕy) µ(dy).

Given ϕ ∈ D and T ∈ D′, we may define the convolution T ∗ ϕ ∈ Cr by

(T ∗ ϕ)(x) := T (ϕ̃x),

where ϕ̃(x) = ϕ(−x). It is not hard to check that T ∗ ϕ is smooth, and

∂k(T ∗ ϕ)(x) =

∫
T
(
(∂kϕ̃)x

)
=
(
T ∗ (∂kϕ)

)
(x).

Moreover, (A.4) allows us to write

(A.5) 〈T ∗ ϕ̃, ψ〉 = T (ϕ ∗ ψ).

From this, we can readily deduce

(A.6) T (ψ) = lim
δ→0
〈T (ϕδx), ψ(x)〉,

for every (T, ϕ) ∈ D′ ×D, with
∫
ϕ = 1.

Theorem A.2 For every α = n + β, with n ∈ N0 and α0 ∈ (0, 1), there exists a constant
C0, such that

(A.7) [u]Ĉα(K) ≤ [u]Cα(K) ≤ C0[u]Ĉα(K).

Ĉαloc = Cαloc.
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Proof (Step 1) Evidently,
[u]Ĉα(K) ≤ [u]Cα(K).

For the reverse inequality, we first assume that n = 0. Fix ρ ∈ D such that the support of ρ
is contained in B1(0), and

∫
ρ dx = 1. For any distribution u, we certainly have

(A.8) u = lim
n→∞

un = u0 +
∞∑
n=0

(un+1 − un),

where
un(x) = u

(
ρ2−nδ
x

)
.

On the other hand, since

ρ2−(n+1)δ
x − ρ2−nδ

x = (ρ1/2 − ρ)2−nδ
x ,

∫
(ρ1/2 − ρ) dx = 0,

and c−1
0 (ρ1/2 − ρ) ∈ D0, for c0 = 2‖ρ‖∞, we learn,

|un+1(x)− un(x)| ≤ c0[u]Ĉα(K)δ
α2−nα,

for x ∈ K. From this we learn that if u ∈ Ĉα, then the right-hand side of (A.8) is uniformly
convergent in K. Hence the distribution u must be a continuous function. Moreover,

|〈u− u(x), ρδx〉| = |u(x)− 〈u, ρδx〉| =

∣∣∣∣∣
∞∑
n=0

(un+1(x)− un(x))

∣∣∣∣∣ ≤ c0c1[u]Ĉα(K)δ
α,

where c1 = (1 − 2−α)−1. Now if ϕ ∈ D0 with c2 :=
∫
ϕ 6= 0, then we can set ρ = c−1

2 ϕ to
assert

c−1
2 |〈u− u(x), ϕδx〉| ≤ 2c1‖ρ‖∞[u]Ĉα(K)δ

α ≤ 2c1c
−1
2 [u]Ĉα(K)δ

α.

By approximation, we can drop the assumption
∫
ϕ 6= 0. As a result,

[u]Cα(K) ≤ 2c1[u]Ĉα(K),

as desired.

(Step 2) We now turn our attention to the case n > 0. Choose any k ∈ Nd
0 such that

r = |k| ≤ n. Choose any ϕ ∈ Dr such that∫
ϕP dx = 0,
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for any polynomial P with degP ≤ n− r. We can then argue,∣∣(∂ku)(ϕδx)
∣∣ =

∣∣u(∂kϕδx)
∣∣ = δ−r

∣∣u((∂kϕ)δx)
∣∣ ≤ δα−r[u]Ĉα(K),

because ∫
∂kϕQ dx = (−1)r

∫
ϕ∂kQ dx = 0,

for any polynomial Q with degQ ≤ n. This suggests defining

[w]Ĉγ` (K) = sup
x∈K

sup
δ∈(0,1]

sup
ϕ∈D(s)

`

δγ
∣∣w(ϕδx)

∣∣ ,
where D(s)

` is the set ϕ ∈ D` such that
∫
ϕP = 0, for any polynomial P with degP ≤ s.

With this definition, we can now assert

[∂ku]Ĉα−|k|r (K)
≤ [u]Ĉα(K).

To complete the proof, we need to show that we can replace Ĉα−|k|r with Ĉα−|k| = Ĉα−|k|0 .
Once this is achieved, then we use the first step to assert that u ∈ Cn, ∂ku ∈ Cβ for any k
with |k| = n, and the second inequality in (A.7).

(Step 3) Fix r ∈ N. Pick ψ ∈ D such that the support of ψ is contained in B1(0), and∫
ψ(x)xk dx = δ0,k,

for every k with |k| ≤ r (see Step 4 of the proof of Theorem 4.1 for the construction of such
ψ). As in the first step, we always have

w = w0 +
∞∑
n=0

(wn+1 − wn),

where
wn(x) = w

(
ψ2−nδ
x

)
, (wn+1 − wn)(x) = w

(
ζ2−nδ
x

)
,

where ζ = ψ1/2 − ψ. Observe ∫
ζ(x)xk dx = 0,

for every k with |k| ≤ r. As in the first step,

|wn+1(x)− wn(x)| ≤ c0[w]Ĉγr 2−nγδγ,
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where c0 = ‖ζ‖Cr . This implies that if [w]Ĉγr <∞ for some γ > 0, then w is a function. On
the other hand,

w(ϕδx) = w(ϕδx ∗ ψδ) +
∞∑
n=0

w
(
ϕδx ∗ ζ2−nδ

)
.

Clearly,

(A.9)
∣∣∣w ∗ ζ2−nδ(x)

∣∣∣ ≤ c0[w]Ĉγr 2−nγδγ,

which yields
∞∑
n=0

∣∣∣w (ϕδx ∗ ζ2−nδ
)∣∣∣ ≤ c0[w]Ĉγr (1− 2−γ)−1

∫
|ϕ| dx δγ.

Moreover, ∫
(ϕ ∗ ψ)(x)P (x) =

∫
ψ(y)

∫
ϕ(z)P (z + y) dz dy = 0,

for every polynomial P with degP ≤ r, and

‖ϕ ∗ ψ‖Cr ≤ ‖ψ‖Cr
∫
|ϕ| dx.

From this, and (A.9) we deduce
[w]Ĉγ ≤ c[w]Ĉγr ,

for a constant c. This completes the proof. �

The function spaces we have defined so far can be used to study the regularity of elliptic
PDEs. For the parabolic PDEs, we need to mollify our definitions so that we can take
advantage of the parabolic scaling (x, t) 7→ (λx, λ2t). For this, let us set

dpar((x, t), (x
′, t′)) = |x− x′|+ |t− t′|1/2 =: |(x− x′, t− t′)|par.

Note that we are slightly abusing the notation here because | · |par is not a norm.

Definition A.2(i) Given a multi-index k = (k1, . . . , kd+1) ∈ Nd+1
0 , we write

|k|par = k1 + · · ·+ kd + 2kd+1.

A parabolic ball is defined by

B̄δ(a) =
{
z ∈ Rd+1 : |z − a|par < δ

}
.

Note |B̄δ(a)| = δd+2|B̄1(0).
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(ii) Given r ∈ N, we write Cr
par for the set of functions u : Rd+1 → R such that ∂ku is

continuous for any k with |k|par ≤ r. We also write

‖u‖Crpar(K) =
∑
|k|par≤r

‖∂ku‖L∞(K).

We simply ‖u‖Crpar for ‖u‖Crpar(Rd+1). We also write D̄r for the set of ϕ ∈ D such that the

support of ϕ is contained in B̄1(0), and ‖ϕ‖Crpar ≤ 1.

(iii) Given a measurable map ϕ : Rd+1 → R, and a scale δ > 0, we set

ϕ̄δ(x,s)(y, t) := δ−d−2ϕ
(
δ−1(y − x), δ−2(t− s)

)
.

We also write ϕ̄z = ϕ̄1
z, ϕ̄

δ = ϕ̄δ0.

(iv) Given α ∈ (0, 1], and a compact set K, we define

[u]par;α;K = sup
z,z′∈K

|u(z)− u(z′)|
|z − z′|αpar

, [u]Cαpar(K) = sup
z∈K

sup
δ∈(0,1]

sup
ϕ∈D̄0

〈u− u(z), ϕ̄δz〉
δα

,

where

〈f, g〉 =

∫
Rd+1

f(z)g(z) dz.

We write Cαpar;loc for the set of functions such that [u]par;α;B` <∞ for every `.

(v) For n ∈ N0 and β ∈ (0, 1], we write C`,β
par for the set of functions u : Rd+1 → R such that

u ∈ Cr
par, and ∂ku ∈ Cβpar;loc for every k with |k|par = n. We put

‖u‖C`,βpar(K) = ‖u‖C`par(K) +
∑
|k|par=n

[∂ku]par;β;K .

(vi) Given α > 0, we define Cαpar;loc(Rd) = Cαloc to be the set Cn,β, where

n = max{m ∈ N0 : n < α}, β = α− n.

We also set

[u]Cα(K) = sup
x∈K

sup
δ∈(0,1]

sup
ϕ∈D0

〈u− Px;u, ϕ
δ
x〉

δα
,

where

Px;u(y) =
∑
|k|par≤n

∂ku(x)

k!
(y − x)k.
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(vii) Given α < 0, we write r(α) for the smallest integer r such that −α < r. We then
define

[u]Cαpar(K) = sup
z∈K

sup
δ∈(0,1]

sup
ϕ∈ϕ̄Dr(α)

δ−αu(ϕδx),

We write Cαpar(K) for the set of distributions u such that [u]Cαpar(K) <∞. We write Cα
par;loc(Rd) =

Cα
par;loc, for the set of distributions such that [u]Cαpar(B̄`) <∞ for every ` ∈ N.

(viii) For α = n+ β > 0, with β ∈ (0, 1), we define

[u]Ĉαpar(K) = sup
z∈K

sup
δ∈(0,1]

sup
ϕ∈̄̄D(n)

δ−αu(ϕδx),

where D̄(n) is the set of ϕ ∈ D such that∫
ϕP dx = 0,

for every polynomial P with degP ≤ n. The Hölder-Zygmund Ĉαpar;loc is the set of u such

that [u]Ĉαpar(K) <∞, for every compact set K ⊂ Rd+1. �

Theorem A.3 There are positive constants c0 and c1 such that for every α > 0,

(A.10) c0[u]par;α;B̄r ≤ [u]Cαpar(B̄r) ≤ c1[u]par;α;B̄r+1
.

The proof of Theorem A.3 is very similar to the proof of Theorem A.1 and is omitted
(simply replace the Euclidean balls with the parabolic balls).

B Wavelet Expansion

The classical Fourier representation is designed to express a function in terms of sinusoidal
functions x 7→ e2πiξx:

f̂(ξ) =

∫
f(x)e−2πiξx dx, f(x) =

ˇ̂
f =

∫
f̂(ξ)e2πiξx dξ.

It can be used to solve linear differential equation and translation invariant operator such as
convolution. Though it suffers from the drawback the Fourier transform is a nonlocal oper-
ation. The theory of wavelets attempts to avoid this drawback by offering a representation
of a function in terms of a two parameter family of translates and dilates of a fixed function
of compact support. To explain this, we first describe Mallat’s multiresolution analysis (in
short MRA).
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Definition B.1(i) Given n ∈ Z, we set Λn := 2−nZ. Given a L2(R) function φ : R → R
with

∫
φ2 dx = 0, we set

φ(n)
x (y) = 2n/2φ(2n(y − x)), φx := φ(0)

x ,

for x ∈ Λn, and n ∈ Z. We also write Vn = Vn(φ) := span
{
φ

(n)
x : x ∈ Λn

}
. Note

Vn = {f : f(x) = g(2nx) for some g ∈ V0} .

(ii) We say φ is a (father) wavelet or a scaling function, if the following conditions are met:

(1) The family {φx : x ∈ Z} is an orthonormal set.

(2) V0 ⊂ V1.

(3) L2(R) = ∪nVn.

The second condition is equivalent to the existence of coefficients {ar : r ∈ Z} such that

(B.1) φ(x) = 21/2
∑
r∈Z

arφ(2x− r).

Note

ar =

∫
21/2φ(2x− r)φ(x) dx,

∑
r

a2
r = 1.

(2) is also equivalent to the property Vn ⊂ Vn+1 for all n ∈ Z.

(iii) We define mother wavelet ψ by

(B.2) ψ(x) = 21/2
∑
r∈Z

brφ(2x− r),

where br = (−1)−1ar. We also set ψ
(n)
x (y) = 2n/2ψ(2n(y − x)).

(iv) Define the periodic functions

m0(ξ) = 2−1/2
∑
r

are
2πirx, m1(ξ) = 2−1/2

∑
r

bre
2πirx.

Note that (B.1) and (B.2) mean

(B.3) φ̂(ξ) = m0(ξ/2)φ̂(ξ/2), ψ̂(ξ) = m1(ξ/2)φ̂(ξ/2).

(v) The orthogonal projection onto Vn is denoted by Pn:

Pnf =
∑
a∈Λn

〈f, φ(n)
a 〉 φ(n)

a , Qnf := (Pn+1 − Pn) f =
∑
a∈Λn

〈f, ψ(n)
a 〉 ψ(n)

a .

�
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Proposition B.1 (i) For every ξ,

(B.4)
∑
r∈Z

|φ̂(ξ + r)|2 =
∑
r∈Z

|ψ̂(ξ + r)|2 = 1.

(ii) The set {ψ(n)
x : x ∈ Λn} is an orthonormal set. Moreover, if Wn denotes their spans,

then Vn+1 = Vn ⊕Wn. As a consequence, we have the following decomposition:

(B.5) L2 =
⊕
n∈Z

Wn = Vn ⊕Wn ⊕Wn+1 ⊕ . . . .

Proof(i) For (B.4), observe

δ0,` = 〈φ, φ`〉 = 〈φ̂, ¯̂
φ`〉 =

∫
|φ̂(ξ)|2e2πi`ξ dξ =

∫ 1

0

[∑
n∈Z

|φ̂(ξ + n)|2
]
e2πi`ξ dξ,

for every ` ∈ Z. Hence the periodic function
∑

n |φ̂(ξ + n)|2 must be 1. In the same fashion

we can show that
∑

n |φ̂(ξ + n)|2 = 1.

(ii) It suffices to verify the claim of this theorem for n = 1. Evidently,

φk(x) = 21/2
∑
r

ar−2k φ(2x− r),

for every k ∈ Z, and

〈ψ, φk〉 =
∑
r

br ar−2k =
∑
r

(−1)ra1−r ar−2k = −
∑
r′

(−1)r
′
ar′−2ka1−r′ .

where r′ and r are related by 1 − r′ = r − 2k or 1 − r = r′ − 2k. From this we learn that
〈ψ, φk〉 = 0. As a result, ψ` ∈ W1 for every ` ∈ Z. On the other hand

〈ψ, ψ`〉 =
∑
r

brbr−2` =
∑
r

a1−ra1−r+2` =
∑
r

arar+2` = 〈φ, φ−`〉 = δ0,`,

which confirms that the translates of ψ forms an orthonormal set. It remains to show that
the translates of ψ span W1. For this, it suffices to show

(B.6) φ(1)(x) = 21/2φ(2x) =
∑
k∈Z

(ckφ(x− k) + dkψ(x− k)),
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where ck = 〈φ(1), φk〉, and dk = 〈φ(1), ψk〉. To see this, observe that if φ̃(x) = φ(−x), then

ck =〈φ̂(1), φ̌k〉 =

∫
φ̂(1)(ξ)

¯̂
φ(ξ) e2πikξ dξ =

1

2

∫
φ̂(ξ/2)

¯̂
φ(ξ/2)m̄0(ξ/2) e2πikξ dξ

=

∫
|φ̂(ξ)|2m̄0(ξ) e4πikξ dξ =

∫ 1

0

∑
n∈Z

|φ̂(ξ + n)|2m̄0(ξ) e4πikξ dξ

=

∫ 1

0

m̄0(ξ) e4πikξ dξ = 2−1/2a2k.

where we have used (B.3) and (B.4) for the fifth and the last equality. Likewise

dk =〈φ̂(1), ψ̌k〉 =

∫
φ̂(1)(ξ)

¯̂
ψ(ξ) e2πikξ dξ =

1

2

∫
φ̂(ξ/2)

¯̂
φ(ξ/2)m̄1(ξ/2) e2πikξ dξ

=

∫
|φ̂(ξ)|2m̄1(ξ) e4πikξ dξ =

∫ 1

0

∑
n∈Z

|φ̂(ξ + n)|2m̄1(ξ) e4πikξ dξ

=

∫ 1

0

m̄1(ξ) e4πikξ dξ = 2−1b2k = 2−1/2a1−2k.

As a result, ∑
k

(|ck|2 + |dk|2) = 21/2
∑
k

(|a2k|2 + |a1−2k|2) =
∑
r

||ar|2 = ‖φ1‖2
L2 .

From this we can readily deduce (B.6). �

Example B.1(i) (Haar Basis) When φ = 11[0,1], then ψ(x) = 11(x ∈ [0, 1/2)) − 11(x ∈
[−1/2, 0). Moreover, f ∈ Vn iff f is constant on dyadic intervals [i2−n, (i+ 1)2−n.

(ii) (Shannon Basis) This is basically the Haar basis in the frequency space. In other words,
we choose φ such that φ̂ = 11[−1/2,1/2], so that

φ(x) =

∫ 1/2

−1/2

e2πixξ dξ = 2
sin(πx)

πx
.

�

A fundamental result of Daubechies [D] guarantees the existence of a regular wavelet
basis.

Theorem B.1 For every r ∈ N, there exists a scaling function φ : R→ R with the following
properties:

(i) The function φ is of compact support and in Cr.

(ii) The corresponding space V0 includes all polynomials of degree r.
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Instead of an orthogonal basis, it is also useful to search for a biorthogonal basis. Such
basis would be natural when we we wish to have a MRA for divergence-free or curl-free
vector field. As a warm up, we make the following observation:

Proposition B.2 Let (φ, ψ) be a scaling and wavelet functions of a MRA, and assume that
(ϕ, ϕ∗, ψ∗) is a pair of C1 functions of compact support such that

(B.7) φ(x) = ϕ(x)− ϕ(x− 1),

∫ x+1

x

ϕ(y) dy = ϕ∗(x), ψ∗(x) =

∫ x

−∞
ψ.

Then ((ϕa, ϕ
∗
a) : a ∈ Z) is a biorthogonal collection, and

(B.8)
d

dx
Pnf = P̂n

(
df

dx

)
,

d

dx
Qnf = Q̂n

(
df

dx

)
,

where
P̂ng =

∑
a∈Λn

〈g, ϕ∗(n)
a 〉 ϕ(n)

a , Q̂ng =
∑
a∈Λn

〈g, ψ∗(n)
a 〉 ψ′(n)

a .

Proof We note that if ϕ̃(x) =
∫ x
−∞ φ, then

〈τaϕ, ϕ∗〉 = 〈τaϕ, τ−1ϕ̃− ϕ̃〉 = 〈τa+1ϕ− τaϕ, ϕ̃〉 = −〈τaφ′, ϕ̃〉 = 〈τaφ, ϕ̃′〉 = 〈τaφ, φ̃〉 = δ0,a,

verifying the biorthogonal condition. On the other hand,

d

dx
Pnf =

∑
a∈Λn

〈
f, φ(n)

a

〉 d

dx
φ(n)
a =

∑
a∈Λn

〈
f, φ(n)

a

〉 (
ϕ(n)
a − ϕ

(n)

a+2−n

)
=
∑
a∈Λn

〈
f, φ(n)

a − φ
(n)

a−2−n

〉
ϕ(n)
a = −

∑
a∈Λn

〈
f,

d

dx
φ∗(n)
a

〉
ϕ(n)
a

=
∑
a∈Λn

〈
d

dx
f, φ∗(n)

a

〉
ϕ(n)
a = P̂n

(
df

dx

)
.

Furthermore,

d

dx
Qnf =

∑
a∈Λn

〈
f, ψ(n)

a

〉 d

dx
ψ(n)
a = −

∑
a∈Λn

〈
f,

d

dx
ψ∗(n)
a

〉
d

dx
ψ(n)
a

=
∑
a∈Λn

〈
d

dx
f, ψ∗(n)

a

〉
d

dx
ψ(n)
a = Q̂n

(
df

dx

)
.

�
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We may use the pair (φ, ψ) to build a similar multiresolution decomposition for L2(Rd):

(i) Set Λd
n = 2−nZd. The collection of the maps φd,nx : Rd → R;x = (x1, . . . , xd) ∈ Λd

n, of the
form

φd,nx (y) = φd,nx (y1, . . . , yd) =
d∏
i=1

φ(n)
xi

(yi),

forms an orthonormal set in L2(Rd). The span of these maps are denoted by Vn(Rd) = Vn.

(ii) Let Ψ denote the set of functions η : Rd → R, defined by

η(x) =
d∏
i=1

ζi(xi),

where ζi ∈ {φ, ψ} for each i, and that at least one of ζi equals to ψ. Given η ∈ Ψ and x ∈ Λd
n,

we define
ηd,nx (y) = 2nd/2η(2n(y − x)),

The collection {ηd,nx : x ∈ Λd
n, η ∈ Ψ} is an orthonormal set and its span is denoted by

Wn(Rd) = Wn. The decomposition (B.5) continues to be valid in higher dimensions. In
particular, any f ∈ L2(Rd) can be decomposed as

(B.9) f =
∑
x∈Λdn

〈f, φd,nx 〉φd,nx +
∞∑
m=n

∑
η∈Ψ

∑
x∈Λdm

〈f, ηd,mx 〉ηd,mx ,

where 〈f, g〉 is a short-hand for the inner product
∫
fg dx.

Let us note that as an immediate consequence of Theorem 2.1(iv), we have

(B.10)

∫
ηd,nx (y)P (y) dy = 0,

for every polynomial P of degree r.

Proposition B.3 Let (φ, ψ, ϕ, ϕ∗, ψ∗) be as in Proposition B.2, and set

Φ(x) = (ϕ(x, 1), . . . , ϕ(x, d), Φ∗(x) = (ϕ∗(x, 1), . . . , ϕ∗(x, d),

where
ϕ(x, i) = ϕ(xi)

∏
j 6=i

φ(xj), ϕ∗(x, i) = ϕ∗(xi)
∏
j 6=i

φ(xj).

Then Then ((Φa,Φ
∗
a) : a ∈ Z) is a biorthogonal collection, and

(B.11) ∇Pnf = P̂n (∇f) :=
(
P̂ in (fxi)

)
,

where
P̂ ing =

∑
a∈Λdn

〈g, ϕ∗(n)
a (·, i)〉 ϕ(n)

a (·, i).
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C Hopf Algebra

In this chapter, we give an overview of Hopf algebras.

Definition C.1(i) Given a field k, by a k-algebra A, we mean a k-vector space that is
equipped with an associative product. There are two equivalent way of describing a product,
either as a bilinear map q : A × A → A, or a linear map m : A ⊗ A → A, which is related
to q by m(a⊗ b) = q(a, b). Throughout, we adopt the latter. Sometimes we write a ·m b for
m(a⊗ b). By associativity, we mean such that (a ·m b) ·m c = a ·m (b ·m c). We say that the
algebra A is unital of it possesses a unit element 11. By an slight abuse of notation, we also
write 11 for the map k to A that is defined by 11(c) = c11.

(ii) Let A be an algebra with a product m. We may use (A,m) to define an algebra
(A⊗ A,m2) with

(C.1) m2 ((a1 ⊗ b1)⊗ (a2 ⊗ b2)) = m(a1 ⊗ a2)⊗m(b1 ⊗ b2).

If (A,m) is unital with the unit 11A, then (A⊗ A,m2) is also unital with 11A⊗A = 11A ⊗ 11A.
Note that we may write

m2 = (m⊗m) ◦ (id⊗ τ ⊗ id),

where τ(a⊗ b) = b⊗ a. �

Example C.1 Given a k-vector space, the tensor space

T (V ) = ⊕n∈N0V
⊗n,

is a unital algebra with the product m(a, b) = a ⊗ b (by V ⊗0 we mean the field k). If
dimV = `, and {e1, . . . , e`} is a basis for V , then the set of ei1,...,ik , i1, . . . , ik ∈ {1, . . . , `}
forms a basis for T (V ), where ei1,...,ik = ei1 ⊗ · · · ⊗ eik . Evidently,

ei1,...,ik ⊗ ei′1,...,i′k = ei1,...,ik,i′1,...,i′k .

We may regard a = (i1, . . . , ik) as a word with letters in {1, . . . , `}. �

We next discuss coalgebras. To motivate the definition, imagine that A∗ is a dual of A
with a pairing 〈·, ·〉 : A∗ × A→ R. This pairing induces a pairing

〈·, ·〉′ : (A∗ ⊗ A∗)× (A⊗ A)→ R,

such that
〈f ⊗ g, a⊗ b〉′ = 〈f, a〉〈g, b〉.

Now if we have a multiplication on A∗, say m̂, we may attempt to turn m̂ to a suitable
operation on A:

(C.2) 〈m̂(f ⊗ g), a〉 = 〈f ⊗ g,∆a〉′,
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i.e., ∆ = m̂∗. If we write

∆a =
∑
i

bi ⊗ b̂i,

then
〈m̂(f ⊗ g), a〉 =

∑
i

〈f, bi〉〈g, b̂i〉.

Definition C.2(i) Given a field k, by a k-coalgebra A, we mean a k-vector space that is
equipped with an associative coproduct ∆. By the latter, we mean that ∆ : A → A ⊗ A is
a linear map, such that if we define m̂ by (C.2), then the pair (A∗, m̂) is an algebra. The
associativity of m̂ yields a property that is referred to as the coassociativity of ∆. This can
be expressed directly with no reference to the dual space:

(∆⊗ id) ◦∆ = (id⊗∆) ◦∆ : A→ A⊗ A⊗ A.

We say that the coalgebra A is counital of it possesses a counit element 11′. By this we mean
11′ : A → k is a linear map such that the maps (id ⊗ 11′) ◦∆ (respectively (11′ ⊗ id) ◦∆) is
an isomorphism of A⊗ k (respectively k ⊗ A) and A. That is,

[(id⊗ 11′) ◦∆](a) = a⊗1, [(11′ ⊗ id) ◦∆](a) = 1⊗a.

Here 1 is the unit element of k. Equivalently, if ∆a =
∑

i a
i⊗bi, then

(C.3)
∑
i

11′(ai)⊗bi =
∑
i

11′(ai)bi = a,
∑
i

ai⊗11′(bi) =
∑
i

11′(bi)ai = a.

(ii) We can use ∆ to define a coproduct on A⊗ A by

∆2 : A⊗ A→ A⊗ A⊗ A⊗ A, ∆2 = (id⊗ τ ⊗ id) ◦ (∆⊗∆).

Also if A is counital, we set

11′A⊗A = 11′A ⊗ 11′A : A⊗ A→ k ⊗ k ≡ k.

(iii) Let (A;m, 11) be an algebra, and (C; ∆, 11′) be a coalgebra, and let Lk(C,A) = L(C,A)
be the space of linear maps from A to C. We may define a product on L(C,A) by

F ? G = m ◦ (F⊗G) ◦∆.

We refer to ? as a convolution; note

(C.4) ∆a =
∑
i

ai⊗bi =⇒ (F ? G)(a) =
∑
i

m(F (ai)⊗G(bi)).
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Moreover, 11 ◦ 11′ is a unit element for the product ?: If ∆a =
∑

i a
i⊗bi, then by (C.4), and

(C.3)

(F ? (11 ◦ 11′))(a) =
∑
i

m(F (ai)⊗ 11′(bi)11) =
∑
i

11′(bi)F (ai)

= F

(∑
i

11′(bi)ai

)
= F (a).

(iv) If A = k in (iii), we may identify Lk(C, k) with C∗, the dual of C, where the pairing is
〈f, a〉 = f(a). The corresponding ? = ∆∗ is denoted by ?∆. �

Example C.2 We give a simple example of a coproduct on T (V ). To avoid confusion
between the product ⊗ on T (V ) and our coproduct, we also use � for the tensor product,
so that ∆ : T (V ) → T (V ) � T (V ). Assume that {e1, . . . , e`} is a basis for V , so that for
a = (i1, . . . , in),

ea = ei1 ⊗ · · · ⊗ ein .

We define a coproduct by

∆ec =
∑

(a,b)=c

ea � eb.

�

Definition C.3(i) Assume that (A;m, 11) is a unital algebra, and (A; ∆, 11′) is a counital
coalgebra. Then (A;m, 11; ∆, 11′) is a bialgebra, if ∆ is an algebra homomorphism between
(A,m, 11A), and (A⊗ A,m2, 11A⊗A):

(C.5) ∆(m(a⊗ b)) = m2(∆(a)⊗∆(b)), ∆(11A) = 11A ⊗ 11A.

Equivalently, m is a coalgebra homomorphism from (A⊗ A,∆2, 11
′
A⊗A) to (A,∆, 11′A).

(ii) We say (H;m, 11; ∆, 11′;S) is a Hopf algebra, if (H;m, 11; ∆, 11′) is a bialgebra, and S
satisfies

(C.6) m ◦ (id⊗S) ◦∆ = m ◦ (S⊗id) ◦∆ = 11 ◦ 11′ =: 11?.

Equivalently, id ? S = S ? id = 11?. We refer to such a map S as an antipode. Note,

∆a =
∑
i

ai⊗âi =⇒
∑
i

Sai ·m âi =
∑
i

ai ·m Sâi = (11′ ◦ 11)(a) = 11′(a)11.

(iii) Let (H;m, 11; ∆, 11′;S) be Hopf algebra. We write G(H) for the set of characters of
H. By a character we mean a linear g : H → k such that g(h1 ·m h2) = g(h1)g(h2), and
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g(11) = 1. The latter condition is equivalent to q 6= 0 because the former implies that
g(h) = g(h ·m 11) = g(h)g(11).

(iv) We say a bialgebra (H;m, 11; ∆, 11′;S) is graded and connected (or simply graded if there
is no danger of confusion), if

H = ⊕n∈N0Hn, S : Hn → Hn, m : Hi⊗Hj → Hi,j, ∆ : Hn → ⊕i+j=n Hi⊗Hj,

and H0 is spanned by 11. �

Example C.3(i) Let k be a field, and let (G, ·) be a group. We write kG for the vector
space freely generated by the elements of G. Define linear maps m : (kG)⊗ (kG)→ kG and
∆ : kG→ (kG)⊗ (kG) such that

m(g1⊗g2) = g1 · g2, ∆(g) = g ⊗ g,

for every g1, g2, g ∈ G. We can readily show that (kG;m, 1; ∆, 11′) is a bialgebra, where 1 is
the unit element of G, and 11′ : kG→ k is defined by

11′(
∑
i

cigi) =
∑
i

ci,

for ci ∈ k, gi ∈ G. To see this, first observe that the corresponding product m2 on (kG)⊗(kG)
satisfies

m2(g1 ⊗ g2, h1 ⊗ h2) = (g1 · h1)⊗ (g2 · h2).

As a result,
∆(g · h) = (g · h)⊗ (g · h) = m2(g⊗g, h⊗h) = m2(∆g,∆h),

which implies that ∆ is a homomorphism. Moreover, if we define a linear map S : kG→ kG
so that S(g) = g−1, then S is an antipode because

m(S⊗id)∆(g) = m(S⊗id)(g⊗g) = g−1 · g = 1 = 11 ◦ 11′(g).

(ii) Let A∗ be the space of smooth functions f : Rd → R with the pointwise multiplication.
The differential operators (∂/∂xi : i = 1, . . . , d) generate an algebra A that consists of the
linear span of operators (∂k : k ∈ Nd

0), with the composition of operators playing the role of
multiplication:

m(∂k⊗∂`) = ∂k ◦ ∂` = ∂k+`.

Using the pairing
〈f,D〉 = (Df)(0),
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we can turn the pointwise multiplication to a coproduct ∆ on A. From

〈fg, ∂k〉 = ∂k(fg)(0) =
∑
s+`=k

(∂sf)(0)(∂`g)(0) =
∑
s+`=k

〈f ⊗ g, ∂s ⊗ ∂`〉′,

we learn
∆(∂k) =

∑
s+`=k

∂s ⊗ ∂`.

It is straightforward to check that (A; ◦, id; ∆, id′) is a bialgebra, where id′(∂k) = δ0,k. More-
over, if we define a linear S : A→ A, by S(∂k) = (−1)|k|∂k, then

[m ◦ (id⊗S) ◦∆](∂k) = [m ◦ (id⊗S)]
∑
s+`=k

∂s ⊗ ∂` =
∑
s+`=k

(−1)`∂k = 0,

whenever k 6= 0.

(iii) Let V be a k-vector space with a basis {e1, . . . , e`}. Recall that if I = {1, . . . , `}, then

{ea : a ∈ ∅ ∪ I ∪ · · · ∪ In . . . } , e∅ = 1, e(i1,...,in) = ei1⊗ . . .⊗ein ,

is a basis for T (V ). Note that H = T (V ) is graded with Hn = Tn(V ) which is spanned by
{ea : a ∈ In}. We consider a Hopf algebra (T (V );

∃

, 11; ∆, 11′;S). Here the shuffle product∃

is defined by

ea

∃

eb =
∑

c∈Sh(a,b)

ec,

where Sh(a, b), a = (i1, . . . , ik), b = (j1, . . . , jk′) is the set of permutations c of the index set
(a, b) = (i1, . . . , ik, j1, . . . , jk′) which preserves the original ordering of a and b. For example,

ei,j

∃

ei′,j′ = ei,j,i′,j′ + ei,i′,j,j′ + ei,i′,j′,j + ei′,i,j,j′ + ei′,i,j′,j + ei′,j′,i,j.

Note that the cardinality of the set Sh(a, b) is
(|a|+|b|
|a|

)
, where |a| denotes the length of a.

The unit is 11 = e∅ = 1. The coproduct is defined as

(C.7) ∆(ea) = ∆(e(i1,...,in)) = ea � 11 + 11� ea +
n−1∑
k=1

e(i1,...,ik) � e(ik+1,...,in).

As for the counit, we simply have 11′(ea) = δa,∅. Finally S(e(i1,...,in)) = (−1)nS(e(in,...,i1), or
more generally

S(v1⊗ . . .⊗vn) = (−1)nS(vn⊗ . . .⊗v1).

To verify (C.5), observe that if a ∈ Im, and b ∈ In, then

(C.8) ∆(ea

∃

eb) =
∑

c∈Sh(a,b)

∆(ec) =
∑

c∈Sh(a,b)

m+n∑
i=0

eci � eĉi ,
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where ci and ĉi represent the terms that appear on the right-hand side of (C.7). On the
other hand,

∃

induces a product

∃

2 which is isomorphic to the shuffle product on V � V .
By definition,

(ea � ea′)

∃

2 (eb � eb′) = (ea

∃

eb)� (ea′

∃

eb′).

Hence

∆(ea)

∃

2 ∆(eb) =

(
m∑
i=0

eai � eâi

)

∃

2

(
n∑
j=0

ebj � eb̂j

)

=
m∑
i=0

n∑
j=0

(eai

∃

ebj)� (eêi

∃
eb̂j)(C.9)

=
m∑
i=0

n∑
j=0

∑
cij∈Sh(ai,bj)

∑
ĉij∈Sh(âi,b̂j)

eĉij � eĉij .

It is not hard to show that there is one-to-one correspondence between the right-hand side
of (C.8) and (C.9).

We think of I as the set of alphabet, and a as a word. When there is no danger of
confusion we write a for ea. Also, we write aj = (i1, . . . , ij), âj = (ij+1, . . . , in), when
a = (i1, . . . , in), and write a` for (i1, . . . , in, `). Note that with these conventions,

(C.10) (ak)

∃

(b`) = (a

∃

(b`)) k + ((ak)

∃

b) `.

We now show that S is an antipode. For this, we show that if a 6= ∅, then m ◦ (S�id) ◦
∆(a) = 0. We may verify this by induction on |a|. The case |a| = 1 is strightforward. When
|a| = n+ 2 ≥ 2, we write a = kb` =: a′` =: ka′′ with k, ` ∈ I. Observe

(m ◦ (S�id) ◦∆)(a) =m ◦ (S�id)

(
a�11 + 11�a+

n∑
j=0

(
(kbj)�(b̂j`)

))

=m

(
(Sa)�11 + 11�a+

n∑
j=0

(
S(kbj)�(b̂j`)

))

=Sa+ a+
n∑
j=0

(
S(kbj)

∃

(b̂j`)
)

=Sa+ a+
n∑
j=0

(
S(kbj)

∃

b̂j

)
`−

n∑
j=0

(
(Sbj)

∃

(b̂j`)
)
k

=− (Sa′′)k + a′`+

(
n∑
j=0

(Sa′j)

∃

â′j

)
`−

(
n∑
j=0

(Sa′′j )

∃

â′′j

)
k

= ((m ◦ (S�id) ◦∆)(a′)) `− ((m ◦ (S�id) ◦∆)(a′′)) k = 0,
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where we used S(kbj) = −(Sbj)k and (C.13) for the fourth equality, and we used the induc-
tion hypothesis for the last equality. �

Proposition C.1 When (H;m, 11; ∆, 11′;S) is a Hopf algebra, then (H∗; ∆∗,m∗, 11′∗;m∗, 11∗;S∗)
is also a Hopf algebra. Given g ∈ H∗, set Γg = Λ∗g ∈ L(H) = L(H,H), where Λg(f) = f • g.

(i) The set of characters (G(H),∆∗) is a group, with g−1 = g ◦ S, and the unit 11′∗.

(ii) The map Γ : (H∗, •)→ (L(H), ◦) is a homomorphism i.e.,

(C.11) Γg1•g2 = Γg1 ◦ Γg2 .

Moreover, Γg = (id⊗g)∆.

(iii) Define
Z(H) = {h ∈ H : g(h) = 0 for all g ∈ G(H)} .

Then

(C.12) Gg(h1 ·m h2)− Γg(h1) ·m Gg(h2) ∈ Z(H).

Proof(i) To ease the notation we write

g1 • g2 := ∆∗(g1⊗g2), h1 · h2 := m(h1, h2), k1 ·2 k2 = m2(k1, k2).

Take h1, h2 ∈ H, and write

∆h1 =
∑
i

hi1⊗ĥi1, ∆h2 =
∑
i

hi2⊗ĥi2.

Assume that g1, g2 ∈ G(H). We have

〈g1 • g2, h1 · h2〉 =〈g1⊗g2,∆(h1 · h2)〉′ = 〈g1⊗g2,∆(h1) ·2 ∆(h2)〉′

=
∑
i,j

〈g1⊗g2, (h
i
1⊗ĥi1) ·2 (hj2⊗ĥ

j
2)〉′

=
∑
i,j

〈g1⊗g2, (h
i
1 · h

j
2)⊗(ĥi1 · ĥ

j
2)〉′

=
∑
i,j

〈g1, h
i
1 · h

j
2〉 〈g2, ĥ

i
1 · ĥ

j
2〉

=
∑
i,j

〈g1, h
i
1〉〈g1, h

j
2〉〈g2, ĥ

i
1〉〈g2, ĥ

j
2〉

=
∑
i,j

〈g1⊗g2, h
i
1⊗ĥi1〉′ 〈g1⊗g2, h

j
2⊗ĥ

j
2〉′

=〈g1⊗g2,∆h1〉′ 〈g1⊗g2,∆h2〉′ = 〈g1 • g2, h1〉 〈g1 • g2, h2〉,
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which implies that g1 • g2 ∈ G(H). On the other hand, if g ∈ G(H), and ∆h =
∑

i h
i⊗ĥi,

〈g • (g ◦ S), h〉 = 〈g⊗(g ◦ S),∆h〉′ =
∑
i

〈g⊗(g ◦ S), hi⊗ĥi〉′

=
∑
i

〈g, hi〉〈g ◦ S, ĥi〉 =
∑
i

〈g, hi〉〈g, S(ĥi)〉

=
∑
i

〈g, hi · S(ĥi)〉 =

〈
g,
∑
i

hi · S(ĥi)

〉
= 11′(h)〈g, 11〉 = 11′(h),

as desired.

(ii) We certainly have

〈f, (Γg1 ◦ Γg2)h〉 = 〈(Λg2 ◦ Λg1)f, h〉 = 〈(f • g1 • g2, h〉 = 〈Λg1•g2f, h〉 = 〈f,Γg1•g2h〉,

proving (C.11). As for (C.12), observe that if ∆h =
∑

i h
i⊗ĥi, then

〈f,Γg(h)〉 = 〈Λg(f), h〉 = 〈f • g, h〉 = 〈f⊗g,∆h〉′ =
∑
i

f(hi)g(ĥi)

= f

(∑
i

g(ĥi)hi

)
= f

(
(id⊗g)

∑
i

hi⊗ĥi
)

= 〈f, (id⊗g)∆h〉,

as desired.

(iii) If g1, g2, h1 and h2 are as in (i), then

〈g1,Γg2(h1) · Γg2(h2)〉 =

〈
g1,

(∑
i

g2(ĥi1)hi1

)
·

(∑
j

g2(ĥj2)hj2

)〉
=
∑
i,j

g2(ĥi1)g2(ĥj2) 〈g1, h
i
1 · h

j
2〉

=
∑
i,j

〈g2, ĥ
i
1〉 〈g2, ĥ

j
2〉 〈g1, h

i
1〉 〈g1, h

j
2〉

= 〈g1 • g2, h1 · h2〉 = 〈g1,Γg2(h1 · h2)〉.

Here for we used our calculation in part (i) for the last equality. �

Proposition C.2 If (H;m, 11; ∆, 11′), with H = ⊕n∈N0Hn is a graded bialgebra, then there
exists a unique S : H → S such that (H;m, 11; ∆, 11′;S) is a Hopf algebra. Moreover, if
h ∈ Hn, then

(C.13) Sh =
n∑

m=0

(11? − id)?m.
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