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Abstract

We derive a kinetic equation to describe the statistical structure of solutions ρ to
scalar conservation laws ρt = H(x, t, ρ)x, with certain Markov initial conditions. When
the Hamiltonian function is convex and increasing in ρ, we show that the solution ρ(x, t)
is a Markov process in x (respectively t) with t (respectively x) fixed. Two classes of
Markov conditions are considered in this article. In the first class, the initial data is
characterize by a drift b which satisfies a linear PDE, and a jump density f which
satisfies a kinetic equation as time varies. In the second class, the initial data is a
concatenation of fundamental solutions that are characterized by a parameter y, which
is a Markov jump process with a jump density g satisfying a kinetic equation. When
H is not increasing in ρ, the restriction of ρ to a line in (x, t) plane is a Markov process
of the same type, provided that the slope of the line satisfies an inequality.

1 Introduction

Hamilton–Jacobi equation (HJE) is one of the most popular and studied PDE which en-
joys vast applications in numerous areas of science. Originally HJEs were formulated in
connection with the completely integrable Hamiltonian ODEs of celestial mechanics. They
have also been used to study the evolution of the value functions in control and differen-
tial game theory. Several growth models in physics and biology are described by HJEs. In
these models, a random interface separates regions associated with different phases and the
interface can be locally approximated by the graph of a solution to a HJE. To make up for
the lack of exact information or/and the presence of impurity, it is common to assume that
the Hamiltonian function which appears in our HJE is random. Naturally we would like to
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understand how the randomness affects the solutions and how the statistics of solutions are
propagated with time.

In dimension one, the differentiated version of a Hamilton–Jacobi equation becomes a
scalar conservation law for the inclination of the one-dimensional interface, and may be
used to model an one-dimensional fluid. In the context of fluids, we wish to obtain some
qualitative information about the structure of shocks and their fluctuations.

The primary purpose of this article is to derive an evolution equation for the statistics of
solutions to a HJE in dimension one. We achieve this by utilizing a kinetic description for
the shock densities of piecewise smooth solutions.

Given a C2 Hamiltonian function H : R× [0,∞)× R → R, we consider the HJE

(1.1) ut = H(x, t, ux), t ≥ t0,

or the corresponding scalar conservation law

(1.2) ρt = H(x, t, ρ)x, t ≥ t0.

We assume that the Hamiltonian function H(x, t, ρ) is convex in the momentum variable ρ.
As our main goal, we show that the statistics of ρ(x, t) admits an exact kinetic description
when the initial data ρ0(x) = ρ(x, t0) is an inhomogeneous Markov process.

1.1 Main result I

For our first result, we assume that the initial data ρ0 = ρ0(x) is a piecewise-deterministic
inhomogeneous Markov process (PDMP) Markov process determined by a generator A0

x =
Ax,t0 acting on test functions ψ(ρ) according to

(1.3) (A0
xψ)(ρ) = b0(x, ρ)ψ′(ρ) +

∫ ∞

ρ

(
ψ(ρ∗)− ψ(ρ)

)
f 0(x, ρ, ρ∗) dρ∗.

The random path ρ0(x) may be constructed by solving (deterministically) the ODE dρ0/dx =
b0(x, ρ0), interrupted by jumps which occur stochastically: the rate density at which ρ0 makes
a jump at x is f 0(x, ρ0(x), ρ∗). As our main result, we show that the process x 7→ ρ(x, t) (for
fixed t > t0) is again a PDMP, with generator

(1.4)
(
Ax,tψ

)
(ρ) = b(x, t, ρ)ψ′(ρ) +

∫ ∞

ρ

(
ψ(ρ∗)− ψ(ρ)

)
f(x, t, ρ, ρ∗) dρ∗.

Here b(x, t, ρ) and f(x, t, ρ−, ρ+) are obtained from their initial (t = t0) conditions

(1.5) b(x, t0, ρ) = b0(x, ρ), f(x, t0, ρ−, ρ+) = f 0(x, ρ−, ρ+),

2



by solving a semi-linear PDE,

(1.6) bt +Hxbρ −Hρbx = Hρρb
2 + 2Hρxb+Hxx,

and a kinetic (integro-)PDE

(1.7) ft − (vf)x − C(f) = Q(f),

where

(1.8) v(x, t, ρ−, ρ+) :=
H(x, t, ρ−)−H(x, t, ρ+)

ρ− − ρ+
,

Q(f) = Q+(f)−Q−(f) is a coagulation-like collision operator, and C(f) = C+(f) + C−(f)
is a linear first order differential operator. More precisely,

(i) Q+ is a quadratic operator and Q+(f)(x, t, ρ−, ρ+) is defined as∫ ρ+

ρ−

(
v(x, t, ρ∗, ρ+)− v(x, t, ρ−, ρ∗)

)
f(x, t, ρ−, ρ∗)f(x, t, ρ∗, ρ+) dρ∗.(1.9)

(ii) The quadratic operator Q− is of the form Q−(f) = fJf , for a linear operator J . Given
f , the function (Jf)(x, t, ρ−, ρ+) is defined as

(1.10) A(vf)(x, t, ρ+)− A(vf)(x, t, ρ−)− v(x, t, ρ−, ρ+)
(
(Af)(x, t, ρ+)− (Af)(x, t, ρ−)

)
,

for linear operators A defined by

Ah(x, t, ρ−) =

∫ ∞

ρ−

h(x, t, ρ−, ρ+) dρ+.

(iii) Given a C1 kernel f ,

(1.11)
(
C+f

)
(x, t, ρ−, ρ+) = [K(x, t, ρ+, ρ−)f(x, t, ρ−, ρ+)]ρ+ ,

where

K(x, t, ρ+, ρ−) = b(x, t, ρ+)v(x, t, ρ−, ρ+)− β(x, t, ρ+), with

β(x, t, ρ) =
(
Hx + bHρ

)
(x, t, ρ).

Here and below, by the expression Xa we mean the partial derivative of X with respect to
the variable a. For example the right-hand side of (1.11) represents the partial derivative of
the expression inside the brackets with respect to ρ+.

3



(iv) Given a C1 kernel f ,(
C−f

)
(x, t, ρ−, ρ+) =b(x, t, ρ−)(vf)ρ−(x, t, ρ−, ρ+)− β(x, t, ρ−)fρ−(x, t, ρ−, ρ+)

=b(x, t, ρ−)
(
vρ−f

)
(x, t, ρ−, ρ+) +K(x, t, ρ−, ρ+)fρ−(x, t, ρ−, ρ+).(1.12)

Remark 1.1 For a more compact reformulation of our equations (1.6) and (1.7), let us write

(1.13) x1 = x, x2 = t, f 1 = f, f 2 = vf 1, b1 = b, b2 = β.

Recall Ag(ρ) = A(g)(ρ) =
∫
g(ρ, ρ∗) dρ∗, and define

(1.14) (g ⊗ k)(ρ−, ρ+) = g(ρ−, ρ+)k(ρ+), (k ⊗ g)(ρ−, ρ+) = k(ρ−)g(ρ−, ρ+).

A more symmetric rewriting of the equations (1.6) and (1.7) read as

(1.15) b1x2
− b2x1

= b1b2ρ − b2b1ρ, f 1
x2

− f 2
x1

= Q(f 1, f 2)−Q(f 2, f 1),

where

(1.16) Q(f j, f i) = f j ∗ f i − A(f j)⊗ f i − f j ⊗ A(f i) + bj ⊗ f i
ρ− − (f j ⊗ bi)ρ+ ,

where

(f j ∗ f i)(ρ−, ρ+) =

∫
f j(ρ−, ρ∗)f

i(ρ∗, ρ+) dρ∗.

□

We now formulate our assumptions on the initial drift b0, the initial jump rate kernel f 0,
and the Hamiltonian function H(x, t, ρ).

Hypothesis 1.1(i) The Hamiltonian functionH : R×[t0, T ]×[P−, P+] → R is a C2 function.
Additionally, H is increasing and convex in ρ.

(ii) The PDE (1.6) has a bounded C1 solution b ≤ 0 for t ∈ [t0, T ]. We set b0(x, ρ) :=
b(x, t0, ρ).

(iii) The PDE (1.7) has a solution f : Λ̂ → [0,∞), where Λ̂ := R× [t0, T ]×Λ(P−, P+), with

Λ(P−, P+) := Λ ∩ [−P, P ]2 :=
{
(ρ−, ρ+) : P− ≤ ρ− ≤ ρ+ ≤ P+

}
.

We assume that f is C1 in the interior of Λ̂, and that f is continuous in Λ̂. Moreover,
f(x, t, ρ−, ρ+) > 0, when P− < ρ− < ρ+ < P+, and f(x, t, ρ−, ρ+) = 0, whenever ρ−
or ρ+ /∈ (P−, P+). To ease our notation, we extend the domain of the definition of f to
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R × [t0, T ] × R2, by setting f(x, t, ρ−, ρ+) = 0, whenever ρ− or ρ+ /∈ Λ(P−, P+). We also
write f 0(x, ρ−, ρ+) for f(x, t0, ρ−, ρ+).

(iv) We assume that ρ(x, t) is an entropy solution of (1.2), and that its initial condition
ρ0(x) := ρ(x, t0) is 0 for x < a−, and is a Markov process for x ≥ a− that starts at
ρ0(a−) = m0. This Markov process has an infinitesimal generator in the form (1.3) for a
drift b0 and a jump rate density f 0. □

Our statistical description consists of a one-dimensional marginal, a drift, and a rate
kernel generating the rest of the path. The evolution of the drift and the rate kernel are
given by (1.6) and the kinetic equation (1.7). Evolution of the marginal will be described in
terms of the solutions to these equations. We continue with some definitions.

Definition 1.1(i) We define the linear operator Ai by

(1.17)
(
Ai

x,tψ
)
(ρ) =

(
Aiψ

)
(ρ) = bi(x, t, ρ)ψ′(ρ) +

∫ ∞

ρ

f i(x, t, ρ, ρ+)
(
ψ(ρ+)− ψ(ρ)

)
dρ+,

for i = 1, 2. Note that A1 = A of (1.4), and f i was defined in (1.13). We write Ai∗ for
the adjoint of the operator Ai which acts on measures. When the measure ν is absolutely
continuous with respect to the Lebesgue measure with a C1 Radon-Nykodym derivative,
then Ai∗ν is also absolutely continuous with respect to the Lebesgue measure. The action of
the operator Ai∗ on ν can be described in terms of its action on the corresponding Radon-
Nykodym derivative. By a slight abuse of notation, we write Ai∗ for the corresponding
operator that now acts on C1 functions. More precisely, for a probability density ν, we have

(
Ai∗

x,tν
)
(ρ) =

[∫ ρ

−∞
f i(x, t, ρ∗, ρ) ν(ρ∗) dρ∗

]
− A(f i)(x, t, ρ)ν(ρ)−

(
bi(x, t, ρ)ν(ρ)

)
ρ
.

(ii) We write M for the set of measures and M1 for the set of probability measures. □

Theorem 1.1 Given a C1 rate f , andm0 ∈ R, assume ℓ : [t0,∞) → M1 satisfies ℓ(t0, dρ0) =
δm0(dρ0), and

(1.18)
dℓ

dt
= A2∗

a−,tℓ, t > t0.

When Hypothesis 1.1 holds, the entropy solution ρ to (1.1) for each fixed t > t0 has x = a−
marginal given by ℓ(t, dρ0) and for a− < x < ∞ evolves according to a Markov process with
the generator A1

x,t. Moreover, the process t 7→ ρ(a, t) is a Markov process with generator
A2

a,t, for every a ≥ a−.
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Remark 1.2(i) According to Hypothesis 1.1, the function H is increasing. This condition
is needed to guarantee that f 2 ≥ 0, which in turn guarantee that A2 is a generator of a
Markov process. This restriction on H can be relaxed almost completely. The main role
of the condition Hρ > 0 is that all shock discontinuities of ρ travel with negative velocities
so that they cross any fixed location, say x = a eventually. This allows us to assert that
if ρ(a, t) is known, then the law of ρ(x, t) can be determined uniquely for all x > a. In
general, we may try to determine ρ(x, t) for x > a(t), provided that ρ(a(t), t) is specified.
The condition Hρ > 0, allows us to choose a(t) constant. If instead we can find a negative
constant c such that Hρ > c, then ρ̂(x, t) := ρ(x− ct, t) satisfies

ρ̂t = Ĥ(x, t, ρ̂)x,

for Ĥ(x, t, ρ) = H(x − ct, t, ρ) − cρ, which is increasing. Hence, the process t 7→ ρ̂(x, t) =
ρ(x − ct, t) is now Markovian with a generator Â2 which is obtained from A2 by replacing
H with Ĥ. Even an upper bound on H ′ can lead to a result similar to Theorem 1.2. For
example if Hρ < 0, then x 7→ ρ(x, t) is a Markov process but now as we decrease x.

(ii) To guarantee the existence of a solution to (1.6) in an interval [t0, T ], let us assume
that Hρx and Hxx are uniformly bounded, and that Hxx ≤ 0 in this interval. Under such
assumptions, we claim that if initially at time t = t0 the drift is nonpositive and bounded,
then the no blow-up condition of Hypothesis 1.1(ii) is met because b remains bounded and
nonnegative. To see this, assume that the function b solves the equation (1.6), and write
Θt

s(a,m) for the flow of the Hamiltonian ODE

(1.19) ẋ = −Hρ(x, t, ρ), ρ̇ = Hx(x, t, ρ).

In other words (ρ(t), x(t)) = Θt
s(a,m)) solves (1.19), subject to the initial conditions x(s) =

a, and ρ(s) = m. To ease the notation, we write b(x, ρ, t) and H(x, ρ, t) for b(x, t, ρ), and
H(x, t, ρ) respectively. Evidently, b̂(x, ρ, t) = b

(
Θt

s(x, ρ), t
)
satisfies

(1.20) b̂t = Ab̂2 + 2Bb̂+ C,

where

A(x, ρ, t) := Hρρ

(
Θt

s(x, ρ), t
)
, B(x, ρ, t) := Hρx

(
Θt

s(x, ρ), t
)
, C(x, ρ, t) := Hxx

(
Θt

s(x, ρ), t
)
.

Since the right-hand side of (1.20) is nonpositive when b̂ = 0, we deduce that b̂(t) = b̂(x, ρ, t)
remains nonpositive for t ∈ [t0, T ], if this is true initially at t = t0. Note that since b̂t ≥
2Bb̂+C, with B and C bounded, b is also bounded from below in [t0, T ], if this is so initially.

(iii) The existence of a classical solutions to (1.7) and (1.18) can be found in [KR2] and
[OR] when H is independent of (x, t), and b is either constant, or f is independent of (x, t).
The same type of arguments can be worked out in our setting.
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(iv) As a consequence of Hypothesis 1.1(iii), the density ρ(x, t) ∈ [P−, P+] almost surely.
This restriction will be needed in Sections 2 and 3 when we derive a forward equation for
the law of ρ(·, t). The boundedness of ρ(x, t) is needed only when we restrict ρ to a bounded
set of the form Λ := [a−, a+]× [t0, T ] (see Theorem 2.1 below). Note however that for a C1

drift b, the density is always bounded below in Λ, because the random jump only increases
the density. So we only need to require an upper bound on the density, and the requirement
P− ≤ ρ− is redundant. In other words, we can find P− that depends on b, and a lower bound
of ρ0, such that the condition P− ≤ ρ− holds in Λ.

In Theorem 1.3 below, we will learn how to relax the boundedness requirement on the
density. □

1.2 Main result II

Our Hypothesis 1.1(ii) is rather stringent requirement because the right-hand side of the
PDE (1.6) is quadratic in b. Our main Theorem 1.1 applies only when no new shock dis-
continuity is created in the time interval [t0, T ]. Indeed a blow-up of the drift occurs exactly
when a new jump discontinuity is formed for a local continuous solution that is represented
by the ODE ρx = b(x, t, ρ). In Remark 1.1(ii) we stated conditions that would prevent a
blow-up, but these conditions exclude many important stochastic growth models that are
governed by HJE associated with random Hamiltonian (see Example 1.1(ii) below).

We emphasis that Theorem 1.1 offers a kinetic description for the interaction between
the existing shock discontinuities, not those which are created after the initial time. To go
beyond what is offered by Theorem 1.1, we need to enlarge the class of Markovian profiles
that has been used so far. We offer a way to achieve this by considering profiles that are
Markovian concatenations of fundamental solutions of (1.2).

Definition 1.2 Given z = (y, s) ∈ R2, by a fundamental solution W (·; z) : R× (s,∞) → R
associated with z we mean

(1.21) W (x, t; z) = sup

{∫ t

s

L
(
ξ(θ), θ, ξ̇(θ)

)
dθ : ξ ∈ C1

(
[s, t];R

)
, ξ(s) = y, ξ(t) = x

}
,

where L is the Legendre transform of H in the p-variable:

L(x, t, v) = inf
p

(
p · v +H(x, t, p)

)
, H(x, t, p) = sup

v

(
L(x, t, v)− p · v

)
.

We also set M(x, t; z) = Wx(x, t; z) for the x-derivative of W . □

Under our conditions on H, the function W is a Lipschitz function of (x, t) for t > s, and
M(x, t) =M(x, t; z) is well-defined a.e.. A representation of M is given as follows. For each
(x, t), we may find a maximizing piecewise C1 path ξ(θ) = ξ(θ;x, t; z) that is differentiable
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at time θ = t. The function M is continuous at (x, t) if and only if the maximizing path is
unique. When this is the case, we simply have

(1.22) M(x, t) = Lv

(
ξ(t), t, ξ̇(t)

)
= Lv

(
x, t, ξ̇(t)

)
.

In general M(x, t) could be multi-valued; for each maximizing path, the right-hand side of
(1.22) offers a possible value for M(x, t).

The Cauchy problem associated with (1.1) has a representation of the form

(1.23) u(x, t) = sup
y

(
u0(y) +W (x, t; y, t0)

)
.

In other words, u given by (1.23), satisfies (1.1) in viscosity sense for t > t0, and u(x, t0) =
u0(x). The type of stochastic solutions we will be able to describe kinetically would look like

u(x, t) = sup
i∈I

(
gi +W (x, t; zi)

)
,

where
{
(zi, gi) : i ∈ I

}
is a discrete set. Since our Markovian process is ρ = ux, we consider

profiles of the form

ρ(x, t) =
∑
i∈I

M(x, t; zi) 11
(
x ∈ [xi, xi+1)

)
,

for a discrete set
{
qi = (xi, zi) : i ∈ I

}
. (Note that because of the type of results we have

in mind, we switched from (gi, zi) to (xi, zi).)
We now give the definition of the Markov processes we will work with in this subsection.

Definition 1.3(i) Given s, T , with s < T , let g(x, t; y−, y+) be a C1 nonnegative (kernel)
function that is defined for x ∈ R, t ∈ [s, T ], y+ ∈ (y−,∞). We also write

x1 = x, x2 = t, g1 = g, g2 = v̂g,

where

(1.24) v̂(x, t, y−, y+) =
H
(
x, t,M(x, t; y+, s)

)
−H

(
x, t,M(x, t; y−, s)

)
M(x, t; y+, s)−M(x, t; y−, s)

.

We write Bi
x,t for the operator

Bi
x1,x2

F (y) =

∫ ∞

y

(
F (y∗)− F (y)

)
gi(x1, x2; y, y∗) dy∗.

B1 is the infinitesimal generator of an inhomogeneous Markov jump process y(x1). When
v̂ > 0, the operator B2 also generates a Markovian jump process.
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(iii) We write Bi∗ for the adjoint of the operator Bi which acts on measures. As before,
when the measure ν is absolutely continuous with respect to the Lebesgue measure with a
C1 Radon-Nykodym derivative, then Bi∗ν is also absolutely continuous with respect to the
Lebesgue measure. By a slight abuse of notation, we write Bi∗ for the corresponding operator
that now acts on C1 functions. More precisely, for a probability density ν, we have(

Bi∗
x ν
)
(y) =

[∫ y

−∞
gi(x, t, y∗, y)ν(y∗) dy∗

]
− Â(gi)(x, t, y)ν(y),

where

Â(g)(y) =

∫ ∞

y

g(y, y∗) dy∗.

(iv) Given y : [a−, a+] → R, we define

ρ(x, t;y, s) :=M
(
x, t;y(x), s

)
.

□

According to our second main result, if ρ = ux solves (1.2) with an initial condition which
comes from a Markov process associated with a kernel g0, then at later times x 7→ ρ(x, t) also
comes from a Markov process associated with a kernel g which satisfies a kinetic equation
in the form

(1.25) gt − (v̂g)x = Q̂(g) = Q̂+(g)− Q̂−(g) = Q̂+(g)− gĴ(g),

where

Q̂+(g)(y−, y+) =

∫ y+

y−

(
v̂(y∗, y+)− v̂(y−, y∗)

)
g(y−, y∗)g(y∗, y+) dy∗,

Ĵ(g)(y−, y+) =
(
Â(v̂g)(y+)− Â(v̂g)(y−)

)
− v̂(y−, y+)

(
Â(g)(y+)− Â(g)(y−)

)
.

Here we have not displayed the dependence of our functions on (x, t) for a compact notation.

We are now ready to state our hypotheses and the second main result.

Hypothesis 1.2(i) The Lagrangian function L is C2 function that is strictly concave in v.
Moreover, there are positive constants c0, c1 and c2 such that

− c0 + c2v
2 ≤ −L(x, t, v) ≤ c0 + c1v

2,

− c0 + c2|v| ≤ |Lv(x, t, v)| ≤ c0 + c1|v|,
|Lxv(x, t, v)|+ |Lxx(x, t, v)| ≤ c1,

|Hx(x, t, v)|+ |Hxρ(x, t, ρ)| ≤ c1.
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(ii) The rate kernel g(x, t, y−, y+) is continuous nonnegative solution of (1.25) which is C1

in (x, t)-variable, and is supported on{
(x, t, y−, y+) : x ∈ R, t ∈ [t0, T ], Y− ≤ y− ≤ y+ ≤ Y+

}
,

for some constants Y±. We write g0(x, y−, y+) for g(x, t0, y−, y+)

(iii) ρ 7→ Hρ(a−, t, ρ) > 0, for every t ∈ [t0, T ] and ρ ∈ [M−,M+], where

M+ = sup
t∈[t0,T ]

M(a−, t;Y+, s), M− = inf
t∈[t0,T ]

M(a−, t;Y−, s).

(iv) Given s and t0, with t0 > s, the initial condition ρ0(x) = M(x, t0; y
0, s) for x <

a−, and ρ(x, t0) = ρ(x, t0;yt0 , s) for x ≥ a−, where yt0 is a Markov process which starts
at yt0(a−) = y0 > a−, and has an infinitesimal generator B1

x,t0
, associated with a kernel

g0(x, y−, y+) = g(x, t0, y−, y+).

(v) Assume that ℓ : [0,∞) → M1 satisfies ℓ(t0, dy0) = δy0(dy0), and

(1.26)
dℓ

dt
= B2

a−,tℓ.

□

Theorem 1.2 When Hypothesis 1.2 holds, the entropy solution ρ to (1.2) for each fixed
t ∈ [t0, T ] has x = a− marginal given by M(a−, t; y0, s), with y0 distributed according to
ℓ(t, dy0) and for a− < x evolves as ρ(x, t) = ρ(x, t;yt, s), with yt a Markov process with the
generator B1

x,t.

Remark 1.3(i) Observe that the finiteness of the Lagrangian L implies that Hamilonian
function H cannot be monotone ρ. As a consequence, the velocity v̂ can take both negative
and positive values, and the process t 7→ ρ(x, t) many not be a Markov process for every x.
However, when x = a−, our Hypothesis 1.2(iii) would guarantee that the process t 7→ ρ(a−, t)
is Markovian. Indeed Hypothesis 1.2(iii) is designed to guarantee that no shock discontinuity
can cross a− from left to right. This assumption though can be relaxed for the price of
replacing the boundary line segment {(a−, t) : t ∈ [t0, T ]} with a suitable line segment
which is titled to the right. In other words, part (i) of Remark 1.2 is applicable. Moreover,
part (iii) of Remark 1.2 is also applicable to the kernel g satisfying (1.25).

(ii) As we will see in Proposition 5.2(iii) in Section 5, there exist positive constants C0

and C1 such that M(x, t; y, s) ≥ −C1x for x ≤ −C0. Our condition |Lv| ≤ c1(1 + |v|) in
Hypothesis 1.2(i), means

|ρ| ≤ c1
(
1 + |Hρ(x, t, ρ)|

)
.

10



Since Hρ(x, t, ρ) is an increasing function of ρ, we deduce that Hρ(x, t, ρ) → ±∞ as ρ→ ±∞.
From this we learn that there exists a positive constant C2 such that Hρ(a−, t, ρ) > 0
whenever ρ ≥ C2. As a consequence, Hρ(a−, t, ρ) > 0 for ρ ∈ [M(a−, t; y−, s),M(a+, t; y+, s)],
provided that a− ≤ −C2C

−1
1 . This means that Hypothesis 1.2(iii) is automatically satisfied

when a− ≤ −C2C
−1
1 .

(iii)As a concrete example, whenH(x, t, ρ) = ρ2/2, then L(x, t, v) = −v2/2, andM(x, t; y, s) =
(y − x)/(t− s). In this case Hypothesis 1.2(iii) holds if and only if a− < Y−. □

Example 1.1 When H does not depend on (x, t), then

W (x, t; y, s) = (t− s)L

(
x− y

t− s

)
, M(x, t; y, s) = L′

(
x− y

t− s

)
.

Remark 1.4 As an example for a stochastic growth model, we may consider H(x, t, ρ) =
H0(ρ)− V (x, t), with H0 convex, and the potential V given formally as

(1.27) V (x, t) =
∑
i∈I

δsi(t)11(x = ai),

where ω =
{
(ai, si) : i ∈ I

}
, is a realization of a Poisson Point Process in R2. In practice,

we may approximate V by

Vε(x, t) =
∑
i∈I

εζ

(
t− si
ε

)
η

(
x− ai
δ(ε)

)
,

where δ(ε) → 0, in small ε-limit, and η and ζ are two smooth functions of compact support
such that

∫
ζ(t) dt = 1, and η(x) = 1 in a neighborhood of the origin. Replacing V with

Vε yields a Hamiltonian function Hε for which the equation (1.1) is well-defined and its
solution uε has a limit u as ε → 0. A variational representation as in (1.21) for uε would
yield a variational representation for u as well. Indeed the corresponding W still has the
form (1.21), where L(x, t, v) = L0(v)− V (x, t), with L0 a concave function given by

L0(v) = inf
p

(
p · v +H0(p)

)
.

It is not hard to show that the minimizing path ξ of the variational problem (1.21) is a
concatenation of line segments between Poisson points of ω. In other words,

(1.28) W (x, t; y, s) = W (x, t; y, s;ω) = sup

N(z) +

N(z)∑
i=0

(si+1 − si)L0

(
ai+1 − ai
si+1 − si

) ,
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where the supremum is over sequences z =
(
(a0, s0), (a1, s1), . . . , (an, sn), (an+1, sn+1)

)
, such

that N(z) = n, and

s0 < s1 < · · · < sn+1, (a0, s0) = (y, s), (an+1, sn+1) = (x, t), (a1, s1), . . . , (an, sn) ∈ ω.

This model was defined and studied in Bakhtin [B] and Bakhtin et al. [BCK] when H0(p) =
p2/2 (which leads to L0(v) = −v2/2). If H0(p) = |p|, then L0(v) = −∞ 11(|v| > 1). In this
case,

W (x, t; y, s) = W (x, t; y, s;ω) = supN(z),

where the supremum is over sequences z as in (1.28), with the additional requirement

|ai+1 − ai| ≤ si+1 − si.

The corresponding u(x, t) is a stochastic growth model that is known as Polynuclear Growth
(We refer to [PS] for more details).

Our Theorem 1.2 does not directly apply to this model because Hypothesis 1.2(i) fails.
Also for Hypothesis 1.2(ii) to hold, we need to assume that the intensity of ω is 0 outside
[a−,∞) × R. Nonetheless, our method of proof can be adopted to treat this model as
well. For this model however, it is more natural to consider a concatenation of fundamental
solutionsM(x, t; yi, θi), where {(yi, θi) : i ∈ I} is selected randomly. This extension requires
developing new techniques and goes beyond the scope of the present article. □

1.3 Unbounded density

In Theorem 1.1 (respectively 1.2), we assumed that the density ρ (respectively y) is bounded.
This assumption is technically convenient for the derivation of the forward equation that is
carried out in Section 3, and is at the heart of our proofs of Theorems 1.1 and 1.2. Unfor-
tunately it excludes many important models encountered in statistical mechanics, especially
when we study stochastic growth models. As an example, if we take the case of the Burgers
equation with white noise initial data, the density at later times would be an unbounded
Markov jump process (see [Gr], [MS], and [OR]). In this subsection we explain how one can
relax this restriction with the aid of an approximation that is related to Doob’s h-transform.
We carry out this idea in the case of Theorem 1.2 only, though our method of proof is also
applicable to the setting of Theorem 1.1.

Imagine that we have a kernel g which satisfies the kinetic equation (1.25), and the
arguments y± are not restricted to a bounded interval as in Hypothesis 1.2(ii).

Hypothesis 1.3 We assume that parts (i) and (iii)-(iv) of Hypothesis 1.2 hold, but in part
(ii), we allow Y+ = ∞, and assume that g(x, t, y−, y+) is a continuous kernel such that the
Markov process yt0 associated with the generator B1

x,t0
satisfies

(1.29) lim sup
x→∞

x−1yt0(x) < 1,

12



almost surely. □

Theorem 1.3 The conclusion of Theorem 1.2 holds even when g is a kernel which satisfies
Hypothesis 1.3.

Our strategy for proving Theorem 1.3 is by approximating the kernel g with a sequences
of kernels gn for which Theorem 1.2 is applicable. We cannot simply restrict g to a large
bounded interval, because the resulting kernel does not satisfy the kinetic equation. However,
if y is a Markov process with the jump kernel density g (associated with the generator B1

x,t as
in the Definition 1.3(i)), we may condition y to remain in a bounded interval. The resulting
process is again a Markov process for which the jump kernel ĝ is related to g via a Doob’s
h-transform. In other words, there exists a suitable function h(x, t, y) such that

(1.30) ĝ(x, t, y−, y+) =
h(x, t, y+)

h(x, t, y−)
g(x, t, y−, y+) =: η(x, t, y−, y+)g(x, t, y−, y+).

Indeed the resulting kernel is again a solution to the kinetic equation as the following result
confirms:

Proposition 1.1 Assume g satisfies (1.25) and h : [a−, a+] × [t0, T ] × R → R is a C1

function such that

(1.31) hx + B1
x,th = 0, ht + B2

x,th = 0.

Then ĝ given by (1.30) also satisfies (1.25).

As we will see in Subsection 1.4 below, the two equations that appeared in (1.31) are
compatible whenever g satisfies the equation (1.25). This means that one of these equations
is redundant:

Proposition 1.2 Assume that g and h are bounded, and C1 in (x, t) variable, and that g
satisfies (1.25). Also assume that h is uniformly positive, satisfies hx + B1

x,th = 0, and

(1.32) ht(a−, t, y) + (B2
a−,th)(a−, t, y) = 0.

(In other words, the second equation in (1.31) holds at x = a−.) Then the second equation
in (1.31) holds in [a−, a+].

The proof of Proposition 1.2 is similar to the proof of Proposition 4.1 of [OR], and is
omitted.
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1.4 Heuristics

According to Theorem 1.2, the process xi 7→ ρ(x1, x2) is a Markov process with the generator

Aiψ(ρ) = Ai
x1,x2

ψ(ρ) = biρxi
+

∫ ∞

ρ

f i(x1, x2, ρ, ρ∗)
(
ψ(ρ∗)− ψ(ρ)

)
dρ∗.

Hence, if ℓ(x1, x2, ρ) denotes the probability density of ρ(x1, x2), then ρ must satisfy the
forward equation

ℓxi
= Ai∗ℓ = ℓ ∗ f i − A(f i)ℓ− (biℓ)ρ = ℓ ∗ f i − A(ℓ⊗ f i)− (biℓ)ρ, i = 1, 2,

where

(ℓ ∗ f i)(ρ) =

∫
ℓ(ρ∗)f

i(ρ∗, ρ) dρ∗.

From differentiating both sides we learn

ℓx1x2 =A1∗(ℓx2) + ℓ ∗ f 1
x2

− A(f 1)x2 ℓ− (b1x2
ℓ)ρ = A∗1A2∗ℓ+ ℓ ∗ f 1

x2
− A(f 1)x2 ℓ− (b1x2

ℓ)ρ,

ℓx2x1 =A2∗(ℓx1) + ℓ ∗ f 2
x1

− A(f 2)x1 ℓ− (b2x1
ℓ)ρ = A2∗A1∗ℓ+ ℓ ∗ f 2

x1
− A(f 2)x1 ℓ− (b2x1

ℓ)ρ.

On the other hand,

Ai∗Aj∗ℓ =
(
ℓ ∗ f j − A(f j)ℓ− (bjℓ)ρ

)
∗ f i − A(f i)

(
ℓ ∗ f j − A(f j)ℓ− (bjℓ)ρ

)
−
[
bi
(
ℓ ∗ f j − A(f j)ℓ− (bjℓ)ρ

)]
ρ

=ℓ ∗
[
f j ∗ f i − A(f j)⊗ f i − f j ⊗ A(f i) + bj ⊗ f i

ρ− − (f j ⊗ bi)ρ+
]

+ ℓ
[
A(f i)A(f j) + A(f i)bjρ + (A(f j)bi)ρ

]
+ ℓρ

[
A(f i)bj + A(f j)bi

]
+
(
bibjρℓ

)
ρ
+
(
bibjℓρ

)
ρ
.

(Here, we have performed an integration by parts to replace (bjℓ)ρ ∗ f i with ℓ ∗
(
bj ⊗ f i

ρ−

)
.)

As a result

A1∗A2∗ℓ−A2∗A1∗ℓ =ℓ ∗
[
Q(f 2, f 1)−Q(f 1, f 2)

]
+
[(
b1b2ρ − b2b1ρ

)
ℓ
]
ρ

+ ℓ
[
A(f 2)ρ b

1 − A(f 1)ρ b
2
]
,

where Q(f j, f i) is given by (1.16). Hence,

ℓx1x2 − ℓx2x1 =ℓ ∗ [Q(f 2, f 1)−Q(f 1, f 2) + f 1
x2

− f 2
x1
]

− ℓ
[
A(f 1)x2 − A(f 2)x1 + A(f 1)ρ b

2 − A(f 2)ρ b
1
]

(1.33)

+
[(
b2x1

− b1x2
+ b1b2ρ − b2b1ρ

)
ℓ
]
ρ
.
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It is rather straightforward to show

A
(
Q(f j, f i)

)
= −A(f j)A(f i) + bjA(f i)ρ.

As a consequence,

(1.34) A
(
R(f 1, f 2)

)
= A(f 1)x2 − A(f 2)x1 + A(f 1)ρ b

2 − A(f 2)ρ b
1.

where
R = R(f 1, f 2) = f 1

x2
− f 2

x1
+Q(f 2, f 1)−Q(f 1, f 2).

From (1.33) and (1.34) we deduce

ℓx1x2 − ℓx2x1 = ℓ ∗R− A(R)ℓ+ (Sℓ)ρ,

where
S = S(b1, b2) = b2x1

− b1x2
+ b1b2ρ − b2b1ρ.

Clearly R = S = 0 implies the compatibility of the equations ℓxi
= Ai∗ℓ, for i = 1, 2.

Observe that R = S = 0 are exactly our equations (1.6) and (1.7).

Various terms in the kinetic equation can be readily explained in terms of the underlying
particle system that represents the dynamics of the shock discontinuities of a solution to the
PDE (1.1).

(1) According to the generator (1.1), the process x 7→ ρ(x, t) satisfies the ODE

(1.35) ρx(x, t) = b
(
x, t, ρ(x, t)

)
,

in between shock discontinuities. The PDE (1.6), governing the evolution of the velocity b,
follows from the consistency of (1.22) with (1.1); differentiating these equations with respect
to t and x respectively lead to

ρxt = bt + bρ H(x, t, ρ)x = bt + bρ
(
Hx +Hρb

)
= b1x2

+ b2b1ρ,

ρtx = H(x, t, ρ)xx =
(
Hx +Hρb

)
x
= Hxx + 2Hxρb+Hρρb

2 +Hρbx +Hρbρb = b2x1
+ b1b2ρ.

Matching these two equations yields (1.6). This calculation is simply a repetition of the
derivation of the equation S(b1, b2) = 0.

(2) If a shock discontinuity occurs at a location x(t) with ρ±(t) = ρ
(
x(t)±, t

)
, then by the

classical Rankine-Hugoniot equation

(1.36) ẋ(t) = −v
(
x(t), t, ρ−(t), ρ+(t)),

where v was defined in (1.8). This equation is responsible for the occurrence of the term
−(vf)x in (1.7).
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(3) Since ρ(x, t) solves (1.1) classically away from the jump discontinuities, we have

ρ̇+(t) = −ρx
(
x(t)+, t

)
v
(
x(t), t, ρ−(t), ρ+(t)) + ρt

(
x(t)+, t

)
= −b

(
x(t), t, ρ+(t)

)
v
(
x(t), t, ρ−(t), ρ+(t)) + (Hx + bHρ)(x(t), t, ρ+(t))

= −K
(
x(t), t, ρ+(t), ρ−(t)).(1.37)

As in (2), this equation is responsible for the occurrence of −C+f in (1.7) (see (1.11) for
the definition of C+).

(4) A repetition of our calculation in (3) yields

(1.38) ρ̇−(t) = −K
(
x(t), t, ρ−(t), ρ+(t)).

Based on this, we are tempted to guess that C−f is
[
K
(
x, t, ρ−, ρ+)f

(
x, t, ρ−, ρ+)

]
ρ−
. This

is not what we have in (1.12). The reason behind this has to do with the fact that we regard
ρ(x, t) as a Markov process in x as we increase x. As a result, the role of ρ− and ρ+ cannot be
interchanged. In order to explain the form of C−f in (1.12), we fix a ∈ R, and assume that
x(t) is the first discontinuity which occurs to the right of a. Now, if we set ρ0(t) = ρ(a, t),
and write

ρ(x) = ϕx
a(m0; t),

for the flow of the ODE (1.35) (in other words ρ(x) solves (1.35) subject to the initial
condition ρ(a) = m0), then

ρ−(t) = ϕx(t)
a

(
ρ0(t); t

)
.

Since ρ0(t) satisfies ρ̇0 = β(a, t, ρ0), its law ℓ(t, ρ0) obeys the equation

ℓt(t, ρ0) +
(
β(a, t, ρ0)ℓ(t, ρ0)

)
ρ0

= 0,

away from the shock discontinuity. As it turns out, the function

k(x, t, ρ0, ρ+) := ℓ(t, ρ0)f
(
x, t, ϕx

a(ρ0; t), ρ+
)
,

satisfies the identity

kt − (wk)x − (βk)ρ0 = ℓ
(
ft − (vf)x − C−f

)
,

where
w(x, t, ρ0, ρ+) = v

(
x, t, ϕx

a(ρ0; t), ρ+
)
.

(5) Observe that if a solution ρ has two jump discontinuities at x = x(t) and y = y(t), with
x < y, and

ρ− = ρ(x−, t), ρ∗ = ρ(x+, t), ρ′∗ = ρ(y−, t), ρ+ = ρ(y+, t),
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then the relative velocity of these two discontinuities is exactly

v
(
x, t, ρ−, ρ∗

)
− v
(
y, t, ρ′∗, ρ+

)
.

As y(t) catches up with x(t), ρ′∗ converges to ρ∗ and the relative velocity becomes

v
(
x, t, ρ−, ρ∗

)
− v
(
x, t, ρ∗, ρ+

)
.

This explains the form of Q+ in (1.9). □

1.5 Bibliography and the outline of the paper

Most of the earlier works on stochastic solutions of Hamilton-Jacobi PDEs have been carried
out in the Burgers context. For example, Groeneboom [Gr] determined the statistics of
solutions to Burgers equation (H(p) = p2/2, d = 1) with white noise initial data. Recently
Ouaki [O] has extended this result to arbitrary convex Hamiltonian function H. The special
cases of H(p) = ∞11(p /∈ [−1, 1]), and H(p) = p+ were already studied in the references
Abramson-Evans [AE], Evans-Ouaki [EO], and Pitman-Tang [PW].

Carraro and Duchon [CD1-2] considered statistical solutions, which need not coincide
with genuine (entropy) solutions, but realized in this context that Lévy process initial data
should interact nicely with Burgers equation. Bertoin [Be] showed this intuition was correct
on the level of entropy solutions, arguing in a Lagrangian style.

Developing an alternative treatment to that given by Bertoin, which relies less on partic-
ulars of Burgers equation and happens to be more Eulerian, was among the goals of Menon
and Srinivasan [MS]. Most notably, [MS] formulates an interesting conjecture for the evolu-
tion of the infinitesimal generator of the solution ρ(·, t) which is equivalent with our kinetic
equation (1.7) when H is independent of (x, t). When the initial data ρ(x, 0) is allowed to
assume values only in a fixed, finite set of states, the infinitesimal generators of the processes
x 7→ ρ(x, t) and t 7→ ρ(x, t) can be represented by triangular matrices. The integrabil-
ity of this matrix evolution has been investigated by Menon [M2] and Li [Li]. For generic
matrices—where the genericity assumptions unfortunately exclude the triangular case—this
evolution is completely integrable in the Liouville sense. The full treatment of Menon and
Srinivasan’s conjecture was achieved in papers [KR1] and [KR2] (we also refer to [R] for an
overview). The work of [KR1] have been recently extended to higher dimensions in [OR1]. In
[OR2], the main result of [KR2] has been used to give a new proof of Groeneboom’s results
[Gr].

We continue with an outline of the paper:

(i) In Section 2, we show that the evolution of the PDE (1.1) for piecewise smooth solutions
is equivalent to a particle system in R× [P−, P+]. We restrict this particle system to a large
finite interval [a−, a+] and introduce a stochastic boundary condition at a+. This restriction
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allows us to reduce Theorem 1.1 to a finite system; the precise statement can be found in
Theorem 2.1 of Section 2.

(ii) The strategy of the proof of Theorem 2.1 will be described in Section 3. Our strategy is
similar to the one that was utilized in our previous work [KR1-2]: Since we have a candidate
for the generator of the process x 7→ ρ(x, t), we have a candidate measure, say µ(·, t) for the
law of ρ(·, t). We establish Theorem 2.1 by showing that this candidate measure satisfies the
forward equation associated with Markovian dynamics of the underlying particle system (see
the equation (3.2) in Section 3). The particle system has a deterministic evolution inside
the interval and a stochastic (Markovian) dynamics at the right end boundary point. The
rigorous derivation of the forward equation will be carried out in Section 3.

(iii) Section 4 is devoted to the proof of Theorem 2.1.

(iv) Section 5 is devoted to the proof of Theorem 1.2.

(v) In Section 6, we establish Theorem 1.3 and Proposition 1.1. □

2 Particle System

We assume that the initial condition ρ0, in the PDE (1.21) is of the following form

� ρ0(x) = m0 for x ≤ x0 = a−.

� There exists a discrete set I0 = {xi : i ∈ N}, with a− < x1 < · · · < xi < . . . such that
for every x > 0 with x /∈ I0, we have ρ0x(x) = b0(x, t0, ρ

0(x)).

� If ρ±i = ρ0(xi±) denote the right and left values of ρ0 at xi, then ρ
−
i < ρ+i .

Now if ρ is an entropic solution of (1.2) with initial ρ0, then we may apply the method of
characteristics to show that for each t ≥ 0, the function ρ(·, t) has a similar form. To explain
this, consider the ODE

(2.1)
d

dx
ρ(x) = b(x, t, ρ(x)),

where b is the solution to (1.6), subject to the initial condition b(x, t0, ρ) = b0(x, ρ). Recall
that we are write ϕz

a(m; t) for the flow of the ODE (2.1). In other words, if ρ(x) = ϕx
a(m; t),

then (2.1) holds, and ρ(a) = m. Then there are pairs q(t) =
(
(xi(t), ρi(t)) : i = 0, 1, . . .

)
,

with
a− = x0(t) < x1(t) < · · · < xi(t) < . . . ,

such that for x ≥ a−, we can write

(2.2) ρ
(
x, t
)
=

∞∑
i=0

ϕx
xi(t)

(
ρi(t); t

)
11
(
xi(t) ≤ x < xi+1(t)

)
.
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Note that ρ(xi(t)+, t) = ρi(t), and the data q(t) determines ρ(·, t) completely. Because
of this, we can fully describe the evolution of ρ(·, t) by describing the evolution of the
particle system q(t). Indeed from the PDE (1.1) and the Rankine-Hugoniot Formula, we
have ρ̇0(t) = β(a, t, ρ0(t)), ρ0(t0) = m0, and

(2.3) ẋi(t) = −v(xi(t), t, ρ̂i−1(t), ρi(t)), ρ̇i(t) = −K(xi(t), t, ρi(t), ρ̂i−1(t)),

for i ∈ N, where ρ̂i−1(t) = ϕ
xi(t)
xi−1(t)

(ρi−1(t), t) (we refer to Subsection 1.4, especially (1.36) and

(1.37) for explanation). Here (2.3) gives a complete description of q in an inductive fashion;
once (xi−1, ρi−1) is determined, then we use (2.3) to write a system of two equations for the
pair (xi, ρi). Moreover (2.3) holds so long as x′is do not collide. When there is a collision
between xi and xi+1, for some i = 0, 1, . . . , we remove xi+1 from the system, replace ρi with
ρi+1, and relabel (xj, ρj) as (xj−1, ρj−1) for j > i + 1. As we will see shortly, the function
ρ(x, t), defined by equation (2.2), with q(t) evolving as above, is the unique entropy solution
of (1.2).

According to Theorem 1.1 if ρ(·, t0) is a PDMP with drift b0 and jump rate f 0, then ρ(·, t)
is also a PDMP with drift b(x, t, ·) and f(x, t, ·, ·). We may translate this into a statement
about the law of our particle system q(t). However, since the dynamics of q involves infinite
number of particles, we may take advantage of the finiteness of propagation speed in (1.2)
and reduce Theorem 1.1 to an analogous claim for a finite interval [a−, a+].

Since Hρ > 0 by Hypothesis 1.1(ii), all particles travel to left. Because of this, we need to
choose appropriate boundary dynamics at the right boundary a+ only. The involved analysis
will all pertain to the following result.

Theorem 2.1 Assume Hypothesis 1.1. For any fixed a+ > a−, consider the scalar con-
servation law (1.2) in [a−, a+] × [t0, T ) with initial condition ρ(x, t0) = ρ0(x) (restricted to
[a−, a+]), open boundary at x = a−, and random boundary ζ at x = a+. Suppose the process
ζ has initial condition ζ(t0) = ρ0(a+), and evolves according to the time-dependent rate ker-
nel f 2(a+, t, ρ,ρ+) and drift b2(a+, t, ρ), independently of ρ0. Then for all t > t0 the law of(
ρ(x, t) : x ∈ [a−, a+]

)
is as follows:

(i) The x = a− marginal is ℓ(t, dρ0), given by ℓ̇ = A2∗
a−,tℓ.

(ii) The rest of the path is a PDMP with generator A1
x,t (rate kernel f(x, t, ρ−, ρ+) and

drift b(x, t, ρ)).

To prove our main result Theorem 1.2, we can send a+ → ∞, applying Theorem 2.1 on
each [a−, a+], and use bounded speed of propagation. The argument is straightforward and
can be found in [KR1].

We prove Theorem 2.1 by showing that the particle system q(t) restricted to the interval
[a−, a+] has the correct law predicted by this theorem. We now give a precise description for
the evolution of q restricted to [a−, a+]. First we make some definitions.
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Definition 2.1(i) The configuration space for our particle system q, is the set ∆ = ∪∞
n=0∆̄n,

where ∆̄n is the topological closure of ∆n, with ∆n denoting the set{
q =

(
(xi, ρi) : i = 0, 1, . . . , n

)
: x0 = a− < x1 < · · · < xn < xn+1 = a+, ρ0, . . . , ρn ∈ R

}
.

We write n(q) for the number of particles i.e., n(q) = n means that q ∈ ∆n. What we have
in mind is that ρi(t) = ρ(xi(t)+, t) with x1, . . . , xn denoting the locations of all shocks in
(a−, a+).

(ii) Given a realization q =
(
x0, ρ0, x1, ρ1, . . . , xn, ρn

)
∈ ∆̄n, we define

ρ
(
x, t;q

)
= Rt(q)(x) =

n∑
i=0

ϕxi
xi−1

(
ρi; t
)
11
(
xi ≤ x < xi+1

)
.

(iii) The process q(t) evolves according to the following rules:

(1) So long as xi remains in (xi−1, xi+1), for some i ≥ 1, it satisfies ẋi = −v(xi, t, ρ̂i−1, ρi)

with ρ̂i(t) = ϕ
xi(t)
xi−1(t)

(
ρi−1(t); t

)
.

(2) We have ρ̇0 = β(x0, t, ρ0), and for i > 0, we have ρ̇i = −K(xi, t, ρi, ρ̂i−1).

(3) With rate f 2
(
a+, t, ρ̂n, ρn+1), the configuration q gains a new particle (xn+1, ρn+1), with

xn+1 = a+. This new configuration is denoted by q(ρn+1).

(4) When x1 reaches a−, we relabel particles (xi, ρi), i ≥ 1, as (xi−1, ρi−1).

(5) When xi+1 − xi becomes 0 for some i ≥ 1, then q(t) becomes qi(t), that is obtained
from q(t) by omitting (ρi, xi) and relabeling particles to the right of the i-th particle.

□

As we mentioned before, the function ρ(x, t;q(t)) is indeed an entropic solution of (1.2).
We also need a stability inequality for our constructed solutions.

Proposition 2.1 (i) The function ρ(x, t) = ρ(x, t;q(t)), with q(t) evolving as above, is an
entropy solution of ρt = H(x, t, ρ)x in (a−, a+)× (t0, T ).

(ii) The process t 7→ m(t) := ρ(a+, t) = ρ(a+, t;q(t)) is a Markov process with generator
A2

a+,t.

(iii) Suppose ρ, ρ′ : [a−, a+] × [t0, T ) → [P−, P+] are two piecewise C1 entropy solutions of
ρt = H(x, t, ρ)x. If t0 ≤ s ≤ t < T , then∫ a+

a−

|ρ′(x, t)− ρ(x, t)| dx ≤eC0(t−s)

∫ a+

a−

|ρ′(x, s)− ρ(x, s)| dx

+ eC0(t−s)

∫ t

s

∣∣H(a+, θ, ρ
′(a+, θ))−H(a+, θ, ρ(a+, θ))

∣∣ dθ,(2.4)
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where
C0 = max

x∈[a−,a+]
max
t∈[t0,T ]

max
ρ∈[P−,P+]

|Hxρ(x, t, ρ)|.

Remark 2.1 From Proposition 2.1(iii) we learn that two solutions ρ and ρ′ equal in [a−, a+]×
[t0, T ] if they coincide at t = 0, and x = a+. This confirms the fact that under the assumption
Hρ < 0, the boundary a− is free. In particular, ρ(x, t;q(t)) is the unique solution which
satisfies the stochastic boundary condition at x = a+. □

The proof of Proposition 2.1 will be given at the end of this section. We continue with a
precise description for the PDMP ρ(·, t) in terms of q(t) and some preparatory steps toward
the proof of Proposition 2.1 and Theorem 2.1.

Definition 2.2(i) To ease the notation, we write λ(x, t, ρ) and A(x, t, ρ), for (Af 1)(x, t, ρ)
and (Af 2)(x, t, ρ) respectively. Given q ∈ ∆n, we also set

Γ(x, y, t, ρ) =

∫ y

x

λ(z, t, ϕz
x(ρ; t)) dz,

Γ(q, t) =

∫ a+

a−

λ
(
y, t, ρ

(
y, t;q

))
dy =

n∑
i=0

Γ(xi, xi+1, t, ρi).

(ii) We define a measure µ(dq, t) on the set ∆ that is our candidate for the law of q(t). The
restriction of µ to ∆n is denoted by µn(dq, t). This measure is explicitly given by

ℓ(t, dρ0) exp {−Γ(q, t)}
n∏

i=1

f
(
xi, t, ϕ

xi
xi−1

(ρi−1; t), ρi) dxidρi,

where f solves (1.7) and ℓ solves (1.18). Note that if ρ(x, t) = Rt(q(t))(x), with R as in
Definition 2.1(ii), then the process x 7→ ρ(x, t), x ≥ a− is a Markov process associated with
the generator A1

x,t, and an initial law ℓ(t, ·).
(iii) Let us write T y

x g(ρ) = g(ϕy
x(ρ; t)) and (Dxg)(ρ) = b(x, t, ρ)g′(ρ) for its generator (to sim-

plify the notation, we do not display the dependence of T y
x and Dx on t). It is straightforward

to show

(2.5) T y
x ◦ T z

y = T z
x ,

dT y
x

dy
= T y

x ◦ Dy,
dT y

x

dx
= −Dx ◦ T y

x .

Indeed

T y+δ
x g = T y

x

(
g ◦ ϕy+δ

y

)
= T y

x

(
g + δDyg + o(δ)

)
= T y

x g + δ
(
T y
x ◦ Dy

)
g + o(δ),

T y
x−δg = T x

x−δ

(
T y
x g
)
=
(
T y
x g
)
◦ ϕx

x−δ = T y
x g − δ

(
Dx ◦ T y

x

)
g + o(δ).
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□

In the following Lemma, we derive several identities that we will use for the proof of
Proposition 2.1 and Theorem 2.1.

Lemma 2.1 The following identities are true:

b(x, t, ρ)Γρ(x, y, t, ρ) = −Γx(x, y, t, ρ) + λ(x, t, ρ) = −
∫ y

x

[
λ
(
z, t, ϕz

x(ρ; t)
)]

x
dz,(2.6)

bt = βx + bβρ − bρβ,(2.7) [
ϕy
x(ρ; t)

]
t
= β(y, t, ϕy

x(ρ; t))− β
(
x, t, ρ)

[
ϕy
x(ρ; t)

]
ρ
,(2.8)

λt(x, t, ρ) + β(x, t, ρ)λρ(x, t, ρ) = b(x, t, ρ)Aρ(x, t, ρ) + Ax(x, t, ρ),(2.9)

Γt(x, y, t, ρ) + β(x, t, ρ)Γρ(x, y, t, ρ) = A
(
y, t, ϕy

x(ρ; t)
)
− A(x, t, ρ),(2.10) [

ϕy
x(ρ; t)

]
x
+ b(x, t, ρ)

[
ϕy
x(ρ; t)

]
ρ
= 0..(2.11)

Proof For the proof of (2.6) use the definition of Γ and (2.5) to assert that the left-hand

side of (2.6) equals to∫ y

x

b(x, t, ρ)
[
λ
(
z, t, ϕz

x(ρ; t)
)]

ρ
dz =−

∫ y

x

[
λ
(
z, t, ϕz

x(ρ; t)
)]

x
dz

= −
[∫ y

x

λ
(
z, t, ϕz

x(ρ; t)
)
dz

]
x

+ λ(x, t, ρ)

= −Γx(x, y, t, ρ) + λ(x, t, ρ).

For (2.7) observe that by (1.6),

βx + bβρ − bρβ =
(
bHρ +Hx

)
x
+ b
(
bHρ +Hx

)
ρ
− bbρHρ − bρHx

= bHρx + bxHρ +Hxx + bbρHρ + b2Hρρ + bHρx − bbρHρ − bρHx

= 2bHρx + bxHρ +Hxx + b2Hρρ − bρHx = bt.

We now turn to the proof of (2.8). Set

X(x, y, t, ρ) :=
[
ϕy
x(ρ; t)

]
t
− β(y, t, ϕy

x(ρ; t)) + β
(
x, t, ρ)

[
ϕy
x(ρ; t)

]
ρ
.

We wish to show that X(ρ, x, y, t) = 0 for all (x, y, t, ρ). This is trivially true when x = y.
On the other hand,

Xy(x, y, t, ρ) =
[
b(y, t, ϕy

x(ρ; t))
]
t
− (βy + bβρ)(y, t, ϕ

y
x(ρ; t)) + β

(
x, t, ρ)

[
b(y, t, ϕy

x(ρ; t))
]
ρ

=bt(y, t, ϕ
y
x(ρ; t)) + bρ(y, t, ϕ

y
x(ρ; t))

[
ϕy
x(ρ; t)

]
t
− (βy + bβρ)(y, t, ϕ

y
x(ρ; t))

+ β
(
x, t, ρ)bρ(y, t, ϕ

y
x(ρ; t))

[
ϕy
x(ρ; t)

]
ρ

=bρ(y, t, ϕ
y
x(ρ; t))X(x, y, t, ρ),
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where we used (2.7) for the third equality. As a result.

X(x, y, t, ρ) = X(x, x, t, ρ) exp

[∫ y

x

bρ
(
z, t, ϕz

x(ρ; t)
)
dz

]
= 0.

This completes the proof of (2.8).

For (2.9), we first observe

(2.12)

∫ ∞

ρ

Q(f)(x, t, ρ, ρ+) dρ+ = 0,

because the left-hand side equals∫ ∞

ρ

∫
11
(
ρ∗ ∈ (ρ, ρ+)

)(
v(x, t, ρ∗, ρ+)− v(x, t, ρ, ρ∗)

)
f(x, t, ρ, ρ∗)f(x, t, ρ∗, ρ+) dρ∗dρ+

−
∫ ∞

ρ

[
A(x, t, ρ+)− A(x, t, ρ)− v(x, t, ρ, ρ+)

(
λ(x, t, ρ+)− λ(x, t, ρ)

)]
f(x, t, ρ, ρ+) dρ+

=

∫ ∞

ρ

(
A(x, t, ρ∗)− v(x, t, ρ, ρ∗)λ(x, t, ρ∗)

)
f(x, t, ρ, ρ∗) dρ∗

−
∫ ∞

ρ

[
A(x, t, ρ+)− A(x, t, ρ)− v(x, t, ρ, ρ+)

(
λ(x, t, ρ+)− λ(x, t, ρ)

)]
f(x, t, ρ, ρ+) dρ+

=

∫ ∞

ρ

(
A(x, t, ρ)− v(x, t, ρ, ρ+)λ(x, t, ρ)

)
f(x, t, ρ, ρ+) dρ+ = 0.

We next integrate both sides of (1.7) with respect to ρ+ and use (2.12) to assert

λt(x, t, ρ) =

∫ ∞

ρ

{
(Cf)(x, t, ρ, ρ+) +

[
(vf)(x, t, ρ, ρ+)

]
x

}
dρ+

=

∫ ∞

ρ

(Cf)(x, t, ρ, ρ+) dρ+ + Ax(x, t, ρ).(2.13)

On the other hand,∫ (
C−f

)
(x, t, ρ, ρ+) dρ+ =b(x, t, ρ)

∫ ∞

ρ

(vf)ρ(x, t, ρ, ρ+) dρ+ − β(x, t, ρ)

∫ ∞

ρ

fρ(x, t, ρ, ρ+) dρ+

=(bAρ − βλρ)(x, t, ρ) + (bHρ − β)(x, t, ρ)f(x, t, ρ, ρ),∫ (
C+f

)
(x, t, ρ, ρ+) dρ+ =

∫ ∞

ρ

[
K(x, t, ρ+, ρ)f(x, t, ρ, ρ+)

]
ρ+
dρ+

=(β − bHρ)(x, t, ρ)f(x, t, ρ, ρ),
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because f(x, t, ρ,∞) = 0, and

lim
ρ+→ρ

v(x, t, ρ, ρ+) = Hρ(x, t, ρ).

From this, and (2.13) we deduce (2.9).

We now turn to the proof of (2.10). We rewrite (2.10) as∫ y

x

[
λ(z, t, ϕz

x(ρ; t))
]
t
dz + β(x, t, ρ)

∫ y

x

[
λ(z, t, ϕz

x(ρ; t))
]
ρ
dz =

∫ y

x

[
A
(
z, t, ϕz

x(ρ; t)
)]

z
dz.

For this, it suffices to check

(2.14)
[
λ(z, t, ϕz

x(ρ; t))
]
t
+ β(x, t, ρ)

[
λ(z, t, ϕz

x(ρ; t))
]
ρ
=
[
A
(
z, t, ϕz

x(ρ; t)
)]

z
,

for every (x, z, t, ρ). By (2.8), the identity (2.14) is equivalent to

λt(z, t, ϕ
z
x(ρ; t)) + β(z, t, ϕz

x(ρ; t))λρ(z, t, ϕ
z
x(ρ; t)) =

[
A
(
z, t, ϕz

x(ρ; t)
)]

z
.

This is an immediate consequence of (2.9) because[
A
(
z, t, ϕz

x(ρ; t)
)]

z
= b(z, t, ϕz

x(ρ; t))Aρ

(
z, t, ϕz

x(ρ; t)
)
+ Az

(
z, t, ϕz

x(ρ; t)
)
.

The proof of (2.10) is complete.

Finally, (2.11) is simply the third equation of (2.5) applied to the function g(ρ) = ρ.
□

We are now ready to establish Proposition 2.1.

Proof of Proposition 2.1(i) We first show that ρ solves (1.2) classically away from the
shock curves. For this, take a point (x, t) such that x ∈

(
xi(t), xi+1(t)

)
, for some nonneg-

ative integer i. Let us write ϕ̂y
x(ρ; t) and ϕ̃y

x(ρ; t) for the partial derivatives
[
ϕy
x(ρ; t)

]
ρ
and[

ϕy
x(ρ; t)

]
x
respectively. From ρ(x, t) = ϕx

xi(t)
(ρi(t); t), we learn

ρt(x, t) =− v
(
xi(t), t, ρ̂i−1(t), ρi(t)

)
ϕ̃x
xi(t)

(ρi(t); t)

+ β(x, t, ρ(x, t))− β
(
xi(t), t, ρi(t)) ϕ̂

x
xi(t)

(ρi(t); t)

−K
(
xi(t), t, ρi(t), ρ̂i−1(t)

)
ϕ̂x
xi(t)

(ρi(t); t)(2.15)

=− v
(
xi(t), t, ρ̂i−1(t), ρi(t)

)
ϕ̃x
xi(t)

(ρi(t); t) + β(x, t, ρ(x, t))

− v
(
xi(t), t, ρ̂i−1(t), ρi(t)

)
b
(
xi(t), t, ρi(t))ϕ̂

x
xi(t)

(ρi(t); t)

=β(x, t, ρ(x, t)) = H(x, t, ρ(x, t))x,
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as desired. Here we used (2.8) for the first equality, and (2.11) for the third equality. Since
the Rankine-Hugoniot Formula is valid at shock curves by our construction, and (1.1) holds
classically away from the shock curves, we deduce that ρ is a weak solution of (1.1). On the
other hand, since ρ(xi(t)−, t) < ρ(xi(t)+, t) by construction, we deduce that ρ is an entropy
solution in (a−, a+)× (t0, T ).

(ii) From the way the boundary dynamics is described in (3), the process m(t) depends
on the particle system to the left of a+. Nonetheless we show that if the process m̄(t) is a
Markov process with generator A2

a+,t, and initial state m0 = ρ0(a+), then m(t) = m̄(t). To
verify this, let us construct the process t 7→ m̄(t) with the aid of a sequence of independent
standard exponential random variables

(
τi : i ∈ N

)
. Let us write γts(ρ) for the flow of the

ODE associated with speed β(a+, t, ρ), and define

(2.16) η(t,m) =

∫ ∞

m

f 2(a+, t,m, ρ+) dρ+.

Now construct a sequence z =
(
(σi,mi) : i = 0, 1, . . .

)
inductively by the following recipe:

σ0 = 0, and given (σi,mi), we set

σi+1 = min

{
s > σi :

∫ s

σi

η
(
θ, γθσi

(mi)
)
dθ ≥ τi+1

}
, m̂i = γσi+1

σi
(mi),

and select mi+1 randomly according to the probability measure

η
(
σi+1, m̂i

)−1
f 2
(
a+, σi+1, m̂i,mi+1

)
dmi+1.

Using our sequence z, we construct m̄(t) by

m̄(t) =
∞∑
i=0

γtσi
(mi)11

(
t ∈ [σi, σi+1)

)
.

By the very construction of the processes m(t) and m̄(t), the desired equality m(t) =
m̄(t), t ≥ t0 would follow if we can show that m(t) = m̄(t) for t ∈ (σi−1, σi) for every
i ∈ N. This can be checked by induction on i. If there are exactly n particle to the left of
a+, and we already know that ρ̂n(σi) = m̂i−1, then we can guarantee that ρn+1(σi) = mi.
Moreover, ρ̂n+1(t) = γtσi

(mi) for t ∈ (σi, σi+1), because the function ζ(t) = ϕ
a+
xn(t)

(ρn(t); t)
satisfies

(2.17) ζ̇(t) = β(a+, t, ζ(t)),

by (2.15) in the case of x = a+. This completes the proof of part (ii).

(iii) The proof of (2.4) is a standard application of the celebrated Kruzhkov’s inequality [K],
and we only sketch it. It is not hard to show that the piecewise C1 entropy solutions ρ and
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ρ′ can be extended to entropy solutions that are defined on a larger domain (b−, b+)× [t0, T ),
with b− < a− < a+ < b+. With a slight abuse of notation, we write ρ and ρ′ for these
extensions. Given an arbitrary constant c, the following Kruzkov’s entropy inequalities hold
weakly in (b−, b+)× [t0, T ):

|ρ(x, t)− c|t ≤ |H(x, t, ρ(x, t))−H(x, t, c)|x + sgn
(
ρ(x, t)− c

)
Hx(x, t, c),

|ρ′(x, t)− c|t ≤ |H(x, t, ρ′(x, t))−H(x, t, c)|x + sgn
(
ρ′(x, t)− c

)
Hx(x, t, c).

This allows us to use Kruzkov’s standard arguments as in [K] to deduce

|ρ(x, t)− ρ′(x, t)|t ≤|H(x, t, ρ(x, t))−H(x, t, ρ′(x, t))|x
− sgn

(
ρ(x, t)− ρ′(x, t)

)(
Hx(x, t, ρ(x, t))−Hx(x, t, ρ

′(x, t))
)

≤|H(x, t, ρ(x, t))−H(x, t, ρ′(x, t))|x + C0|ρ(x, t)− ρ′(x, t)|,

weakly in (b−, b+)× [t0, T ). From this, we can readily deduce[
e−C0t|ρ(x, t)− ρ′(x, t)|

]
t
≤e−C0t|H(x, t, ρ(x, t))−H(x, t, ρ′(x, t))|x,(2.18)

weakly in (b−, b+)× [0, T ). We wish to integrate both sides of (2.18) with respect to x from
a− to a+. To perform such integration rigorously, we take a smooth function γ of compact
support with

∫
γ dx = 1, rescale it as γε(x) = ε−1γ(x/ε), and choose τε(x) so that τε ≥ 0,

τ ′ε(x) = γε(x − a−) − γε(x − a+), and τε(b−) = 0. For small ε, the function τε is supported
in (b−, b+). We can now integrate both sides of (2.18) against τε to deduce that weakly[
e−C0t

∫
|ρ(x, t)− ρ′(x, t)|τε(x) dx

]
t

≤ −
∫
e−C0t|H(x, t, ρ(x, t))−H(x, t, ρ′(x, t))| τ ′ε(x) dx.

We can now send ε to 0 to arrive at[
e−C0t

∫ a+

a−

|ρ(x, t)− ρ′(x, t)| dx
]
t

≤e−C0t|H(a+, t, ρ(a+, t))−H(a+, t, ρ
′(a+, t))|

− e−C0t|H(a−, t, ρ(a−, t))−H(a−, t, ρ
′(a−, t))|.
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Integrating both sides over the time interval [s, t] yields

e−C0t

∫ a+

a−

|ρ(x, t)− ρ′(x, t)| dx ≤e−C0s

∫ a+

a−

|ρ(x, s)− ρ′(x, s)| dx

+

∫ t

s

e−C0θ|H(a+, θ, ρ(a+, θ))−H(a+, θ, ρ
′(a+, θ))| dθ

−
∫ t

s

e−C0θ|H(a−, θ, ρ(a−, θ))−H(a−, θ, ρ
′(a−, θ))| dθ

≤e−C0s

∫ a+

a−

|ρ(x, s)− ρ′(x, s)| dx

+

∫ t

s

e−C0θ|H(x, θ, ρ(a+, θ))−H(x, θ, ρ′(a+, θ))| dθ.

This evidently implies (2.4). □

3 Forward Equation

As a preliminary step for establishing Theorem 2.1, we derive a Kolmogorov type forward
equation for the measure µ(dq, t). We first introduce some notation for the particle dynamics.

Definition 3.1(i) For 0 ≤ s ≤ t and q ∈ ∆, we write ψt
sq for the deterministic evolution

from time s to t of the configuration q according to the annihilating particle dynamics of
Definition 2.1(iii), without random entry dynamics at x = a+.

(ii) Given a configuration q =
(
(x0, ρ0), . . . , (xn, ρn)

)
and ρ+ ∈ R, write ϵρ+q for the config-

uration
(
(x0, ρ0), . . . , (xn, ρn), (a+, ρ+)

)
.

(iii) Write Ψt
sq for the random evolution of the configuration according to deterministic

particle dynamics interrupted with random entries at x = a+ according to the boundary
process as in (3) in Definition 2.1(iii), where the latter has been started at time s with value
ϕa+
xn
(ρn; s). In particular, if the jumps between times s and t occur at times τ1 < · · · < τk

with values m1, · · · ,mk, then

(3.1) Ψt
sq = ψt

τk
ϵmk

ψτk
τk−1

ϵmk−1
· · ·ψτ2

τ1
ϵm1ψ

τ1
s q.

(iv) For n ≥ 1, and i ∈ {0, . . . , n − 1}, we write ∂i∆n for the portion of the boundary ∆n

such that xi = xi+1. Note that q(t) reaches the boundary set ∂0∆n at time τ if at this time
x1(τ) = a−. For time t immediately after τ , the configuration q(t) belongs to ∆n−1 with ρ0
taking new value. Similarly q(t) reaches the boundary set ∂i∆n for some i > 0 at time τ
if at this time xi+1 collides with xi. For time t immediately after τ , the configuration q(t)
belongs to ∆n−1. We also set

∂̂∆n = ∪n
i=0∂i∆n.
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(v) We write ∂n+1∆n+1 for the set of points q ∈ ∆n+1 with xn+1 = a+. When q ∈ ∆n,
and a new particle is created at a+ at time τ by the stochastic boundary dynamics, the
configuration q(τ+) is regarded as a boundary point in ∂n+1∆n+1.

(vi) Given a function G : ∆ → R, we write Gn for the restriction of the function G to the
set ∆n. Also, given a measure on ∆, we write νn for the restriction of a measure ν to ∆n.

(vii) We write L = Lt for the generator of the (inhomogeneoys Markov) process q(t). This
generator can be expressed as L = L0 + Lb, where L0 is the generator of the deterministic
part of dynamics, and Lb represents the Markovian boundary dynamics. The deterministic
and stochastic dynamics restricted to ∆n have generators that are denoted by L0n and Lbn

respectively. While q(t) remains in ∆n, its evolution is governed by an ODE of the form

dq

dt
(t) = b

(
q(t), t

)
,

with b = bn : ∆n → R2n+1, that can be easily described with the aid of rules (1) and (2) of
Definition 2.1(iii), and (2.3). Given this vector field, the generator L0n is given by

L0nF = b · ∇F,

where ∇F is the full gradient of F with respect to variables
(
ρ0, x1, ρ1, . . . , xn, ρn

)
. We also

write Lt∗
0n = L∗

0n for the adjoint of L0n with respect to the Lebesgue measure:

L∗
0nµ = −∇ · (µb).

□

It is not hard to show that t 7→ Ψt
sq, t ≥ s is indeed a strong Markov process. This is

rather straightforward, and we refer to Davis [D] for details.
We establish Theorem 2.1 by verifying the forward equation µ̇ = L∗µ, or equivalently

(3.2) µ̇n =
(
L∗µ

)n
,

for all n ≥ 0, where µ was defined in Definition 2.2(ii), and L∗ is the adjoint of the operator
L. To explain this, observe that Theorem 2.1 offers a candidate for the law of q(t), namely
the measure µ(dq, t). Hence for our Theorem 2.1, it suffices to show

(3.3)

∫
G
(
q, t
)
µ
(
dq, t

)
= E

∫
G
(
Ψt

0q, t
)
µ(dq, 0

)
,

for every function G of the form

(3.4) G(q, t) = exp

(
i

∫ a+

a−

ρ(x, t;q)φ(x) dx

)
,
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for some smooth function φ (we refer to the beginning of Section 3 of [KR1] for more
details.) Here and below, we write P and E for the probability and the expected value
for the randomness associated with the boundary dynamics. To ease the notation, we set
Ĝ(q, s) = E G(Ψt

sq, t). We establish (3.3) by verifying

(3.5)
d

ds

∫
Ĝ(q, s) µ(dq, s) = 0,

for t0 < s < t. The differentiation of µ(dq, s) can be carried out directly and poses no
difficulty. As for the contribution of G(Ψt

sq, t) to the s-derivative, we wish to show

(3.6)

∫
Ĝs(q, s) µ(dq, s) = −

∫ (
LsĜ

)
(q, s) µ(dq, s).

Since the deterministic part of the evolution is discontinuous in time, the justification of (3.6)
requires some work. Additionally, to make sense of the right-hand side, we need Ĝ to be in
the domain of the definition of Ls

0. We expect Ĝ to be weakly differentiable with respect to
q. To avoid the differentiability question of Ĝ, we would formally apply an integration by
parts to the right-hand side of (3.6), so that the differentiation operator would act on the
density of µ, which is differentiable. We also have a boundary contribution that correspond
to the collisions between particles. We establish the following variant of the forward equation
(3.6).

Theorem 3.1 We have

lim
s′↑s

∫
∆n

Ĝn(q, s′)− Ĝn(q, s)

s− s′
µn(q, s) dq =

∫
∆n

(Ls
bĜ)

n(q, s)µn(q, s) dq

+

∫
∆n

Ĝn(q, s)
(
Ls∗

0nµ
n
)
(q, s) dq(3.7)

+

∫
∂̂∆n+1

Ĝn+1(q, s)µn+1(q, s)(bn+1 ·Nn+1) σ(dq),

where Nn+1 is the outer unit normal vector of ∂̂∆n+1, and σ(dq) is the surface measure of
∂∆n+1.

Note that for the differentiation in (3.7) we will need to compare Ĝ(q, s) and Ĝ(q, s′) for
t0 < s′ < s ≤ t. As a warm-up we verify the Lipschitzness of the function s 7→ E Ĝ(q, s).

Lemma 3.1 Fix t > t0. There exists a constant C1 = C1(φ,H, f) such that

(3.8)
∣∣Ĝ(q, s′)− Ĝ(q, s)

∣∣ ≤ C1(n+ 1)|s′ − s|,

for all q ∈ ∆n and s, s′ ∈ [t0, t].
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The proof follows from the L1-stability (2.4) and a coupling argument for the stochastic
boundary dynamics. We skip the proof of Lemma 3.1 because it is very similar to the proof
of the analogous Lemma 3.1 that appeared in [KR2]. Armed with (3.8), we are now ready
for the proof of (3.7).

Proof of Theorem 3.1 (Step 1) Let t0 < s′ < s ≤ t. We first show that we can separate
the deterministic and stochastic portions of the dynamics over the time interval [s′, s], when
s− s′ is small. Write τ = τ(q, s′) for the first time a jump occurs at x = a+ after the time
s′, and let E denote the event that τ ∈ (s′, s). We also write

ρ̂n = Rs(q)(a+) = ϕa+
xn
(ρn; s), ρ̂′n = Rs′(q)(a+) = ϕa+

xn
(ρn; s

′).

By the Lipschitz regularity of b, we can show that ρ̂n− ρ̂′n = O(s−s′) (see also (3.14) below).
Recall that γ denotes the flow associated with the ODE (2.17), and η was defined in (2.16).
Observe that by the Lipschitz regularity of η (which is the consequence of the Lipschitz
regularity of v and f),

(3.9) P
(
E
)
=

∫ s

s′
η
(
θ, γθs′(θ, ρ̂

′
n)
)
dθ +O((s− s′)2) = (s− s′)η

(
s, ρ̂n

)
+O((s− s′)2),

with both errors bounded uniformly over q. We claim that there exists a constant c1 so that
for q ∈ ∆n,

Ĝ(q, s′) =(s− s′)

∫ ∞

ρ̂n

(
E
[
Ĝ
(
ϵρ+ψ

τ
s′q, s

) ∣∣ E]− Ĝ(ψs
s′q, s)

)
f 2(a+, s, ρ̂n, ρ+) dρ+

+ Ĝ
(
ψs
s′q, s

)
+ (s− s′)2R(q, s′, s),(3.10)

with
∣∣R(q, s′, s)∣∣ ≤ c1(n+ 1). To prove (3.10), first observe that by the Markov property of

the random flow Ψ,
Ĝ(q, s′) = E G

(
Ψt

sΨ
s
s′q, t

)
= E Ĝ

(
Ψs

s′q, s
)
.

On Ec (the complement of E), we see only the deterministic flow ψ over the time interval
(s′, s):

E Ĝ
(
Ψs

s′q, s
)
11Ec = Ĝ

(
ψs
s′q, s

)
P
(
Ec
)
= Ĝ

(
ψs
s′q, s

)
− Ĝ

(
ψs
s′q, s

)
P(E)

= Ĝ
(
ψs
s′q, s

)
− (s− s′)Ĝ

(
ψs
s′q, s

)
η
(
s, ρ̂n

)
+O((s− s′)2)(3.11)

= Ĝ
(
ψs
s′q, s

)
− (s− s′)Ĝ

(
ψs
s′q, s

) ∫ ∞

ρ+

f 2(a+, s, ρ̂n, ρ+) dρ+ +O((s− s′)2),

where (3.9) is used for the third equality. Moreover, using the strong Markov property for
the random boundary at the stopping time τ ,

(3.12) E Ĝ
(
Ψs

s′q, s)11E = E Ĝ
(
Ψs

τ ϵρ+ψ
τ
s′q, s

)
11E = E Ĝ

(
ϵρ+ψ

τ
s′q, τ

)
11E.
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By (3.8),

(3.13)
∣∣∣E Ĝ

(
ϵρ+ψ

τ
s′q, τ

)
11E − E Ĝ

(
ϵρ+ψ

τ
s′q, s

)
11E

∣∣∣ ≤ C1(n+ 1)(s− s′)P(E).

Next we modify the distribution from which ρ+ is selected; at present, ρ+ is selected according
to a random measure with density

f̂ 2
(
a+, τ, ρ̃n, ρ+

)
:= η

(
τ, ρ̃n

)−1
f 2
(
a+, τ, ρ̃n, ρ+

)
,

where ρ̃n := γτs′(ρ̂
′
n). From H ∈ C2, and the Lipshitzness of bi(x, s, ρ) for i = 1, 2, it is not

hard to show that there exists a constant c2 such that

(3.14)
∣∣ρ̂′n − ρ̂n

∣∣ ≤ c2|s′ − s|,
∣∣ρ̂′n − ρ̃n

∣∣ ≤ c2|s′ − s|.

Let us write ρ̂+ for an independent random variable distributed as f̂(a+, s, ρ̂n, ρ+) dρ+.
Observe

η(θ,m) =

∫ ∞

m

f 2(a+, θ,m, ρ+) dρ+ ≥
[

min
θ′∈[t0,T ]

Hρ(a+, θ
′, P−)

] ∫ ∞

m

f(a+, θ,m, ρ+) dρ+.

From this, (3.14), and the Lipschitzness of f 2 = vf we can readily show

(3.15)
∣∣f̂ 2(a+, s, ρ̂n, ρ+)− f̂ 2

(
a+, τ, ρ̃n, ρ+

)∣∣ ≤ c3|s′ − s|,

for a constant c3. We then use (3.14) and (3.15) to assert that there exists a constant c4
such that the expression ∣∣∣E [

Ĝ
(
ϵρ+ψ

τ
s′q, s

)
− Ĝ

(
ϵρ̂+ψ

τ
s′q, s

)]
11E

∣∣∣ ,
is bounded above by∣∣∣∣E 11E

∫ ∞

ρ̃n∨ρ̂n
Ĝ
(
ϵρ+ψ

τ
s′q, s

)(
f̂ 2
(
a+, τ, ρ̃n, ρ+

)
− f̂ 2(a+, s, ρ̂n, ρ+)

)
dρ+

∣∣∣∣
+

∣∣∣∣E 11E 11
(
ρ̂n ≤ ρ̃n

) ∫ ρ̃n

ρ̂n

Ĝ
(
ϵρ+ψ

τ
s′q, s

)
f̂ 2
(
a+, s, ρ̂n, ρ+

)
dρ+

∣∣∣∣
+

∣∣∣∣E 11E 11
(
ρ̂n > ρ̃n

) ∫ ρ̂n

ρ̃n

Ĝ
(
ϵρ+ψ

τ
s′q, s

)
f̂ 2
(
a+, τ, ρ̃n, ρ+

)
dρ+

∣∣∣∣ ≤ c4(s
′ − s)P(E).

From this, (3.12), (3.13), and (3.9) we learn

E Ĝ
(
Ψs

s′q, s)11E =E
[
Ĝ
(
ϵρ̂+ψ

τ
s′q, s

) ∣∣ E]P(E) + (s− s′)2R1

=E
[∫ ∞

ρ̂n

Ĝ
(
ϵρ+ψ

τ
s′q, s

)
f 2(a+, s, ρ̂n, ρ+) dρ+

∣∣ E] η(s, ρ̂n)−1 P(E) + (s− s′)2R1

=(s− s′)

∫ ∞

ρ̂n

E
[
Ĝ
(
ϵρ+ψ

τ
s′q, s

)
f 2(a+, s, ρ̂n, ρ+)

∣∣ E] dρ+ + (s− s′)2R2.
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where R1 and R2 are bounded by a constant multiple of n+1. This and (3.11) complete the
proof of (3.10).

(Step 2) We wish to establish (3.7) with the aid of (3.10). Observe that µ(dq, s) is the law
of a Markov process with a bounded jump rates. For such a Markov process, we can readily
show that if n(q) denotes the number of jumps/particles of q in the interval [a−, a+], then

(3.16) sup
s∈[t0,T ]

∫
n(q)k µ(dq, s) <∞,

for every k ∈ N. Indeed if we choose δ0 so that λ(x, t0, ρ) ≥ δ0 for all (x, ρ) ∈ [a−, a+] ×
[P−, P+], then there exists a Poisson random variable Nδ0 of intensity δ

−1
0 (a+−a−) such that

n(q) ≤ Nδ0 almost surely. From (3.16), and (3.10), we can write

(s− s′)−1
(
Ĝ(q, s′)− Ĝ(q, s)

)
=

5∑
r=1

Ωr(s
′, s),

where

Ω1(s
′, s) =

∫ ∞

ρ̂n

(
E
[
Ĝ
(
ϵρ+ψ

τ
s′q, s

) ∣∣ E]− Ĝ
(
ϵρ+q, s

))
f 2(a+, s, ρ̂n, ρ+) dρ+

=

∫ ∞

ρ̂n(q)

E
[
Ĝ
(
ερ+ψ

τ
s′q, s

)
− Ĝ

(
ερ+q, s

)∣∣E] f 2(a+, s, ρ̂n(q), ρ+) dρ+,

Ω2(s
′, s) =

∫ ∞

ρ̂n

(
Ĝ
(
ϵρ+q, s

)
− Ĝ(q, s)

)
f 2(a+, s, ρ̂n, ρ+) dρ+ = (Ls

bnĜ)(q, s),

Ω3(s
′, s) =

∫ ∞

ρ̂n

(
Ĝ(q, s)− Ĝ

(
ψs
s′q, s

))
f 2(a+, s, ρ̂n, ρ+) dρ+ =

(
Ĝ(q, s)− Ĝ

(
ψs
s′q, s

))
η(s, ρ̂n),

Ω4(s
′, s) =(s− s′)−1

(
Ĝ
(
ψs
s′q, s

)
− Ĝ(q, s)

)
,

and |Ω5(s
′, s)| = (s − s′)|R(q, s′, s)| ≤ c1(n + 1)(s − s′). (For the second equality, we used

the fact that the event E depends only on the stochastic boundary that is independent from
the law of ρ+.) By (3.16), ∫ ∣∣Ω5(s

′, s)
∣∣ µ(dq, s) = O(s− s′).

As a result, (3.7) would follow if we can show

lim
s′↑s

∫
Ω1(s

′, s) µ(dq, s) = 0,(3.17)

lim
s′↑s

∫
Ω3(s

′, s) µ(dq, s) = 0.(3.18)
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and that the limit

lim
s′↑s

∫
Ω4(s

′, s) µ(dq, s),(3.19)

equals to the sum of the last two terms on the right-hand side of (3.7). The proof of this
will be carried out in the last step. A slight modification of this proof can be carried out to
establish (3.18).

(Step 3) We turn out attention to (3.17). Recall that µ(dq, s) is the law of a Markov process
(ρ(x, s) : x ∈ [a−, a+]) with generator A1

x,s. For our proof we will need a lower bound on the
density f . Since f(x, s, ρ−, ρ+) > 0 only when (ρ−, ρ+) is in the interior of Λ(P−, P+), we
wish to estimate the probability of the set B(δ, s) consisting of those q such that for some
x ∈ [a−, a+], we have either ρ(x, s) = Rs(q)(x) ∈ [P+−δ, P+], or ρ(x+, s)−ρ(x−, s) ∈ (0, δ).
If we write Pm

s for the law of our Markov process ρ(x, s) associated with the generator A1
x,s,

and the initial condition ρ(a−, s) = m, and if m < P+ − δ, then it is not hard to show

Pm
s

(
B(δ, s)

)
=Em

s

∫ a+

a−

[∫ ρ(x,s)+δ

ρ(x,s)

+

∫ P+

ρ(x,s)∨(P+−δ)

]
f(x, s, ρ(x, s), ρ+) dρ+ dx ≤ c5δ.

From this, we learn that (3.17) would follow if we can show

(3.20) lim
s′↑s

∫
Ω1(s

′, s) µ̂(dq, s) = 0,

where
µ̂(dq, s) = 11

(
q /∈ B(δ, s)

)
µ(dq, s).

(Step 4) To verify (3.20), write σ(q, s′) for the first time σ > s′ at which ψσ
s′q experiences a

collision between particles of q. We claim

(3.21)

∫
11
(
σ(q, s′) ≤ s

)
µ(dq, s) ≤ c5(s− s′)

∫
n(q) µ(dq, s) ≤ c6(s− s′),

for constants c6 and c5. This is an immediate consequence of (3.16) and the following fact:
If q = (x0, ρ0, x1, ρ1, . . . , xn, ρn), and σ(q, s′) ≤ s, then for some i, we have |xi − xi+1| ≤
2c6|s−s′|, where c6 is an upper bound on the speed of particles. Because of (3.21), the claim
(3.20) is equivalent to

(3.22) lim
s′↑s

∣∣∣∣∣
∞∑
n=0

Xn(s
′)

∣∣∣∣∣ = 0,
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where Xn(s
′) is the expression∫ ∫ ∞

ρ̂n

E
[
Ĝ
(
ερ+ψ

τ
s′q, s

)
− Ĝ

(
ερ+q, s

)
| E
]
11
(
σ(q, s′) > s

)
f(a+, s, ρ̂n, ρ+)µ̂

n(q, s) dρ+dq.

On account of (3.9), the claim (3.22) would follow if we can show

(3.23) lim
s′↑s

(s− s′)−1

∣∣∣∣∣
∞∑
n=0

Yn(s
′)

∣∣∣∣∣ = 0,

where Yn(s
′) = Y +

n (s′)− Y −
n (s′), with

Y +
n (s′) =

∫ ∫ ∞

ρ̂n

E Ĝ
(
ερ+ψ

τ
s′q, s

)
11
(
σ(q, s′) > s > τ(q, s′)

)
f 2(a+, s, ρ̂n, ρ+)µ̂

n(q, s) dρ+dq,

Y −
n (s′) =

∫ ∫ ∞

ρ̂n

E Ĝ
(
ερ+q, s

)
11
(
σ(q, s′) > s > τ(q, s′)

)
f 2(a+, s, ρ̂n, ρ+)µ̂

n(q, s) dρ+dq.

(Step 5) The expected value in the definition of Y ±
n is for the random variable τ = τ(q, s′).

As was explained in the proof of Proposition 2.1(ii), the variable τ can be expressed in terms
of ρ̂n and a standard exponential random variable. More precisely,

τ = τ(q, s′) = ℓ(r, ρ̂n, s
′),

with r > 0 a random variable with distribution e−r dr, and ℓ(r, ρ̂n, s
′) denoting the inverse

of the map

τ 7→ r =

∫ τ

s′
η
(
θ, γθs′(θ, ρ̂n)

)
dθ, τ ∈ (s′,∞).

As a result, we may replace the expected values in (3.23) with an integration with respect
to e−r dr. On the other hand,

11(r > 0) e−r dr = 11(τ > s′) e−rη
(
τ, γτs′(ρ̂n)

)
dτ = 11(τ > s′)

(
η
(
s′, ρ̂n

)
+O(τ − s′)

)
dτ,

by the Lipschitz regularity of η. Because of this, (3.23) would follow if we can show

(3.24) lim
s′↑s

(s− s′)−1

∣∣∣∣∣
∞∑
n=0

Zn(s
′)

∣∣∣∣∣ = 0,

where Zn(s
′) = Z+

n (s
′)− Z−

n (s
′), with

Z+
n (s

′) =

∫ ∫ ∞

ρ̂n

∫ s

s′
Ĝ
(
ερ+ψ

τ
s′q, s

)
11
(
σ(q, s′) > s

)
η
(
ρ̂n, s

′)f 2(a+, s, ρ̂n, ρ+)µ̂
n(q, s) dτdρ+dq,

Z−
n (s

′) =

∫ ∫ ∞

ρ̂n

∫ s

s′
Ĝ
(
ερ+q, s

)
11
(
σ(q, s′) > s

)
η
(
ρ̂n, s

′)f 2(a+, s, ρ̂n, ρ+)µ̂
n(q, s) dτdρ+dq.
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To prove (3.24), we carry out the dq integration first. Fix τ > 0 and ρ+, and make a change
of variables q′ = ψτ

s′q for dq integration in Z+
n (s

′). For this, we wish to replace µ̂n(q, s),
with µ̂n

(
ψτ
s′q, s

)
. Observe that by Hypothesis 1.1(iii), then kernel f(x, s, ρ−, ρ+) > 0 in the

interior of Λ(P−, P+). As a result, we can find δ0 > 0 such that

(3.25) q = (x0, ρ0, . . . , xn, ρn) /∈ B(δ, s) =⇒ f(xi, ρ̂i, ρi+1) ≥ δ1.

Since µ̂n is supported on the complement of the event B(δ, s), we use[
log µ̂n

(
ψτ
s′q, s

)]
τ
= b

(
ψτ
s′q, τ

)
· ∇
[
log µ̂n

(
ψτ
s′q, s

)]
,

our assumption f ∈ C1, and (3.25) to assert[
log µ̂n

(
ψτ
s′q, s

)]
τ
= O(n),

which in turn implies

(3.26) µ̂n
(
ψτ
s′q, s

)
= µn(q, s)

(
1 + (s′ − s)O(n)

)
.

Since the map q 7→ ψτ
s′q is the flow of the ODE associated with vector field b, its Jacobian

has the expansion
1 + (τ − s′)div(b) + n(q) o(τ − s′).

Since div(b) = O(n(q)), a change of variable q′ = ψτ
s′q causes a Jacobian factor of the form

1 + n(q)O(τ − s′) = 1 + n(q)O(s− s′).

From this, (3.26), and (3.14) we learn

η
(
ρ̂n, s

′)f 2(a+, s, ρ̂n, ρ+)µ
n(q, s) dq = η

(
ρ̂′n, s

′)f 2(a+, s, ρ̂
′
n, ρ+)µ

n(q′, s)
(
1 + nO(s− s′)

)
dq′.

From all this we deduce that Z+
n (s

′) = Ẑ+
n (s

′) +Rn, where Ẑ
+
n (s

′) is given by∫ ∫ ∫ ∞

ρ̂n

∫ s

s′
Ĝ
(
ερ+q

′, s
)
11
(
σ(ψs′

τ q
′, s′) > s

)
η
(
ρ̂′n, s

′)f 2(a+, s, ρ̂n, ρ
′
+)µ̂

n(q′, s) dτdρ+dq
′.

and the Rn is an error term that satisfies

∞∑
n=0

|Rn| ≤ c2(s− s′)2
∫

n(q)2 µ(dq, s) = c3(s− s′)2.

By ψs′
τ we mean the inverse of ψτ

s′ . After renaming q′ as q and comparing Ẑ+
n (s

′) with Z−
n (s

′),

we learn that Ẑ+
n (s

′)− Z−
n (s

′) equals to∫ ∫ ∫ ∞

ρ̂n

∫ s

s′
Ĝ
(
ερ+q, s

)
χ(q; s′, τ, s)η

(
ρ̂n, s

′)f 2(a+, s, ρ̂n, ρ+)µ
n(q, s) dτdρ+dq,
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where χ(q; s′, τ, s) =
∣∣11(σ(ψs′

τ q, s
′) > s

)
−11
(
σ(q, s′) > s

)∣∣. After replacing Ĝ with an upper
bound, and carrying out the dρ+ integration, we obtain

∞∑
n=0

∣∣Ẑ+
n (s

′)− Z−
n (s

′)
∣∣ ≤ c4

∫ s

s′

∫
χ(q; s′, τ, s) µ(dq, s)dτ.

Finally, since χ(q; s, s) = 0, we can readily show

lim
s′↑s

(s− s′)−1

∞∑
n=0

(
Ẑ+(s′)− Z−(s′)

)
= 0,

completing the proof of (3.24), that in turn completes the proof of (3.17).

(Final Step) It remains to find the limit in (3.19). The proof we present is very general, and
works whenever Ĝn is continuous, µn is C1, the vector field b = bn is C1, and the boundary
of ∆n is piecewise C1. Fix s and for s′ < s we write

∆n(s
′, s) =

{
q ∈ ∆n : ψs

s′q ∈ ∆n

}
, ∆̂n(s

′, s) = ψs
s′

(
∆n(s

′, s)
)
.

We make a change of variables to write∫
∆n

Ĝn
(
ψs
s′q, s

)
µn(q, s) dq =

∫
∆n\∆n(s′,s)

Ĝn
(
ψs
s′q, s

)
µn(q, s) dq

+

∫
∆̂n(s′,s)

Ĝn
(
q, s
)
µn(ψs′

s q, s) det
(
Dψs′

s

)
(q) dq,(3.27)

where ψs′
s denotes the inverse of the function ψs

s′ . For s−s′ small, the volume |∆n \∆n(s
′, s)|

is of order O(n(s− s′)). From this, and the continuity of Ĝ we learn∫
∆n\∆n(s′,s)

Ĝn
(
ψs
s′q, s

)
µn(q, s) dq =

∫
∆n\∆n(s′,s)

(
Ĝnµn

)(
q, s
)
dq+ o(n(s− s′))

=(s− s′)

∫
∂∆n

(
Ĝnµn

)(
q′, s

)(
Nn(q

′) · bn(q
′, s)
)
σ(dq′)(3.28)

+ o(n(s− s′)).

Here we have used the fact that we may parametrize the set ∆n \∆n(s
′, s) by the map

ζ : ∂∆n × [s′, s] → ∆n \∆n(s
′, s), ζ(q′, θ) = ψθ

sq
′,

with 11
(
q ∈ ∆n \∆n(s

′, s)
)
dq equals to

11
(
(q′, θ) ∈ ∂∆n × [s′, s]

) (
1 + (s− s′)

(
Nn(q

′) · bn(q
′, s)
)
+ o(n(s− s′))

)
σ(dq′)dθ.
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The map ζ is one-to-one if ∂∆n is C1, and s− s′ is sufficiently small. This is no longer the
case when C1 is only piecewise C1. Though the set of q for which ζ−1(q) is multivalued, is of
volume O(n(s− s′)2) (this is the set of q such that for some i, we have xi+1−xi, xi −xi−1 =
O(s− s′)).

As for the second term on the right-hand side of (3.27), we use

µn(ψs′

s q, s) =µ
n(q, s) + (s′ − s)

(
bn · ∇µn

)
(q, s) + o(n(s− s′))

det
(
Dψs′

s

)
(q) =µn(q, s) + (s′ − s)

(
µndiv bn

)
(q, s) + o(n(s− s′)),

to assert

µn(ψs′

s q, s) det
(
Dψs′

s

)
(q) =µn(q, s) + (s′ − s)

(
µndiv bn

)
(q, s)

+ (s′ − s)
(
bn · ∇µn

)
(q, s) + o(n(s− s′))

=µn(q, s) + (s− s′)
(
Ls∗

0nµ
n
)
(q, s) + o(n(s− s′)).

From this and (3.28) we deduce that the second term on the right-hand side of (3.27) equals
to ∫

∆̂n(s′)

Ĝn
(
q, s
)
Ĝn
(
q, s
)[
µn(q, s) + (s− s′)

(
Ls∗

0nµ
n
)
(q, s)

]
dq+ o(n(s− s′))

=

∫
∆n

[
µn(q, s) + (s− s′)

(
Ls∗

0nµ
n
)
(q, s)

]
dq+ o(n(s− s′)).

This, (3.27), and (3.28) complete the proof. □

4 Proof of Theorem 2.1

The proof of Theorem 2.1 is carried out in five steps.

(Step 1) As we explained in Section 3, we only need to prove (3.5). For this, it suffices to
show

(4.1) lim
s′↑s

(s− s′)−1
(
Gn(s)−Gn(s

′)
)
= 0,

where Gn(s) =
∫
Ĝn(q, s) µn(dq, s). Evidently

(s− s′)−1
(
Gn(s)−Gn(s

′)
)
= Ω1(s

′) + Ω2(s
′)− Ω3(s

′),
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where

Ω1(s
′) = (s− s′)−1

∫ (
Ĝn(q, s)− Ĝn(q, s′)

)
µn(dq, s)

Ω2(s
′) = (s− s′)−1

∫
Ĝn(q, s)

(
µn(dq, s)− µn(dq, s′)

)
Ω3(s

′) = (s− s′)−1

∫ (
Ĝn(q, s)− Ĝn(q, s′)

) (
µn(dq, s)− µn(dq, s′)

)
.

We claim

(4.2) lim
s′↑s

∣∣Ω3(s
′)
∣∣ = 0.

By Lemma 3.1,

(4.3) lim sup
s→0

(s− s′)−1
∣∣Ω3(s

′)
∣∣ ≤ C0(n+ 1) lim sup

s→0

∫ ∣∣(µn(dq, s)− µn(dq, s′)
)∣∣ .

As we will see in Step 2 below, µn
s = Xnµn for a term Xn that is explicit. From this and

(4.3), it is not hard to deduce (4.2). From (4.2), and Theorem 3.1 we deduce that (4.1)
would follow if we can show∫

∆n

Ĝn(q, s) µn
s (dq, s) =

∫
∆n

(Ls
bĜ)

n(q, s)µn(q, s) dq+

∫
∆n

Ĝn(q, s)
(
Ls∗

0nµ
n
)
(q, s) dq

+

∫
∂̂∆n+1

Ĝn+1(q, s)µn+1(q, s)(bn+1 ·Nn+1) σ(dq).(4.4)

(Step 2) To simplify our presentation, we assume that ℓ has a density with respect to
the Lebesgue measure. With a slight abuse of notation, we write ℓ(ρ, s) for this density:
ℓ(dρ, s) = ℓ(ρ, s) dρ. To verify (4.4), we start with finding a tractable expression for the
left-hand side. We claim

(4.5) µn
s = Xnµn =

(
X1 +X2 +

11∑
i=3

Xn
i

)
µn,
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where

X1 =
(ℓ ∗ f 2)(x0, s, ρ0)

ℓ(s, ρ0)
, X2 = −

(
β(x0, s, ρ0)ℓ(s, ρ0)

)
ρ0

ℓ(s, ρ0)
,

Xn
3 =

n∑
i=1

Q+(f)(xi, s, ρ̂i−1, ρi)

f(xi, s, ρ̂i−1, ρi)
, Xn

4 =
n∑

i=1

f 2
x

(
xi, t, ρ̂i−1, ρi

)
f
(
xi, t, ρ̂i−1, ρi

)
Xn

5 = β(x0, t, ρ0)Γρ(x0, x1, s, ρ0)− A(a+, s, ρ̂n)

Xn
6 =

n∑
i=1

β(xi, t, ρi)Γρ(xi, xi+1, s, ρi)

Xn
7 =

n∑
i=1

v(xi, s, ρ̂i−1, ρi)
(
λ(xi, s, ρi)− λ(xi, s, ρ̂i−1)

)
Xn

8 =
n∑

i=1

[
K(xi, s, ρi, ρ̂i−1)f(xi, s, ρ̂i−1, ρi)

]
ρi

f(xi, s, ρ̂i−1, ρi
)

Xn
9 =

n∑
i=1

b(xi, s, ρ̂i−1)vρ−(xi, s, ρ̂i−1, ρi)

Xn
10 =

n∑
i=1

v(xi, s, ρ̂i−1, ρi)b(xi, s, ρ̂i−1)
fρ−(xi, s, ρ̂i−1, ρi)

f(xi, s, ρ̂i−1, ρi)

Xn
11 = −

n∑
i=1

β(xi−1, s, ρi−1)

[
f(xi, s, ρ̂i−1, ρi)

]
ρi−1

f(xi, s, ρ̂i−1, ρi)
,

where ρ̂i−1 = ϕxi
xi−1

(
ρi−1; s

)
. To verify (4.5), observe that by direct differentiation (see

Definition 2.2(ii) for the definition of µn)

(4.6) Xn = −Γs(q, s) +
ℓs(s, ρ0)

ℓ(s, ρ0)
+

n∑
i=1

[
f(xi, s, ρ̂i−1, ρi)]s

f(xi, s, ρ̂i−1, ρi)
.
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By (2.10), (1.18), and (2.8) (in this order)

− Γs(q, s) = −
n∑

i=0

{(
A(xi+1, s, ρ̂i)− A(xi, s, ρi)

)
− β(xi, t, ρi)Γρ(xi, xi+1, s, ρi)

}
= −

n∑
i=0

(
A(xi+1, s, ρ̂i)− A(xi, s, ρi)

)
+ β(x0, t, ρ0)Γρ(x0, x1, s, ρ0) +Xn

6

=
n∑

i=1

(
A(xi, s, ρi)− A(xi, s, ρ̂i−1)

)
+ A(x0, s, ρ0)− A(xn+1, s, ρ̂n)

+ β(x0, t, ρ0)Γρ(x0, x1, s, ρ0) +Xn
6 ,

ℓs(s, ρ0)

ℓ(s, ρ0)
= X1 +X2 − A(x0, s, ρ0),[

f(xi, s, ρ̂i−1, ρi)]s

f(xi, s, ρ̂i−1, ρi)
=
fs(xi, s, ρ̂i−1, ρi)

f(xi, s, ρ̂i−1, ρi)
+ Un(i),

where

Un(i) =
[
β(xi, s, ρ̂i−1)− β(xi−1, s, ρi−1)

[
ϕxi
xi−1

(ρi−1; s)
]
ρi−1

] fρ−(xi, s, ρ̂i−1, ρi)

f(xi, s, ρ̂i−1, ρi)

=β(xi, s, ρ̂i−1)
fρ−(xi, s, ρ̂i−1, ρi)

f(xi, s, ρ̂i−1, ρi)
− β(xi−1, s, ρi−1)

[
f(xi, s, ρ̂i−1, ρi)

]
ρi−1

f(xi, s, ρ̂i−1, ρi)
.

From this, (4.6), and the kinetic equation we deduce

Xn =X1 +X2 +Xn
3 +Xn

4 +Xn
5 +Xn

6 +Xn
7 + Un +W n,

where Un =
∑n

i=1 U
n(i), and

W n =
n∑

i=1

(Cf)(xi, s, ρ̂i−1, ρi)

f(xi, s, ρ̂i−1, ρi)
= Xn

8 +Xn
9 +

n∑
i=1

K(xi, s, ρ̂i−1, ρi)
fρ−(xi, s, ρ̂i−1, ρi)

f(xi, s, ρ̂i−1, ρi)
.

We are done because Un +W n = Xn
8 +Xn

9 +Xn
10 +Xn

11.

(Step 3) We now turn our attention to the right-hand side of (4.4). We certainly have

(4.7)

∫
(Ls

bĜ)
n(q, s)µn(q, s) dq = Y n

b,+ − Y n
b,−,

where

Y n
b,+ =

∫ ∫ ∞

ρ̂n

f 2(a+, s, ρ̂n, ρ+)Ĝ
n+1
(
ερ+q, s

)
µn(q, s) dρ+dq,

Y n
b,− =

∫
A(a+, s, ρ̂n)Ĝ

n(q, s)µn(q, s) dq.
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As for the second term on the right-hand side of (4.4), we write L∗
0nµ

n = Znµn, with

(4.8) Zn =
3∑

j=1

Z1j +
3∑

i=2

3∑
j=1

Zn
ij,

where

Z11 = β(x0, s, ρ0)Γρ(x0, x1, s, ρ0)

Z12 = −β(x0, s, ρ0)

[
f
(
x1, s, ρ̂0, ρ1

)]
ρ0

f
(
x1, s, ρ̂0, ρ1

) , Z13 = −

(
β(x0, s, ρ0)ℓ(s, ρ0)

)
ρ0

ℓ(s, ρ0)
,

Zn
21 = −

n∑
i=1

K(xi, s, ρi, ρ̂i−1)Γρ(xi, xi+1, s, ρi),

Zn
22 =

n−1∑
i=1

[
K(xi, s, ρi, ρ̂i−1)f(xi, s, ρ̂i−1, ρi)f(xi+1, s, ρ̂i, ρi+1)

]
ρi

f(xi, s, ρ̂i−1, ρi
)
f(xi+1, s, ρ̂i, ρi+1)

Zn
23 =

[
K(xn, s, ρn, ρ̂n−1)f(xn, s, ρ̂n−1, ρn)

]
ρn

f(xn, s, ρ̂n−1, ρn)
,

Zn
31 =

n−1∑
i=1

[
f 2
(
xi, s, ρ̂i−1, ρi

)
f
(
xi+1, s, ρ̂i, ρi+1

)]
xi

f
(
xi, s, ρ̂i−1, ρi

)
f
(
xi+1, s, ρ̂i, ρi+1

) , Zn
32 =

[
f 2
(
xn, s, ρ̂n−1, ρn

)]
xn

f
(
xn, s, ρ̂n−1, ρn

) ,

Zn
33 = −

n∑
i=1

v
(
xi, s, ρ̂i−1, ρi

)[
Γ(xi−1, xi, s, ρi−1) + Γ(xi, xi+1, s, ρi)

]
xi
.

Recall that L∗
0n is the adjoint of L0n, and is obtained by an integration by parts. More

specifically,

� The sum Z11+Z12+Z13 comes from an integration by parts with respect to the variable
ρ0, and the i-terms in Zn

21, Z
n
22 come from an integration by parts with respect to the

variable ρi for i ∈ {1, . . . , n − 1}, and Zn
23 comes from an integration by parts with

respect to the variable ρn. The dynamics of ρi as in rule (2) of Definition 2.1(iii) is
responsible for these contributions.

� The i-th terms in Zn
31, Z

n
32 and Zn

33 come from an integration by parts with respect to
the variable xi. The dynamics of xi as in rule (1) of Definition 2.1(iii) is responsible
for this contribution.

(Step 4) We next focus on the third term on the right-hand side of (4.4). This term can be
expressed as

Y n
0 =

n∑
i=0

Y n
0i + Ŷ n

0 ,(4.9)
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where Y n
0i is the boundary contribution coming from the condition xi = xi+1, and Ŷ

n
0 is the

boundary contribution coming from the condition xn+1 = xn+2 = a+. For i = 0, . . . , n

(4.10) Y n
0i =

∫
∆n

Ĝn(q, s)Wi(q, s)µ
n(q, s) dq,

where

W0 =

∫
f 2(x0, s, ρ∗, ρ0) ℓ(s, dρ∗)

ℓ(s, ρ0)
, Wi =

Q+(f)
(
xi, s, ρ̂i−1, ρi)

f
(
xi, s, ρ̂i−1, ρi

) ,

for i = 1, . . . , n. Here,

� The term W0 comes from the boundary term x1 = x0 = a− in the integration by parts
with respect to the variable x1. This boundary condition represents the event that x1
has reached x0 after which ρ0 becomes ρ1, and (xi, ρi) is relabeled as (xi−1, ρi−1) for
i ≥ 2.

� The termWi comes from the boundary term xi = xi+1 . The relative distance xi+1−xi
travels with speed

−
[
v(xi+1, s, ρ̂i, ρi+1)− v(xi, s, ρ̂i−1, ρi)

]
,

As xi+1 catches up with xi, the particle xi disappears and its density ρi = ρ̂i is renamed
ρ∗, and is integrated out. (The resulting integral is Q+(f)

(
xi, s, ρ̂i−1, ρi).) We then

relabel (xj, ρj), j > i, as (xj−1, ρj−1).

As for Ŷ n
0 , we simply have

(4.11) Ŷ n
0 = −Y n

b,+,

where Y n
b,+ was defined in (4.7).

(Step 5) Recall that we wish to establish (4.4). The identities (4.5), and (4.7)-(4.11) allow
us to rewrite (4.4) as

X1 +X2 +
11∑
i=3

Xn
i =

3∑
j=1

Z1j +
3∑

i=2

3∑
j=1

Zn
ij − A(a+, s, ρ̂n) +W0 +W n,

where W n =
∑n

i=1W
n
i . For this we only need to verify

(4.12) Xn
4 +

11∑
i=6

Xn
i = Z12 +

3∑
i=2

3∑
j=1

Zn
ij,
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because
X1 = W0, X2 = Z13, Xn

3 = W n, Xn
5 = Z11 − A(a+, s, ρ̂n).

We use the definition of K to write Zn
21 = Zn

211 + Zn
212, where Z

n
212 = Xn

6 , and

Zn
211 = −

n∑
i=1

b(xi, s, ρi)v(xi, s, ρ̂i−1, ρi)
)
Γρ(xi, xi+1, s, ρi).

Hence (4.12) is equivalent to

(4.13) Xn
4 +

11∑
i=7

Xn
i = Z12 + Zn

211 + Zn
22 + Zn

23 +
3∑

j=1

Zn
3j.

Also observe that the expression[
Γ(xi−1, xi, s, ρi−1) + Γ(xi, xi+1, s, ρi)

]
xi
,

equals [∫ xi

xi−1

λ
(
z, s, ϕz

xi−1
(ρi−1; s)

)
dz +

∫ xi+1

xi

λ
(
z, s, ϕz

xi
(ρi; s)

)
dz

]
xi

= λ(xi, s, ρ̂i−1)− λ(xi, s, ρi) +

∫ xi+1

xi

[
λ
(
z, s, ϕz

xi
(ρi; s)

)]
xi
dz

From this and (2.6) we learn

Zn
211 + Zn

33 = −
n∑

i=1

v
(
xi, s, ρ̂i−1, ρi

)(
λ(xi, s, ρ̂i−1)− λ(xi, s, ρi)

)
= Xn

7 .

This reduces (4.13) to

(4.14) Xn
4 +

11∑
i=8

Xn
i = Z12 + Zn

22 + Zn
23 + Zn

31 + Zn
32.
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Observe that Zn
22 + Zn

23 = Ẑn
22 + Ẑn

23, and Z
n
31 + Zn

32 = Zn
311 + Zn

312 + Zn
313, where

Ẑn
22 =

n∑
i=1

[
K(xi, s, ρi, ρ̂i−1)f(xi, s, ρ̂i−1, ρi)

]
ρi

f(xi, s, ρ̂i−1, ρi
) ,

Ẑn
23 =

n−1∑
i=1

K(xi, s, ρi, ρ̂i−1)

[
f(xi+1, s, ρ̂i, ρi+1)

]
ρi

f(xi+1, s, ρ̂i, ρi+1)
,

Zn
311 =

n∑
i=1

f 2
x

(
xi, s, ρ̂i−1, ρi

)
f
(
xi, s, ρ̂i−1, ρi

) ,
Zn

312 =
n∑

i=1

b
(
xi, s, ρ̂i−1

)f 2
ρ−

(
xi, s, ρ̂i−1, ρi

)
f
(
xi, s, ρ̂i−1, ρi

) ,
Zn

313 = −
n−1∑
i=1

v
(
xi, s, ρ̂i−1, ρi

)
b
(
xi, s, ρi

)[f(xi+1, s, ρ̂i, ρi+1

)]
ρi

f
(
xi+1, s, ρ̂i, ρi+1

) ,

where we used (2.5) for the last equation. Observe that by the definition of K,

Ẑn
23 + Zn

313 = −
n−1∑
i=1

β(xi, s, ρi)

[
f(xi+1, s, ρ̂i, ρi+1)

]
ρi

f(xi+1, s, ρ̂i, ρi+1)
.

The equation (4.14) follows because

Xn
8 = Ẑn

22, Xn
9 +Xn

10 = Zn
312, Xn

4 = Zn
311, Xn

11 = Z12 + Ẑn
23 + Zn

313.

□

5 Proof of Theorem 1.2

According to Theorem 1.2 if ρ(·, t0) = ρ(·, t0; s,y0), with y0 a Markov jump process with
jump rate g0(x, y−, y+), then for t > t0, we can express ρ(·, t) = ρ(·, t; s,yt), where yt is also
a jump process with a jump rate g(x, t; y−, y+), where g is a solution to the kinetic equation
(1.25). There is a one-to-one correspondence between the realization

y(x) =
∞∑
i=0

yi11
(
x ∈ [xi, xi+1)

)
,

and the particle configuration

q =
(
(x0, y0), (x1, y1), . . .

)
,
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with
x0 = a− < x1 < · · · < xn < . . . , y0 < y1 < · · · < yn < . . . .

We may translate this into a statement about the law of our particle system q(t). As
before, it suffices to establish a variant of Theorem 1.2 for a finite interval [a−, a+]. The
condition Hρ(a−, t, ρ) > 0 means that particles can cross a− only from left to right. Because
of this, we can treat a− as a free boundary point. As it turns out, the point a+ will be
free boundary point (no particle can cross a+ from right to left) if a+ is sufficiently large.
Indeed as we will see in Proposition 5.2(iii), there are positive constants C0 and C1 such
that M(x, t; y, s) ≤ −C1x for x ≥ C0. On the other hand, by Hypothesis 1.2(i), we know

|ρ| ≤ c1
(
1 + |Hρ(x, t, ρ)|

)
,

which in turn implies that Hρ(x, t, ρ) → −∞ as ρ → −∞. As a result, there exists a
positive constant C2 such that Hρ(x, t, ρ) ≤ 0, whenever ρ ≤ −C2. From this we deduce that
v̂(a+, t, y−, y+) > 0 if a+ ≥ max{C2C

−1
1 , C0} =: C3. From all this we learn that Theorem 1.2

would follow if we can establish the following result.

Theorem 5.1 Assume Hypothesis 1.2. For any fixed a+ such that a+ > max{a−, C3},
consider the scalar conservation law (1.2) in [a−, a+]× [t0, T ) with initial condition ρ(x, t0) =
M(x, t0;y

0(x), s) (restricted to [a−, a+]), open boundary at x = a±. Then for all t > t0, we
have ρ(x, t) =M(x, t;yt(x), s), where the law of

(
yt(x) : x ∈ [a−, a+]

)
is as follows:

(i) The x = a− marginal is ℓ(t, dy0), given by ℓ̇ = B2∗
a−,tℓ.

(ii) The rest of the path is a PDMP with generator B1
x,t.

To prove our main result Theorem 1.2, we send a+ → ∞.
We continue with a preparatory definition.

Definition 5.1(i) The configuration space for our particle system q, is the set ∆ = ∪∞
n=0∆̄n,

where ∆̄n is the topological closure of ∆n, with ∆n denoting the set{
q =

(
(xi, yi) : i = 0, 1, . . . , n

)
: x0 = a− < x1 < · · · < xn < xn+1 = a+, y0 < · · · < yn

}
.

We write n(q) for the number of particles i.e., n(q) = n means that q ∈ ∆n.

(ii) Given a realization q =
(
x0, y0, x1, y1, . . . , xn, yn

)
∈ ∆̄n, we define

ρ
(
x, t;q

)
= Rt(q)(x) =

n∑
i=0

M(x, t; yi, s)11
(
xi ≤ x < xi+1

)
.

(iii) The process q(t) evolves according to the following rules:
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(1) So long as xi remains in (xi−1, xi+1), it satisfies ẋi = −v̂(xi, t, yi−1, yi).

(2) When x1 reaches a−, we relabel particles (xi, yi), i ≥ 1, as (xi−1, yi−1).

(3) When xn reaches a+, a particle is lost and q enters ∆n−1.

(4) When xi+1 = xi, then q(t) becomes qi(t), that is obtained from q(t) by omitting (xi, yi)
and relabeling particles to the right of the i-th particle.

□

Some care is needed for the rule (1) because v̂ given by (1.24) is not a continuous function
of x. Recall that xi(t) represents the location of a shock discontinuity that separates two fun-
damental solutions. However, the fundamental solution

(
M(x, t; yi, s) : x ∈ (xi−1(t), xi(t))

may also include some shock discontinuities. When xi(t) catches up with a shock disconti-
nuity of M(·, t; yi, s), or M(·, t; yi+1, s), ẋi(·) fails to exists. Nonetheless off of such a discrete
set of moments, the ODE of (1) is well-defined, and this is good enough to determine the
evolution of xi fully.

We write L̂ = L̂t for the generator of the (inhomogeneous Markov) process q(t). This

generator can be expressed as L̂ = L̂0 + L̂b, where L̂0 is the generator of the deterministic
part of dynamics, and L̂b represents the Markovian boundary dynamics. The deterministic
and stochastic dynamics restricted to ∆n have generators that are denoted by L̂0n and L̂bn

respectively. While q(t) remains in ∆n, its evolution is governed by an ODE of the form

dq

dt
(t) = b̂

(
q(t), t

)
,

where b̂ can be easily described with the aid of rule (1) of Definition 5.1(iii). We establish
Theorem 5.1 by verifying the forward equation

(5.1) µ̇n =
(
L̂∗µ

)n
,

for all n ≥ 0, where L̂∗ is the adjoint of the operator L̂. We follow our strategy as in Section
3 and use a test function G(q, t) with is the analog of what we had in (3.4). Again, our
Theorem 5.1 would follow if we can show the analog of (3.5). We follow our notation as in

(3.2), and the analog of Theorem 3.1 is also valid when L is replaced with L̂.

The following variant of Proposition 2.1 ensures that our particle system produces the
unique entropy solution of (1.1) in the interval [a−, a+].

Proposition 5.1 The function ρ(x, t) = ρ(x, t;q(t)), with q(t) evolving as in Definition
5.1(iii), is the unique entropy solution of ρt = H(x, t, ρ)x in (a−, a+)× (0,∞).
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Proof As in Section 2, we can readily check that ρ(x, t;q(t)) is a weak solution of (1.2)
because the Rankin-Hugoniot condition is satisfied. To satisfy the entropy condition, we
need to make sure that ρ(x−, t;q(t)) < ρ(x+, t;q(t)) at each discontinuity point. This is
an immediate consequence of the monotonicity of the fundamental solution that is stated in
Proposition 5.2(ii) below. The uniqueness of the entropy solution follows from the fact that
the end points a± are both free. To see this, assume that ρ and ρ′ are two solutions that are
both concatenations of fundamental solutions. We use Kruzkov’s inequality [K] (as in the
proof of Proposition 2.1(iii)) to assert that weakly,

|ρ(x, t)− ρ′(x, t)|t ≤
(
Q(x, t, ρ(x, t), ρ′(x, t))

)
x

− sgn
(
ρ(x, t)− ρ′(x, t)

)(
Hx(x, t, ρ(x, t))−Hx(x, t, ρ

′(x, t))
)

≤
(
Q(x, t, ρ(x, t), ρ′(x, t))

)
x
+ c1|ρ(x, t)− ρ′(x, t)|,

where Q(x, t, ρ, ρ′) = sgn(ρ − ρ′)
(
H(x, t, ρ) − H(x, t, ρ′)

)
. Here we have used Hypothesis

1.2(i) for the second inequality. As a consequence[
e−c1t|ρ(x, t)− ρ′(x, t)|

]
t
≤ e−c1t

(
Q(x, t, ρ(x, t), ρ′(x, t))

)
x
.

As in the proof of Proposition 2.1(iii), we can integrate over [a−, a+] to assert[
e−c1t

∫ a+

a−

|ρ(x, t)− ρ′(x, t)| dx
]
t

≤e−c1tQ(a+, t, ρ(a+, t), ρ
′(a+, t))

− e−c1tQ(a−, t, ρ(a−, t), ρ
′(a−, t)).

We claim that our free boundary conditions at a± imply that the right-hand side is nonpos-
itive. Indeed, ∓Hρ(a±, t,M(a±, t; y−, y+)) ≥ 0 implies

Q(a±, t, ρ(a±, t), ρ
′(a±, t)) = ∓

∣∣H(a±, t, ρ(a±, t))−H(a±, t, ρ
′(a±, t))

∣∣.
This allows us to assert [

e−c1t

∫ a+

a−

|ρ(x, t)− ρ′(x, t)| dx
]
t

≤ 0.

As an immediate consequence we learn that if ρ(x, t0) = ρ′(x, t0) for all x ∈ [a−, a+], then
ρ(x, t) = ρ′(x, t) for all (x, t) ∈ [a−, a+]× [t0, T ]. □

Proposition 5.2 (i) If x1 < x2, and ξ(θ;xi, t; y, s) is a maximizing path in (1.21) for x = xi,
then ξ(θ;x1, t; y, s) < ξ(θ;x2, t; y, s) for θ ∈ (s, t].

(ii) The fundamental solution M(x, t; y, s) is increasing in y.
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(iii) Given s < T , and δ ∈ (0, 1), there exist positive constants C0 = C0(s, δ, T ), and
C1 = C1(s, δ, T ) such that if |x| ≥ C0, and |y| ≤ (1 − δ)|x|, then M(x, t; y, s) and −x have
the same sign, and

(5.2) C1|x| ≤ |M(x, t; y, s)|.

Proof(i) It is well known that under Hypothesis 2.1(i) the following statements are true
(see for example [Go]):

(1) In (1.21) we may take the supremum over those ξ : [t0, T ] such that ξ(s) = y, ξ(t) = x,
and ξ is weakly differentiable with ξ̇ ∈ L2

(
[s, t];R

)
.

(2) If the supremum in attained at ξ, then necessarily ξ ∈ C2.

(3) The maximizing path ξ satisfies the Euler-Lagrange equation

(5.3)
(
Lv(ξ(θ), θ, ξ̇(θ))

)
θ
= Lx(ξ(θ), θ, ξ̇(θ)).

Equivalently, if p(θ) = Lv(ξ(θ), θ, ξ̇(θ)), then the pair (ξ, p) satisfies the Hamiltonian
ODE

(5.4) ξ̇(θ) = −Hρ(ξ(θ), θ, p(θ)), ṗ(θ) = Hx(ξ(θ), θ, p(θ)).

We now take x1 < x2, and write ξ1, ξ2 : [s, t] → R for the maximizing paths in (1.21) for
x = x1 and x = x2 respectively. We wish to show that ξ1(θ) ̸= ξ2(θ) for every θ ∈ (s, t).
We argue by contradiction. Suppose to the contrary ξ1(θ0) = ξ2(θ0) for some θ0 ∈ (s, t). We
define

(5.5) η2(θ) =

{
ξ1(θ), θ ∈ [s, θ0],

ξ2(θ), θ ∈ [θ0, t],
, η1(θ) =

{
ξ2(θ), θ ∈ [s, θ0],

ξ1(θ), θ ∈ [θ0, t].

Since ξi maximizes the action, and ηi is weakly differentiable with square integrable derivative
for i = 1, 2, we learn∫ t

s

L
(
η1(θ), θ, η̇1(θ)

)
dθ ≤

∫ t

s

L
(
ξ1(θ), θ, ξ̇1(θ)

)
dθ,∫ t

s

L
(
η2(θ), θ, η̇2(θ)

)
dθ ≤

∫ t

s

L
(
ξ2(θ), θ, ξ̇2(θ)

)
dθ.(5.6)

Expressing the integrals on the left in terms of ξi would lead to∫ θ0

s

L
(
ξ1(θ), θ, ξ̇1(θ)

)
dθ =

∫ θ0

s

L
(
ξ2(θ), θ, ξ̇2(θ)

)
dθ.
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This in turn implies that we have equality in (5.6). As a result, ηi is also a maximizing
path with ηi(t) = xi. Hence by (2) above, ηi must be C1. This means that we must have
ξ̇1(θ0) = ξ̇2(θ0). Since we also have ξ1(θ0) = ξ2(θ0), we may use the uniqueness of the
solutions to Euler-Lagrange equation (5.3), to deduce that ξ1 = ξ2 on [s, t]. This contradicts
x1 = ξ1(t) < x2 = ξ2(t). As a result, ξ1 and ξ2 cannot intersect in (s, t]. Since x1 < x2, we
must have ξ1(θ) < ξ2(θ) for θ > s.

(ii) We take y1 < y2, and write ξ1, ξ2 : [s, t] → R for the maximizing paths in (1.21)
for z = (y1, s) and z = (y2, s) respectively. We wish to show that ξ1(θ) ̸= ξ2(θ) for every
θ ∈ (s, t). We again argue by contradiction. Suppose to the contrary ξ1(θ0) = ξ2(θ0) for some
θ0 ∈ (s, t). We define η1 and η2 as in (5.5). Again, since ξ1 (respectively ξ2) is a maximizer in
(1.21), and that η2 (respectively η1) is weakly differentiable with square integrable derivative,
we learn ∫ t

s

L
(
η2(θ), θ, η̇2(θ)

)
dθ ≤

∫ t

s

L
(
ξ1(θ), θ, ξ̇1(θ)

)
dθ,∫ t

s

L
(
η1(θ), θ, η̇1(θ)

)
dθ ≤

∫ t

s

L
(
ξ2(θ), θ, ξ̇2(θ)

)
dθ.(5.7)

Expressing the integrals on the left in terms of ξi would lead to∫ t

θ0

L
(
ξ1(θ), θ, ξ̇1(θ)

)
dθ =

∫ t

θ0

L
(
ξ2(θ), θ, ξ̇2(θ)

)
dθ.

This in turn implies that we have equality in (5.7), and that η1 (respectively η2) is also a
maximizing path with η1(s) = y2 (respectively η2(s) = y1). Hence by (2) above, ηi must
be C1 for i = 1, 2. This means that we must have ξ̇1(θ0) = ξ̇2(θ). By the uniqueness of
the corresponding Euler-Lagrange equation, we must have ξ1 = ξ2 on [s, t]. This contradicts
y1 = ξ1(s) < y2 = ξ2(s). As a result, ξ1 and ξ2 cannot intersect in (s, t]. Since y1 < y2, we
must have ξ1(θ) < ξ2(θ) for θ ≤ t. This in particular implies that ξ̇1(t) ≥ ξ̇2(t). Moreover
ξ̇1(t) = ξ̇2(t) would imply ξ̇1 = ξ̇2 by the uniqueness of the corresponding (5.3). As a result,
we must have ξ̇1(t) > ξ̇2(t). This, (1.22), and the strict concavity of L in v imply the desired
inequality M(x, t; y1, s) < M(x, t; y2, s).

(iii) Recall that the pair (ξ, p) satisfies (5.4), and the boundary conditions

(5.8) ξ(s) = y, ξ(t) = x, p(t) =M(x, t; y, s).

From (5.3) and Hypothesis 1.2(i), we learn

|ṗ(θ)| =
∣∣(Lv(ξ(θ), θ, ξ̇(θ))

)
θ

∣∣ = ∣∣Lx(ξ(θ), θ, ξ̇(θ))
∣∣ ≤ c1,

which in turn implies

(5.9) |p(θ)− p(t)| ≤ c1(t− s),
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for θ ∈ [s, t]. This, and (5.4) imply

|ξ̇(θ)| =
∣∣Hρ(ξ(θ), θ, p(θ))

∣∣ ≤ c0c
−1
2 + c−1

2 |p(θ)| ≤ c(1 + |p(t)|),

for a constant c = c(s, T ). Here we used

(5.10) −c0 + c2
∣∣Hρ(x, θ, ρ)

∣∣ ≤ |ρ| ≤ c0 + c1
∣∣Hρ(x, θ, ρ)

∣∣,
which follows from Hypothesis 1.2(i). As a result,

|x− y| = |ξ(t)− ξ(s)| ≤ c′(1 + |p(t)|),

for a positive constant c′ = c′(s, T ). On the other hand, if |y| ≤ (1− δ)|x|, then we deduce

(5.11) |x| ≤ c′δ−1(1 + |p(t)|).

We next claim that there exists a constant C0 such that

(5.12) |x| ≥ C0 =⇒ xp(t) < 0.

To see this, observe that by (5.10) and the monotonicity of ρ 7→ Hρ(x, θ, ρ), we can find a
constant c′′ such that

(5.13) |ρ| ≥ c′′ =⇒ Hρ(x, θ, ρ)ρ ≥ 0,

for all (x, θ). Let us assume that x ≥ C0, for a positive constant C0 (to be determined later).
Suppose contrary to (5.12), we have p(t) ≥ 0. From (5.11) we deduce

p(t) ≥ (c′)−1δx− 1.

This and (5.9) imply

(5.14) p(θ) ≥ (c′)−1δx− 1− c1(t− s) ≥ (c′)−1δC0 − 1− c1(T − s),

for all θ ∈ (s, t). Choose C0 large enough so that the right-hand side of (5.14) is at least c′′.
This would guarantee

Hρ(ξ(θ), θ, p(θ)) ≥ 0, for θ ∈ [s, t],

by (5.13). From this and (5.4) we deduce that ξ̇(θ) ≤ 0 for θ ∈ [s, t]. As a result, x − y =
ξ(t)− ξ(s) ≤ 0. But this is impossible if y ≤ (1− δ)x. Hence the condition x ≥ C0 implies
that p(t) > 0. In the same fashion, we can show that the condition x ≤ −C0 implies that
p(t) < 0. This completes the proof of (5.12). From this, (5.8), and (5.11), we can readily
deduce (5.2). □

We next give a recipe for the law of the process yt.
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Definition 5.2(i) We set

Γ(a, b, t, ρ) =

∫ b

a

Â(g)(z, t, y) dz, Γ(q, t) =
n∑

i=0

Γ(xi, xi+1, t, yi).

(ii) We define a measure µ(dq, t) on the set ∆ that is our candidate for the law of q(t). The
restriction of µ to ∆n is given by

µn(dq, t) := ℓ(t, dy0) exp {−Γ(q, t)}
n∏

i=1

g
(
xi, t, yi−1, yi) dxidyi,

where g solves (1.25) and ℓ solves (1.26). To simplify our presentation, we assume that
ℓ(t, dy0) = ℓ(t, y0) dy0 is absolutely continuous with respect to the Lebesgue measure. Such
an assumption would allow us to express µn(dq, t) := µn(q, t) dq, where

dq = dy0

n∏
i=1

dxidyi, µn(q, t) = ℓ(t, y0) exp {−Γ(q, t)}
n∏

i=1

g
(
xi, t, yi−1, yi).

□

Proposition 5.3 Let g be a solution of (1.25). Then Â(g1)t = Â(g2)x.

Proof From integrating both sides of (1.25) with respect y+ we learn

(5.15) Â(g1)t − Â(g2)x = Â
(
Q̂+(g)

)
− Â

(
gĴ(g)

)
.

On the other hand,

Â
(
Q̂+(g)

)
(y−) =

∫
g1(y−, y∗)Â(g

2)(y∗) dy∗ −
∫
g2(y−, y∗)Â(g

1)(y∗) dy∗,

Â
(
gĴ(g)

)
(y−) =

∫
g1(y−, y∗)Â(g

2)(y∗) dy∗ − Â(g2)(y−)Â(g
1)(y−)

−
∫
g2(y−, y∗)Â(g

1)(y∗) dy∗ + Â(g1)(y−)Â(g
2)(y−).

This implies that the right-hand side of (5.15) is 0. □

We are now ready to present the proof of Theorem 5.1, which is similar to the proof of
Theorem 2.1.
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Proof of Theorem 5.1 We wish to establish the analog of (4.1) in our setting. Theorem
3.1, and a repetition of the first step of the proof of Theorem 2.1 allow us to reduce the proof
of Theorem 5.1 to the verification of an analog of (4.4), namely∫

∆n

Ĝn(q, s) µn
s (dq, s) =

∫
∆n

Ĝn(q, s)
(
L̂s∗

0nµ
n
)
(q, s) dq

+

∫
∂̂∆n+1

Ĝn+1(q, s)µn+1(q, s)(bn+1 ·Nn+1) σ(dq),(5.16)

with Ĝ as in (3.5). For a more tractable expression for the left hand side of (5.16), we write

(5.17) µn
s = Xnµn,

where

(5.18) Xn = −Γs(q, s) +
ℓs(s, y0)

ℓ(s, y0)
+

n∑
i=1

gs(xi, s, yi−1, yi)

g(xi, s, yi−1, yi)
.

On the other hand, by Proposition 5.3,

Γs(q, s) =
n∑

i=0

∫ xi+1

xi

Â(g1)s(z, s, yi) dz =
n∑

i=0

∫ xi+1

xi

Â(g2)z(z, s, yi) dz

=
n∑

i=0

(
Â(g2)(xi+1, s, yi)− Â(g2)(xi, s, yi)

)
=Â(g2)(xn+1, s, yn)− Â(g2)(x0, s, y0)−

n∑
i=1

(
Â(g2)(xi, s, yi)− Â(g2)(xi, s, yi−1)

)
.

From this, (5.18), (1.26), and (1.25) we deduce

Xn =− Â(g2)(a+, s, yn) +
(ℓ ∗ g2)(a−, s, y0)

ℓ(s, y0)
+

n∑
i=1

Q̂+(g)(xi, s, yi−1, yi)

g(xi, s, yi−1, yi)

+
n∑

i=1

v̂(xi, s, yi−1, yi)
(
Â(g)(xi, s, yi)− Â(g)(xi, s, yi−1)

)
.(5.19)

We can rewrite the right-hand side of (5.16) as∫
∆n

Ĝn(q, s)Y n(q)µn(q, s) dq,
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where Y n = Y n
1 + Y n

2 , with Y
n
1 and Y n

2 corresponding to two terms on the right-hand side
of (5.16). Indeed, an integration by parts yields

Y 1
n (q) =−

n∑
i=1

v̂i(xi, s, yi−1, yi)Γ(s,q)xi

=
n∑

i=1

v̂i(xi, s, yi−1, yi)
(
Â(g)(xi, s, yi)− Â(g)(xi, s, yi−1)

)
.(5.20)

As for Y n
2 , we write Y n

2 = Y n
2− + Y n

2∗ + Y n
2+, where the terms Y n

2−, Y
n
2∗, and Y

n
2+ correspond

to the boundary contributions associated with the conditions x1 = a−, xi = xi+1, with
i ∈ {1, . . . , n}, and xn+1 = a+, respectively. More precisely,

Y n
2−(q) =

(ℓ ∗ g2)(a−, s, y0)
ℓ(s, y0)

, Y n
2+(q) = −Â(g2)(a+, s, yn),

Y n
2∗(q) =

n∑
i=1

Q̂+(g)(xi, s, yi−1, yi)

g(xi, s, yi−1, yi)
.

This, (5.17), (5.19), and (5.20) complete the proof of (5.16). □

6 Proofs of Proposition 1.1 and Theorem 1.3

Proof of Proposition 1.1 Let us write

K(g) = ∇ · (νg)− Q̂+(g) + Q̂−(g).

where ν = (−v̂, 1), and ∇ = (∂x, ∂t). To ease the notation, we do not display the dependence
of g, ĝ, η, and h on (x, t). We certainly have

Q̂+(ĝ)

ĝ
− Q̂+(g)

g
= 0,(

∇ · (νĝ)
ĝ

− ∇ · (νg)
g

)
(y−, y+) =

(
ν · ∇η

η

)
(y−, y+) = ν · ∇h

h
(y+)− ν · ∇h

h
(y−),

Q̂−(g)

g
(y−, y+) = Â(v̂g)(y+)− Â(v̂g)(y−)− v̂(y−, y+)

(
Â(g)(y+)− Â(g)(y−)

)
Q̂−(ĝ)

ĝ
(y−, y+) =

Â(v̂g ⊗ h)

h
(y+)−

Â(v̂g ⊗ h)

h
(y−)

− v̂(y−, y+)

(
Â(g ⊗ h)

h
(y+)−

Â(g ⊗ h)

h
(y−)

)
.
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Hence(
K(ĝ)

ĝ
− K(g)

g

)
(y−, y+) =ν(y−, y+) ·

(
∇h
h

(y+)−
∇h
h

(y−)

)
+

(
Q̂−(ĝ)

ĝ
− Q̂−(g)

g

)
(y−, y+)

=
ht + B2h

h
(y+)−

ht + B2h

h
(y−)

− v̂(y−, y+)

[
hx + B1h

h
(y+)−

hx + B1h

h
(y−)

]
.

The right-hand side is 0, when h satisfies (1.31). This completes the proof because g (re-
spectively ĝ) solves (1.25) if and only if K(g) = 0 (respectively K(ĝ) = 0). □

The proof of Theorem 1.3, uses Doob’s h-transform that we now recall.

Proposition 6.1 Let P be the law of Markov jump process
(
y(x) : x ∈ [a−, a+]

)
, with the

jump kernel density g(x, y−, y+), and the generator Lx. Assume that g is C1 in x. Let U

be an interval, and let P̂ denote the law of P, conditioned on the event y(x) ∈ U for all

x ∈ [a−, a+]. Then P̂ is the law of a Markov jump process with a jump kernel density ĝ,
given by

(6.1) ĝ(x, y−, y+) =
h(x, y+)

h(x, y−)
g(x, y−, y+), x ∈ [a−, a+), y± ∈ U,

where

(6.2) h(x, y) = P
(
y(a) ∈ U for a ∈ [x, a+] | y(x) = y

)
.

Moreover, h is C1 in x, and satisfies

(6.3) hx + Lxh = 0.

Proof (Step 1) We can write

(6.4) h(x, y) =
∞∑
n=0

hn(x, y),

where

(6.5) hn(x, y) =

∫
Xn(x,y)

µn(q, x, y) dqn
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where for n ≥ 1,

qn = (x1, y1, . . . , xn, yn), dqn =
n∏

i=1

dxidyi,

µn(qn, x, y) = exp {−Γ(qn, x, y)}
n∏

i=1

g
(
xi, yi−1, yi), with y0 = y,

Γ(qn, x, y) =
n∑

i=0

Γ(xi, xi+1, yi), with x0 = x, y0 = y,

Γ(a, b, y) =

∫ b

a

(Âg)(z, y) dz,

and the set Xn(x, y) consists of q, satisfying

x < x1 < · · · < xn < a+, y1, . . . , yn ∈ U.

When n = 0, we simply have h0(x, y) = exp
{
− Γ(x, a+, y)

}
. It is straightforward to verify

continuous differentiability of h, and deduce (6.3) from (6.4) and (6.5).

(Step 2) The law P̂ is simply given by

P̂ =
∞∑
n=1

µ̂n,

where µ̂n(dqn) = µ̂n(qn) dqn, with

(6.6) µ̂n(qn) = h(a−, y)
−1 µn(qn) 11

(
y1, . . . , yn ∈ U

)
.

We wish to show that P̂ is the law of a jump process associated with the jump density ĝ.
To achieve this, we rewrite µ̂n using the fact that h satisfies (6.3). Indeed, (6.3) implies

(6.7) e−
∫ b
a Â(g)(z,y−)dz h(b, y+)

h(a, y−)
= e−

∫ b
a Â(ĝ)(z,y−)dz h(b, y+)

h(b, y−)
.

This is equivalent to asserting

h(b, y−)

h(a, y−)
= exp

(
−
∫ b

a

(
Â(ĝ)− Â(g)

)
(z, y−) dz

)
(6.8)

= exp

(
−
∫ b

a

(
Â(g ⊗ h)− Â(g)h

h

)
(z, y−) dz

)

=exp

(∫ b

a

−(Lzh)(z, y−)

h(z, y−)
dz

)
= exp

(∫ b

a

hz(z, y−)

h(z, y−)
dz

)
=exp

(∫ b

a

(log h)z(z, y−) dz

)
,
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which is evidently true. We set, x0 = a−, y0 = y as before. Observe that µ̂n(qn) of (6.6)
can be written as

1

h(a+, yn)
e−

∫ a+
xn

Â(g)(z,yn)dz h(a+, yn)

h(xn, yn)

n∏
i=1

e
−

∫ xi
xi−1

Â(g)(z,yi−1)dz h(xi, yi)

h(xi−1, yi−1)
g(xi, yi−1, yi)

=
1

h(a+, yn)
e−

∫ a+
xn

Â(ĝ)(z,yn)dz
n∏

i=1

e
−

∫ xi
xi−1

Â(ĝ)(z,yi−1)dz h(xi, yi)

h(xi, yi−1)
g(xi, yi−1, yi)

= e−
∫ a+
xn

Â(ĝ)(z,yn)dz
n∏

i=1

e
−

∫ xi
xi−1

Â(ĝ)(z,yi−1)dz ĝ(xi, yi−1, yi),

where we used (6.8) and (6.7) for the first equality, and for the last equality we used the
definition of ĝ, and h(a+, yn) = 1, which follows from the definition of h. The right-hand side
is the law of a Markov jump process associated with the kernel density ĝ, as desired. □

Proof of Theorem 1.3 (Step 1) Recall that ρ(x, t) is the solution of (1.2) with the initial
condition ρ(x, t0) = ρ(x, t0;yt0 , s), where yt0 is a jump process associated with the kernel
g(x, t0, y−, y+). We wish to show that ρ(x, t) = ρ(x, t;yt, s) for (x, t) ∈ [a−,∞) × [t0, T ]. It
suffices to verify this for (x, t) ∈ [a−, a+]× [t0, T ], where a+ is any large number in (a−,∞).

Pick any δ ∈ (0, 1). From Proposition 5.2(iii), and (5.13), we learn that there exist
constants C0 = C0(δ), C1 = C1(δ), and C2 such that

|y+| ≤ (1− δ)a+, a+ ≥ C0 =⇒ M(a+, t0; y+, s) < −C1a+,(6.9)

(x, θ) ∈ R× [s, T ], |ρ| ≥ C2 =⇒ ρHρ(x, t, ρ) > 0,(6.10)

for every t ∈ [t0, T ]. Note that (6.9) and Proposition 5.2(ii) imply that if a+ ≥ C0, then

y− < y+, |y+| < (1− δ)a+, =⇒ M(a+, t0; y−, s) < M(a+, t0; y+, s) < −C1a+.

From this, and (6.2) we can readily deduce

(6.11) Y− ≤ y− < y+ ≤ (1− δ)a+, a+ ≥ C3 =⇒ v̂(x, t, y−, y+) > 0,

for every t ∈ [t0, T ], where
C3 = max

{
C0, C

−1
1 C2, |Y−|

}
.

We pick any a+ ≥ max{a−, C3}.

(Step 2) We write W for the law of the Markov process (w(t) : t ∈ [t0, T ]), associated with
the generator B2

a−,t, such that w(t0) = y0. We also define a family of probability measures(
Pt : t ∈ [t0, T ]

)
with the following recipe: For each t, Pt is the law of the Markov process
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yt : [a−, a+] → [Y−,∞), associated with the generator B1
x,t, satisfying the initial condition

yt(a−) = w(t). We define θδ to be the smallest t > t0 such that w(t) /∈ U(δ), where

U(δ) := [Y−, (1− δ)a+) =: [Y−, Y
δ).

We also define τδ(t) to be the smallest x > a− such that yt(x) /∈ U(δ). We set

Wδ(A) = W(A | θδ > T ), Pδ
t (A) = Pt(A | τδ(t) > a+).

We write wδ(t), t ∈ [t0, T ] for the jump process that is distributed according to Wδ. For
each t ∈ [t0, T ], we write yδ

t for the jump process that is distributed according to Pδ
t . By

Proposition 6.1, the process t → wδ(t), and the processes x 7→ yδ
t (x), t ∈ [t0, T ] are again

Markov jump processes. We set

hδ(x, t, y) = Pδ
t

(
τδ(t) > a+ | yt(x) = y

)
,

ℓδ(t, y) = W
(
θδ > T | w(t) = y

)
.

By (6.3), we have the following equations for hδ and ℓδ:

hδx(x, t, y) +
(
B1
x,th

δ
)
(x, t, y) = 0, x ∈ (a−, a+), y ∈ U(δ), t ∈ [t0, T ],(6.12)

ℓδt (t, y) +
(
B2
a−,tℓ

δ
)
(s, y) = 0, t ∈ (t0, T ), y ∈ U(δ).(6.13)

Since, hδ(a−, t, y) = ℓδ(t, y), the equations (6.12) and (6.13) allow us to apply Proposition
1.2 to assert that hδ satisfies

(6.14) hδx(x, t, y) +
(
B1
x,th

δ
)
(x, t, y) = 0, hδt (x, t, y) +

(
B2
x,th

δ
)
(x, t, y) = 0.

(Step 3) Since the jump process yδ
t0
takes value in [Y−, (1−δ)a+), our Theorem 1.2 or Theorem

5.1 is applicable. More precisely, if the initial data of (1.2) is given by ρ(x, t0;y
δ
t0
, s), for

some s < t0, and with yδt0 a Markov process distributed according to Pa+,δ
t0 , then the solution

ρ(x, t) at a later time t > t0 is given by Pδ
t . As a consequence, Theorem 1.3 is true when

the initial process satisfies yt0(a+) ∈ U(δ). This condition is true with probability density
hδ(a−, t0, y

0). The condition (1.29) would implies that hδ(a−, t0, y
0) → 1, and yδ

t → yt in
small δ limit, when restricted to the interval [a−, a+]. This completes the proof. □
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