
1 Introduction

Godel's completeness consistent axioms us model
theorem

Question computable consistent axioms is computable model?

More formally Does every consistent, c. e. theory have a

computable model ?-
↳ domain is N and all constants,

functions
,
relations uniformly computable

Answer No !

Method 1 : Direct construction Method 2 : Tennenbaum's

theorem
E .g. T describes a path

throug computable Gog. PA+ - Con(PA)h a

infinite binary tree with ZEC

no computable paths RCAo



1. Tennenbaum's theorem

This No nonstandard

⑧=model of PA is
-

d computable
sh

Stan Tennenbaum

Tennenbaum's theorem gives many examples of consistent, a.e,

Itheories with no computable models

Examples PA+ -Con(PA)
NFPA+ TCon(PA) - All models of PAL -Con(PA)
- are nonstandard

Tennenbaum's the = No computable models

ZFC
,
EF

, RCAD,
ets. By adapting the proof



1 .2 Pakhomov's theorem

That
Thus No nonstandard what

⑧= gendwengeemodel of PA is
-

d computable
sh

8Stan Tennenbaum 0
key notion Definitional equivalence E
T = T if they are the same thy ,

but with ↓1
different choice of what concepts to take as primitive Fedor Pakhomor

↳A strong down of bi-interpretability
Pakhomon's theorem,

informal version For
every thy we listed

on the previous slide,
there is a definitionally equivalent

theory with a computable model

E . g .
PA+vConCPA) ,

ZFC
,
etc.



Every 2'-symbol
has an 2-definition

Def TE T
,
2 = L is a definitional extension it :

↑I T is conservative over T

② For every constant symbol cc2'12 there is an-

2=Formula Pc(X) S.t: Tr Xx(p(x) - x = c) E
③ Simolarly for every relation & Lunation symbol>22

Adding emptyset symbol to ZECExample
,

'
= [E , $3 ,

T = zFC ,
T = zFC + tx( x 40)
-> / disjoint signatures

Def Theories T & T in languages 2,
I'are definitionally

equivalent if they have a common definitional extension

Example T = Th (R , 4) ,
T'= Th(R,+ ,

T" = Th(R ,
+

, -)
x +y

= = 5)x = z-

y x -

y
=zE)x = z+y

key pt If T,
I'de? equer . and MFT then you can

also New M as a model of T
↳ by interpreting each symbol of T by its -definition



Def TE T
,
2 = 2 is a definitional extension it :

I T is conservative over T

② For every constant symbol cc212 there is an

2=Formula Pc(X) S.t: Tr Xx(p(x) - x = c)
③ Simolarly for every relation & Lunation symbol>22

Def Theories T & T in languages 2,
I'are definitionally

equivalent if they have a common definitional extension

The (Pakhomov) There is a they I definitionally
computable modelsit. every consistent, c.e. extensi of T has

equivalent No PA
on a

=>

FT = PACOMCPA)
,
I has a computable model

same proof -> -T- ZFC, T has a computable model

seems like it should also work for RCAo,
etc.



1 .
3 Pakhomov's question
Godel's completeness consistent axioms us model
theorem

Question computable consistent axioms is computable model?

Answer No ! Method 1 : Direct Method 2 : Tennenbaum's

construction theorem

Question computable consistent un computable model of a

axioms def- equive thy?

Pakhomov : Tennenbaum's theorem no longer gives examples Focus of the
rest of this

Answer No! Method I still works (though it is harder) talk
Than (2& Walsh) There is a consistent

,
c . e . theory I such that

no theory definitionally equivalent to T has a computable model



A theory which

really doesn't have
a computable model

Based on the paper"Atheorysatisfyinganstrong
verso the

Tennenbaum's



2 Proof strategy
Than (2& Walsh) There is a consistent

,
c . e . theory I such that

no theory definitionally equivalent to T has a computable model

Idea Build a theory I such that
① T has wo computable models
② Any theory def- equir to T is model-

theoretically tame

Why is this useful? Suppose T was computable models,
T is def, equir do T and

M can be seen as a model of T in a definable way

M has t => definitions are quantifier- Free
=>

M computes a model of T
=> M is not computable



Idea Build a theory I such that
① T has wo computable models
② Any theory def. equir to T is model-

~oreticallythe Jahre
T has Q = Every model of computes a

model of I

key tool Laskowski's theory of mutual algebracity
I mutually algebraic -> T mutually I I

a

algebraic
=> T has weak form

of QE

Problem Don't know how to get full Qt

solution T has weak &7 >

Every rocmodesaf hecomputably
Build T so that no model is computably approximable



3 The theory
Def Given f : NTN

,
x=2" is -guessable if there is

an algorithm which
,
for every is enumerates a list of

at most 0(f(n)) strings, one of which is Xin.

Example ye 2" arbitrary
x

=

0yr00y , 0000y200000000 y ,
00... is n-guessable

Prop There is a computable,
infonite binary tree R

such that no infinite path through R is n-guessable

can build & directly or take R to be a computable
tree whose paths are all Martin-Lof random

For the rest of this talk, fix one such R

Essentially, T is the simplest theory all of whose
models code a path through R



The language ① Constant O
② Unary functions S PG

③ Unary relation A
E
-

Notation ①x + 1
= S(s(... s(X) ...)) x +3 = S(s(s(x)))

& x - 1 = P(P)... p(x) ...)) + - z = P(P(x))
③ L

= 0+1
,

n = 0 - 1

The theory & Theory of the integers with predecessor
and successor Th(2,

0
,

x + + + 1, x x -1)
② A codes a path through R

For all in,

V(1A)i) - 1 - A(i))
5-Rn 0(i)= 1 5(i)= 0

where Rn=45- R / 181=n>
key point If MRT Men A(?) ,

(1)
, A(I), codes

a path through R T F F

1 0 o : : -> [R]



3.
1 Models of T

B computable tree with no -guessable paths
2 0, 5, P, A

T ①Th ,
0,

xrx+1
, x + x -1)

② Fou all min(=

(1) - 1 A(1))
5(i)=0

Model of T

-

]
T F F

- ........
F I

S I I T

..

--- ->Te ...⑤
e

-3 - ⑨
-

F F
.......

Def Given MIT and a,
beM the distance between

a and b is the unique K-N sit a= b+K
-

or b =

a+1 or if no such K exists



Originally due to Goncharov, Harizanov,
Laskowski, Lempp, McCoy

↑ Mutual algebraicity Extensively developed by Laskowski
Def Given a model M, a formula (5) is mutually
algebraic over M if there is KEN such that for

every nontional partition :FoUE, and every
a M

155 = M/MFP(a ,5)51-k

Example M = (2 , +)
X =

y+S as mutually algebraic
X = y + I tS is not

Def M is mutually algebraic if every formula is

equivalent to a Boolean combination of formulas which
are mutually algebraic over M

Example (R , x -> 5+1) is mutually algo
(4 / 5) is not (despite at)
x by not equivalent to a Boolean comb, of

mut. alg . Formulas



4.: key facts

Prop Every model of our theory T is mutually algebraic

* Ot ↓ atomic formulas mute also

Mutual algebraicity is preserved by definitional equivalence
Prop If T, I' are definitionally equivalent and every model
of T is mutually algebraic then the same holds for T'

of Mutual algo only depends on the algebra of definable sets

Mutually algo structures have a weak form of GE
Thi (essentially Laskowsko) If M is mutually algebraic then
for every mutually algebraic formula D(E) there is a mutually

- Sut.algebraic formula 4(E) = Fy0(,y
↳ possibly my parameters

(5) From M⑲ !net
- 3
free



5 The proof (sort off

& computable tree with no -guessable paths
2 0, 5, P, A

T ①Th ,
0,

xrx+1
, x + x -1)

② Fou all m, v(nA(I) - 1 - A(i))
5eRn 5(i)=l 5(i)=0

↳ A(8)
, AC1 ,

A(k) , ...
codes a path through

Fix +
,
2' def. equivalent to - -> Can assume I' has

M a model of T' frnbe signature

Recall that we can view M as a model of I
So it makes sense to talk about the truth values
of ACQ)

,
A(1) , AC21,.. in M

strategy showthatthissequence is -guessable



↑'2' def.

M a
modelinalent to >

Recall that we can view M as a model of I
So it makes sense to talk about the truth values
of ACQ)

,
A(1) , AC21,.. in M

strategy show that this sequence is is-guessable
relative to an orache for M

Three steps ① Algorithm for gressing successors & predecessors
② Algorithm for guessing neighborhoods
given a n guess orL, ...,G -,

at1

③ Algorithm For guessing All , Alt, Al2), ..



5 . 1 Guessing successors & predecessors
-> using an oracte For M

Prop There is an algorithm which
, given any at

enumerates OCI) guesses for S(a) and O (1) guesses
For P(a) , with both lists containing the correct value

↑ Ps(ry) 2'-det, of S ME S(x=y &, (x,y)
↳ ②

F

Weak QF => Ms (x ,y)= 7 E Es (x,y ,E) <mut . also

Sit MEPs(x xy) -> 4,(x,y)

Candidates for S(a) : Tb / Mr Ps(a, b)'s
① Enumerable tos is existential

② Includes S(a) S(a)= b = Mkys(a,b)- M=4, (a,b)
③ Bounded size Is mute algo

Candidates for P(a) : ib/ Mr Ps(b, a)'s



S .2 Guessing neighborhoods
Prop there is an algorithm which, given at and

new,
enumerates O(ni) guesses for the sequence

a
,
att

,
at1,..., ath,

at least one of which is correct

Idea ↳ candidates for S(a)
E
al ·E ↳-- H
- of ~n k candidates for a t1
2

⑤

s i·
↑
I candidates for S(s(a))

Problem = I guesses 2

solution Mutual algo to the resource!
can show all candidates for Scal are a short

distance from a



Recall
Def Given MIT and a,

beM the distance between
a and b is the unique K-N s.ta= b+k
or b =

a+1 or if no such K exists

Prop If &(x,y) mut. algo then there is some k* N sot.
with only finitely many exceptions,

MK (a,b) -> dist(a,
b) K

The point candidates candidates For
for S(a)

X
E a+2

· e ·
dist Brist

2

* dist Ink I at most zuk candidates!



The point Naive neighborhood guessing algorithm actually
only generates O(n) candidates for a + 1

There's still a problem 0(n) candidates for a+1
does not omply 0 (n2) candidates
For the entire sequence
a, at1

, ..., a+1

But this problem ES

and the above poonteasy Ris(thoughFreightall



S .
3 Final guessing algorithm

meNProp there is an algorithm which, given 1
enumerates O(ni) guesses for the sequence
A(a) ,

AC1), ..., A(1) at least one of which is correct

Lemma For every formula (1) there is a number
k and an algorithm which

, given at and the

sequence ark,..., at , checks whether M1P(a)

↳
Essentially Follows from QE for T

-Prop PAA= L'-def. of A

Generate O(n2) guesses For , ..., & , -1
n+k
-

For each guess, compute A(d) , ..., A(k)



⑥ Questions

I Is there a natural theory with this properly?
I.. e. a natural consistent

, c.e. thy T site no thy
def- equiv to T has a computable model?

② Is there a natural consistent, c . e. theory T which

has nocompete agenmodelbutdoestinterested
③ Is there any natural ctb structure with no

computable presentation?


