
① Intro : Math Without Choice
Obligatory example

what is the difference between doing math with & without
the axiom of choice?

' You can pick one shoe

pairs of shoes↳÷"*⇒→← always choose
the leftshoe

• • •

But you can't do the same for socks

• • •

↳ identical
,
so no way

to choose

Aside when Russell originally gave this example he was careful
to say you probably actually could choose socks by using small physical
differences G.g. mass)



② You Can Divide by 3 Without Choice

Most facts about cardinal arithmetic are not provable
without choice . But surprisingly .. .

The G-F) If I and J are sets such that

13×21=-15×21 then 121=131

You can
"divide by 2

" without choice

µ→*EÉ ☐ ☐

proof
f.

② swap 00

I 2 3×2

o_O o_O ☐
0

¥:{foro-☐ o_0

☐
0
✓
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o

☐

I↳ J
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Tim For any next and any sets I and J,

11×4--1Jxnl ⇒ 111--1-01

→
correctness is disputedHistory 1901 Bernstein's thesis

division by 2, claimed proof of division by n

1922 Sierpinski
dovision by 2, tried & failed to divide by 3

1926 Lindenbaum & Tarski
division by n; paper with 144 theorems, no proofs

→
Tarski said this wasnt

1949 Tarski the 1926 proof
✗Division by 1st published accepted proof of division by nThree" L
"Division by Four

" 199¥ Conway & Doyle
simpler proof (maybe L&T's original proof]"

Pangalactic
[
2015 Doyle & QiuDivision" really simple proof



③ Can You Divide by 3 Without choice?

It is questionable whether this theorem is what
"division by n

" should mean

↳ Is Zxn the right definition of "multiplying I by n
" ?

Alternate definition : Multiplying I by n means any
set of disjoint sets of size n indexed by I

{ Ai} iez AinAj = tail - n Hiei

Note that the proof used the ordering of the fibers

Question suppose new , I and J are two sets
and {Ai9iez , {BjJj← are both collections of

disjoint sets of size n. Does

1 Until = 1¥, BjlIEI

imply 111=151 ?



Conway Can Divide

By 3,
But I can't.



or even 2 !

④ You Can't Divide by 3
"
without choice

Def shoe division by n is the following principle :

If II > n / = 1J ✗nl then 121-151

Def sock division by n is the following principle
If {Ai 's iez and {Bjsjez are both collections
of disjoint sets of size n then

IUAII = IUBJI⇒ 11=1--151

Bernstein , Tarski, Lindenbaum, Conway , Doyle, Qiu : ZF 1- shoe division by n

Question : ZF 1- sock division by in?

Answer No !



Thy Sock division by 2 is not provable in ZF

proof we will show that if this is possible then we can

choose socks for Bertrand Russell 's millionaire

0 2 2 - - - -
'

{ Aig IATKZ
0=0 0¥ ☒D= . - -

- -

we will use sock division to find

⑤ D=
a bijection UAI → ☒ 2

0
(0-0) (Q1) (ko) (1,1) . -

- .

1④ o+¥ o¥ - -
-

= in -2

it - - .

unions are £¥+, ¥+ ¥0 - - - = UAIidentical
ien

⑤ ⑤ D= ⑤(
so by sock division, IUAII =/ IN ✗ 21



⑤ Shoes us. Socks

The difference between shoe division & sock division
comes down to two different ways to define
"multiplication by n

" without choice

Multiplication by n Repeated Addition of in
121in = IUAII where {Ai3ieI

III.✗ n = II.✗ n I → is any
collection of disjoint

not well defined ! sets of size n

0 -
It turns out that c-
Russell first used his

story about shoes & socks

to explain this exact
issue!

" Introduction to
Mathematical Philosophy"

←

1919



⑥ Generalization
→ Any cardinal creaky , any set)

Def shoe division by④ is the following principle :

If IIxk / = 1J ✗ KI then 121-151

Def sock division by K is the following principle
If TAI 's iez and {Bj}jez are both collections of

disjoint sets of size K then IUAII = IUBJI⇒ 11=1--151

Def "Multiplication by K equals repeated addition of K
"

is

the following principle :

If fAi9iEI is a collection of disjoint sets of
size K then 10A:| = 1=1×151 .

Trinh sock division by K = Shoe division by K +
Multiplication by K equals repeated additionof K



This ZF proves that for any
K
, sock division by K holds

it and only if shoe division '

by K and "

multiplication
by K equals repeated addition of K " both hold

sock division = Shoe division + Multiplication is repeatedaddition
proof shoe division + repeated addition ⇒ sock division

{Ais , { Big} s.t.IUAil-IUB.gl
→
matte repeated additionq ,

shoedivision

12×141=1 .UA/--lUBj1--1J-k1 ⇒ 131--151 ✓
↳ assumption

sock division ⇒ Shoe division ✓
Sock division ⇒ multiplication = repeated addition
T.AT?ic-s--

sock division
① Ai)k = {( i, a,x) I IEZ, atAi , ✗EK } ←

unions are a {{ ( i. a , x) I ac-A.is?gic-T- ← indexed by I×K ⇒ Isak /=/ untilseekidentical 6 {{ ( i. a,×) 1 ✗ c-Aggie, ← indexed by VAT
aeAT



⑦ A Question
How powerful is sock division?

Def An n
- sock bundle is a collection { Ai9ie± of disjoint

sets of size n I = base space
UAI = total space@É¥¥¥ ITAi = global sections of {Ai9ie=

I 1 I 1 I 1

We just saw that sock division by n implies that the total spaces
of
any two n

-sock bundles over I are in bijection

Def The trivial in-sock bundle over I is I n
↳ a.k.a. n- shoe bundle

Def An isomorphism of sock-bundles {Aisiez and IBISES
is a bijection f ? UAi→ UBI such that f-(Ai)= Bi

Def An n- sock bundle {Ailsiez can be trivialized if it is

isomorphic to the trivial in-sock bundle over I

Question Does sock division imply every sock bundle can be trivialized ?


