Spans

Definition: Let S be a nonempty subset of V.
Then the span of S is the set of all linear combinations
of elements of S, i.e., the set of all elements of V' that
can be written

V=Qa1W1i + aaW9g + -+ - a4, Wy,

where each a; € R and each w; € S. The span of the
empty set is the set containing just the zero vector.

Theorem: If S is any subset of V, the span of S
is the smallest linear subspace of V' containing S.

Example Let S := (v, Vs, Vv3), where

1 0 1
V] = 0 , VO 1= 1 , V3 (— —1
1 0 1
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5
Then | =2 | € span( S), since

5
5 1 0 1
—2 = 210 +1|11})+3| —-1],0r
5 1 0 1
1 0 1
= 510 —-211]4+0)] —1
1 0 1

This is because v3 = v; — vg, SO

v = 2vg+vVvy+3vsy
= 2V2—|—V2—|—3(V1—V2)

— 5V1 — 2V2.

The ambiguity is caused by the fact that vi, va, vs
are not “linearly independent.”

Definition A sequence (vy,---vy,) is linearly
dependent if for some i, Vv; is in the span
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of the remaining vectors (vi,---V; 1,Vii1,"**Vy).
Otherwise, the sequence is linearly independent.

Thus the above sequence is not linearly
independent.

Theorem: A sequence (vi,---vy) in a vector
space V is linearly dependent if and only if there is
a sequence (x1,---x,) of numbers, not all zero, such
that

r1v1+ -, vy = 0.

As an application, here is a useful lemma.

Lemma: If (wy,---w,,) is a linearly independent
sequence in V and v € V but v &€ Span (w1, Wy,),
then the sequence (wy,---w,,,v) is linearly
independent.

Proof: Suppose £1wi+xowWw—+2+4- -2, W,,+2V =
0. If x # 0, this equation can be solved for v, showing
that v € span(wy,---w,,), a contradiction. Hence
r = 0. Hence x1wi + oWy + - - - 2,,W,, = 0. Since
(W1, -+ W) is linearly independent, each z; = 0.
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Example: Let A be an m X n matrix and let
(vi,--+Vvy,) be its columns, a sequence of n vectors
in R™. Then (vy,---vy,) is linearly dependent if and
only if the nullspace of A contains a nonzero vector.

For example, in the example we started with,
the equation vi — vo — v3 translates into the matrix
equation
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Corollary: Any sequence of n vectors in R™ with
n > m is linearly dependent.

Proof: Arranging the sequence as the columns of a
matrix A, we find an m x n matrix with n > m. We
claim that N(A) contains a nonzero vector. Find a
row echelon matrix A’ which is row equivalent to A.
Then N(A’) = N(A). Furthermore, the number m’
of nonzero rows of A’ is less than or equal to m and
hence less than n. But n — m’ > 0 is the number of
free variables, and hence there is at least one of these.
Thus N(A’) contains a nonzero vector.
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Key theorem

Theorem: Let (wq,ws, - W,,)and (vi,va, - Vy)
be sequences in a vector space V. Suppose that
(W1, Wa, - Wp,) spans V and (vy,vag,---vy,) is
linearly independent. Then n < m.

Proof: We prove that if n > m, then
(vi, Vo, -Vvy,) must be linearly dependent.

Since (W1, Wy, - Wy,) spans V, each v; can be
written as a linear combination of (wy, wa, - W,,).
Thus there exists a sequence (aij,agj, - am;) such
that v; = a;;w1 + -+ - @ jWy,. Then (a;;) forms an
m X n matrix A, with n > m. Hence its nullspace is
not trivial: there exists an X € M,;, with X # 0,
such that AX = 0. That is, there exists a sequence
(21, - xy), with x; not all zero, such that

;121 + Qi2T2 + - - Qi Ty = 0

for all 7. Let us compute z1v] + x9vo + - - - T, V.
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1V = T1a411W1 + X£1021W9o + - L1041 W1

ToVy =  T2A12W1 + T2A92W29 + -« + - L2Ay2 W2
LnVn — Lnd1nWi + LA W9 + - LnAmnWm
E Tiv; =  YiwWji +  YoWo + - YWy,
where
Y1 = x1011 + Toa19 + - xna1y, =0
Yo = T1a21 + ToQgy + - xTpaz, =0
Ym = T1Qm1 + T2Qm2 + -+ TpQmp =0
Hence x1vy + xovo + ---2,v,, = 0, and

(vi,Va,---vy) is linearly depedendent.
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Theorem: Let V' be a vector space of dimension

1. Every linearly independent sequence S in V' can be
extended to a basis for V. If S has n elements, it is
already a basis for V.

2. Every spanning sequence S in V' contains a basis
for V. If S has n elements, it is already a basis for

V.

3. If W is a linear subspace of V, then dim W <
dimV. f dimW =dimV, then W =V.

Remark: Actually carrying this out in practice may
depend on how much information you have about V.

Now suppose that (wq,---w,,) is a linearly
independent sequence in V (eg with m = 0). If
(W1, +Wy,) spans V, it is a basis. If not, there
is a v € V but not in the span, and then the new
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sequence obtained by adjoining v will still be linearly
independent. By the key theorem, this process cannot
produce a sequence with more than n elements, and
will eventually produce a basis for V. If W is a linear
subspace of V', we can start the process by choosing
vectors from W as long as possible, until the first m of
them span W, and then keep on until we get a basis
for all of V. This proves:

Lemma: If IV is a linear subspace of V, then there
is a basis (v1,---v,) for V and an integer m < n such
that (vy,---vy,) is a basis for W.

Now part 3 of the theorem is clear. Necessarily
m <mn, and if m = n. then (vy,---v,) spans both W
and V', so they must be equal.
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