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CHAPTER 1

Introduction

1.1. From lines and planes to the Zariski topology of Pn

Geometry starts with the study of points and lines in the plane. The simplest
objects are the points in the plane (as Euclid says, they have no parts) and lines are
certain sets of points.

Descartes put coordinates on the plane, so now we usually think of the plane as
a 2-dimensional vector space R2 and the lines as solution sets of linear equations. It
is a quite nontrivial theorem that this coordinatization is unique, up to affine linear
changes of the coordinates. To understand this statement, let us take a more general
point of view.

Let K be any field. Choosing Kn as our set of points and solution sets of systems of
linear equations as our preferred subsets, we get what is called n-dimensional affine
geometry over K, though n-dimensional linear geometry over K might be a better
name. It is frequently denoted by A�nK . Following Kepler (1571–1630) and Desargues
(1591–1661) we add points at infinity to get n-dimensional projective geometry over
K; the general case appears in the works of von Staudt [vS57], Fano [Fan92] and
Veblen [Veb06]. We denote it by ProjnK .

Thus the n-dimensional affine or projective geometries over a field K consist of
� point sets

Points
(
A�nK

)
= f(x1, . . . , xn) 2 Kng, or

Points
(
ProjnK

)
= f(x0: � � � :xn) 2 (Kn+1 n f0g)/K�g, and

� the linear subspaces as distinguished subsets of the point set.
By definition, the algebra of the field K determines the affine and the projective ge-
ometries. The Fundamental Theorem of Projective Geometry—which should be called
the Fundamental Theorem of Linear Geometry—says that, conversely, the geometry
of A�nK or of ProjnK determines the algebra of the field K.

The key ideas go back to Menelaus of Alexandria (c. 70-140 AD) and Giovanni
Ceva (1647–1734). The first complete proof is due to von Staudt [vS57] and general
forms are given by Whitehead [Whi06] and Veblen and Young [VY08]. We state the 2
versions separately, although they are really the same.
Theorem 1.1.1 (Affine form). Let K,L be fields and n,m � 2. Let

� : Points
(
A�nK

)
$ Points

(
A�mL

)
be a bijection that maps linear subspaces to linear subspaces. Then n = m and there is
a unique field isomorphism ϕ : K �= L, vector (c1, . . . , cm) 2 Lm and matrixM 2 GLm(L)
such that

�(x1, . . . , xn) =
(
ϕ(x1) + c1, . . . , ϕ(xn) + cn

)
�M.

5



6 1. INTRODUCTION

Theorem 1.1.2 (Projective form). Let K,L be fields and n,m � 2. Let
� : Points

(
ProjnK

)
$ Points

(
ProjmL

)
be a bijection that maps linear subspaces to linear subspaces. Then n = m, and there
is a unique field isomorphism ϕ : K �= L and matrix M 2 PGLm+1(L) such that

�(x0: � � � :xn) =
(
ϕ(x0): � � � :ϕ(xn)

)
�M.

Remark 1.1.3. The unique coordinatization in the real case now follows, since the
identity is the only automorphism of R. Note that, by contrast, the automorphism
group of C is huge, of cardinality 2jCj.

Remark 1.1.4. With some care, (1.1.1) and (1.1.2) also apply to non-commutative
fields, but from now on we consider only commutative fields.

The next natural geometry to consider is circle geometry, where we work with lines
and circles in the plane. It was discovered by Hipparchus of Nicaea (c. 190-120 BC)
that, using stereographic projection, it is better to view this as the geometry whose
points are given by the sphere

S2 := f(x1, x2, x3) 2 R3 : x2
1 + x2

2 + x2
3 = 1g,

and whose subsets are the circles contained in S2. These are also the intersections of
S2 with planes.

More generally, let K be any field of characteristic 6= 2. Let SphnK denote spherical
geometry of dimension n over K. That is, its points are

SnK := f(x0:x1: � � � :xn+1) 2 Projn+1
K : x2

1 + � � �+ x2
n+1 = x2

0g,
and its distinguished subsets are the intersections of SnK with linear subspaces. (These
are spheres if K is a subfield of R. However, if K = C then the intersection with (x3 =
� � � = xn�1 = xn � x0 = 0) is a pair of lines, so the name ‘spherical’ may be misleading.)
The Fundamental Theorem of Spherical Geometry now says the following.
Theorem 1.1.5. Let K,L be fields and n,m � 2. Let

� : Points
(
SphnK

)
$ Points

(
SphmL

)
be a bijection that maps linear intersections to linear intersections. Then n = m and
there is a unique field isomorphism ϕ : K �= L and matrix M 2 POn+1;1(L) such that

�(x0: � � � :xn+1) =
(
ϕ(x0): � � � :ϕ(xn+1)

)
�M.

Here POn+1;1(L) � PGLn+2(L) is the projective othogonal group, that is, the sub-
group of those matrices that leave the quadric SnK invariant.

Although this seems like a new result, it easily reduces to the linear geome-
try case as follows. Fix a point p 2 SnK . If K is a subfield of R then stereographic
projection shows that SnK n fpg (with the spherical subsets containing p as our sub-
sets) is isomorphic to A�nK . For arbitrary K, we get the same conclusion for SnK n
fall lines through p in SnKg.

The next natural topic could be conic geometry. Here we start with sets of points
Points

(
A�2

K

)
or Points

(
Proj2K

)
, but we work with lines and conics as distinguished

subsets.
However, nothing new happens, since we can tell which curves are conics and

which are lines. Indeed, in conic geometry, C is a line if and only if C \ C 0 consists of
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at most 2 points for every other curve C 0 (which is a conic or a line, not containing C).
Thus we recover affine geometry.

What if we fix a degree d and consider degree-d geometry in the plane? It has the
same point set as before, but we use all algebraic curves of degree� d as distinguished
subsets. That is, solution sets of the form

� f(x, y) : f(x, y) = 0g where deg f � d (affine case), or
� f(x:y:z) : F (x:y:z) = 0g where degF � d (projective case).

As before, it is not hard to show that if jKj � d+ 1, then C is a line if and only if it
has at least d+1 points and C\C 0 consists of at most d points for every other curve C 0
(of degree � d that does not contain C). Thus we get the same fundamental theorems
as in the linear case.

While restricting to small values of d may be natural, it is very unlikely that spe-
cific large values of d are of much interest. So we should instead let d become infinite
and work with all algebraic plane curves. This is planar algebraic geometry. We focus
now on the projective case, see (1.3.9) for some comments on the affine setting. As the
natural continuation of (1.1.1)–(1.1.5), the next question to consider is the following.

Question 1.1.6. Let K,L be fields and

� : Points
(
Proj2K

)
$ Points

(
Proj2L

)
a bijection that maps algebraic curves to algebraic curves. Is there a field isomorphism
ϕ : K �= L and a matrix M 2 PGL3(L) such that

�(x0:x1:x2) =
(
ϕ(x0):ϕ(x1):ϕ(x2)

)
�M?

In a surprising departure from the previous results, the answer is very field-
dependent. For illustration, let us see what happens with finite fields, R and C. For
finite fields the answer is negative for trivial reasons (though of course the cardinality
of Points

(
Proj2K) determines K).

Proposition 1.1.7. Let K be a finite field. Then every subset of Points
(
Proj2K

)
is an

algebraic curve. Thus every bijection Points
(
Proj2K

)
$ Points

(
Proj2K

)
maps algebraic

curves to algebraic curves.
In the real case the answer is again negative, but this is more unexpected. We use

RP2 to denote the real projective plane with its Euclidean topology.
Theorem 1.1.8. [KM09] Every diffeomorphism 	 : RP2 $ RP2 can be approximated
by diffeomorphisms � : RP2 $ RP2 that map algebraic curves to algebraic curves.

As an example, the simplest non-linear algebraic diffeomorphisms of RP2 are given
by

x 7! x
(
(c6 � 1)y2z2 � c2(c2x2 + c4y2 + z2)2

)
,

y 7! y
(
(c6 � 1)z2x2 � c2(c2y2 + c4z2 + x2)2

)
,

z 7! z
(
(c6 � 1)z2y2 � c2(c2z2 + c4x2 + y2)2

)
,

for any c 2 R n f�1g.
For C, and more generally for algebraically closed fields of characteristic zero, we

have a positive answer; see (1.1.13) below for a more general statement.
Theorem 1.1.9. Let K,L be algebraically closed fields of characteristic 0, and

� : Points
(
Proj2K

)
$ Points

(
Proj2L

)
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a bijection that maps algebraic curves to algebraic curves. Then there is a unique field
isomorphism ϕ : K �= L and matrix M 2 PGL3(L) such that

�(x0:x1:x2) =
(
ϕ(x0):ϕ(x1):ϕ(x2)

)
�M.

It is not unexpected that there could be a difference between the real and complex
cases, since we can get only limited information about a real polynomial if we ignore
its complex roots. Thus we should not forget about the complex points when dealing
with a projective space over R.

Note that if i is a root of a real polynomial, then so is �i. In general, working with
real polynomials only, we can detect conjugate pairs of complex numbers, but not
individual complex numbers. In order to understand how this works for other fields,
we need to think about what the basic objects of algebraic geometry are.

The reworking of the foundations of algebraic geometry, started in the 1930es by
van der Waerden, Weil and Zariski, culminated in Grothendieck’s theory of schemes
around 1960. This turned ‘algebraic geometry’ into ‘algebraic geometry.’ In these treat-
ments the primary object is not n-space Cn, but the polynomial ring C[x1, . . . , xn].

Thus in contemporary algebraic geometry we think of Cn as consisting of
� (geometry) the set of points Cn together with distinguished subsets given by

solution sets of systems of polynomial equations, and
� (algebra) the ring of all polynomial maps Cn ! C.

We usually say ‘closed sets’ instead of ‘distinguished subsets’ and call the geometric
object the Zariski topological space associated to Cn.

By Hilbert’s Nullstellensatz, the points of Cn correspond to maximal ideals of
C[x1, . . . , xn]. Thus C[x1, . . . , xn] uniquely determines the Zariski topological space. We
can thus think of (1.1.6) as a converse to Hilbert’s Nullstellensatz: Does the Zariski
topology determine the ring of polynomial functions?

Rather sloppily, standard usage does not distinguish between Cn as a point set,
vector space, Zariski topological space, variety or scheme. There is even more room
for confusion over fields that are not algebraically closed. For us these distinctions are
crucial, so let us fix our notation.

Definition 1.1.10 (Affine n-space in algebraic geometry). Let K be a field and �K � K
an algebraic closure. We denote the underlying Zariski topological space of affine n-
space by jAn

K j. It consists of the following.
(1) A point set, which can be given in 2 equivalent ways.

(a) (Geometric form) Points in �Kn modulo conjugation. That is
jAn

K jset := f(x1, . . . , xn) 2 �Kng/(x1 . . . , xn) � (σ(x1), . . . , σ(xn)),

where σ 2 Gal( �K/K) is any automorphism of �K that fixes K.
(b) (Algebraic form) The set of maximal ideals of K[x1, . . . , xn].

(2) A topology whose closed sets are the solution sets of systems of equations
f(x1 . . . , xn) 2 �Kn : f1(x1, . . . , xn) = � � � = fr(x1, . . . , xn) = 0g,

where fi 2 K[x1, . . . , xn] are polynomials.

Remark 1.1.11 (Non-closed points). The above is the traditional definition of An
K ,

see [Sha74]. In the modern scheme-theoretic version, the points of An
K correspond

to all prime ideals of K[x1, . . . , xn]. Thus our jAn
K j is the set of closed points of the
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scheme-theoretic An
K ; see (1.4.1) for details. For our current purposes, the distinction

is not important.

Definition 1.1.12 (Projective n-space in algebraic geometry). Let K be a field and
�K � K an algebraic closure. We denote the underlying Zariski topological space of
projective n-space by jPnK j. It consists of

(1) a point set

jPnK jset := f(x0: � � � :xn) 2 �Kn+1 n f0gg/(x0: � � � :xn) � (cσ(x0): � � � :cσ(xn)),

where c 2 �K� and σ 2 Gal( �K/K), and
(2) a topology, whose closed sets are

f(x0: � � � :xn) 2 �Kn+1 : F1(x0: � � � :xn) = � � � = Fr(x0: � � � :xn) = 0g,
where Fi 2 K[x0, . . . , xn] are homogeneous polynomials.

One of our theorems is the following answer to the higher dimensional version of
(1.1.6). We prove it in (7.0.4).
Theorem 1.1.13. Let K,L be fields. Assume that charL = 0 and fix n,m � 2. Let

� : jPnK j $ jPmL j
be a homemorphism (that is, a bijection that maps closed, algebraic subsets to closed,
algebraic subsets). Then n = m and there is a unique field isomorphism ϕ : K �= L, and
a unique matrix M 2 PGLm+1(L) such that

�(x0: � � � :xn) =
(
ϕ(x0): � � � :ϕ(xn)

)
�M.

Clarification 1.1.14. We need to explain what ϕ(xi) means if xi is not in K. Fix
algebraic closures �K � K and �L � L. Then ϕ extends (very non-uniquely) to a field
isomorphism �ϕ : �K �= �L. However, if (x0: � � � :xn) 2 jPnK j then

(
�ϕ(x0): � � � : �ϕ(xn)

)
2 jPmL j is

independent of the choice of �ϕ and of the particular representative of (x0: � � � :xn).

The book is devoted to extending this result from Pn to other algebraic varieties.
We discuss these in the next Section.

Another far reaching generalization of (1.1.13) is given in [BT65]; we discuss some
relationship between the two in Section 9.2.

1.2. Algebraic varieties

In this section we recall the basic definitions and theorems, leading to the Main
Question (1.2.7).

It is quite interesting that the classical algebraic geometry literature—roughly
[Sha74] and before—never actually defines what an algebraic variety is. These defi-
nitions give a variety X as a subset of jPnK j with no additional structure given. Since
the algebraic subvarieties of X were clearly understood, these definitions essentially
identify a variety X with the underlying topological space jXj.

The morphisms between varieties are then defined by hand. Thus one gets the cor-
rect definition of the category of algebraic varieties, but not of the individual varieties.

For now this traditional definition is the most natural for us, though soon we
switch to the scheme-theoretic version as in [Har77]; see 1.4.1 for further comments
and notation.
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We need to distinguish a variety X from its underlying set jXj, so we are extra
careful at the beginning.

Definition 1.2.1 (Algebraic sets, point-set version). Fix a field K. Closed subsets of
some jPnK j are the projective algebraic sets. Thus these are of the form

jXj = f(x0: � � � :xn) 2 jPnK j : F1(x0: � � � :xn) = � � � = Fr(x0: � � � :xn) = 0g,

where the Fi are homogeneous polynomials. We frequently write jXj = (F1 = � � � =
Fr = 0). The easiest to think of are hypersurfaces, these are given by 1 equation

jXF j := f(x0: � � � :xn) 2 jPnK j : F (x0: � � � :xn) = 0g.

The proofs of our theorems admit only very minor simplifications for hypersurfaces,
so nothing is lost if the reader focuses on them.

A projective algebraic set jXj is irreducible if it can not be written as a finite union
of projective algebraic sets in a nontrivial way. (That is, if jXj = [i2I jXij then jXj =
jXij for some i 2 I.) For example, a hypersurface jXF j is irreducible iff F is a power of
an irreducible polynomial.

A quasi-projective algebraic set is the difference of two projective algebraic sets
jXj = jY j n jZj. jXj is called irreducible if jY j can be chosen irreducible.

Starting with jAn
K j instead of jPnK j, we get the notion of affine algebraic sets. It is

quite useful to think of a projective algebraic set jXj � jPnK j as covered by the affine
algebraic sets jUij := jXj n (xi = 0).

Every quasi-projective algebraic set is a finite union of irreducible ones jXj =
[ijXij. Such irredundant decompositions are unique (up to ordering the jXij). These
jXij are the irreducible components of jXj. For hypersurfaces, the irreducible decom-
position corresponds to writing F =

∏
Gmi
i where the Gi are irreducible.

Definition 1.2.2 (Dimension). A point has dimension 0 and an irreducible algebraic
set jXj has dimension d iff all closed, irreducible algebraic subsets jZj ( jXj have
dimension < d. It is a non-obvious claim that dim jPnK j = n.

Definition 1.2.3 (Morphisms of algebraic sets, classical version). Fix a field K and
let jXj � jPnK j be a quasi-projective algebraic set. A morphism of jXj to jPmK j is given as

� : (x0: � � � :xn) 7!
(
F0(x0: � � � :xn) : � � � : Fm(x0: � � � :xn)

)
where

(1) the Fi are homogeneous of the same degree (so (x0: � � � :xn) = (cx0: � � � :cxn) have
the same images), and

(2) the Fi have no common zero on X (since (0: � � � :0) is not a point of jPmK j).
If the image of � lands in a quasi-projective algebraic set jY j � jPmK j, then we say that
� : jXj ! jY j is a morphism.

Two quasi-projective algebraic sets jXj � jPnK j and jY j � jPmK j are isomorphic if
there are morphisms � : jXj ! jY j and 	 : jY j ! jXj such that � � 	 and 	 � � are
both identities.

Definition 1.2.4 (Algebraic varieties and sets). Let jXj be a quasi-projective algebraic
set over a field K. The set of all morphisms jXj ! jA1

K j form a K-algebra, denoted by
K[X] as in [Sha74]. These are the regular functions on X.
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If jY j � jXj then restriction gives a K-algebra homomorphism K[X] ! K[Y ].
Letting jY j run through all open algebraic subsets of jXj, we get the sheaf of regular
functions on jXj, usually denoted by OX .

From the modern point of view, a quasi-projective algebraic set over K should be a
pair X =

(
jXj,OX

)
, where jXj is a quasi-projective algebraic set as in (1.2.1) and OX

its sheaf of regular functions.
X =

(
jXj,OX

)
is called a variety over K or a K-variety if jXj is irreducible. The

field is frequently omitted if it is clear from the context. Current algebraic geometry
considers the pair X =

(
jXj,OX

)
as the basic object.

Warning 1.2.5. All books we know follow this definition of a variety, but people fre-
quently use ‘variety’ to refer to a possibly reducible algebraic set, especially if all
irreducible components have the same dimension.

Remark 1.2.6 (The role of the field K). One needs to start with a field K in order
to define jAn

K j, jPnK j and their closed algebraic subsets. If σ : K ! L is a field isomor-
phism, then

(x0: � � � :xn) 7!
(
σ(x0): � � � :σ(xn)

)
gives a homeomorphism jPnK j � jPnLj. On the level of regular functions this is an even
more trivial operation: every K-algebra K[U ] becomes an L-algebra. This suggests
that for us it would be more natural to view each K[X] simply as ring. (This is essen-
tially what scheme theory does.) Thus to any quasi-projective algebraic set X over K
we get a quasi-projective algebraic set X� over L with the ‘same’ underlying topologi-
cal space and the ‘same’ ring of regular functions. To be very concrete, if

X = (F1 = � � � = Fr = 0) where Fi =
∑

m0;:::;mn
a

(i)
m0;:::;mnx

m0
0 . . . xmn

n , then

X� = (F �
1 = � � � = F �

r = 0) where F �
i =

∑
m0;:::;mn

σ(a
(i)
m0;:::;mn)xm0

0 . . . xmn
n .

So while ideally we should try to ignore the field as much as possible, one cannot talk
about projectivity without having a field in mind.

Now we can formulate the central problem of our work.

Main Question 1.2.7. Let K,L be fields and XK , YL quasi-projective algebraic sets
over K (resp. L). Let � : jXK j ! jYLj be a homeomorphism.

Is � the composite of a field isomorphism ϕ : K
�! L and an algebraic isomorphism

of L-varieties X’
L

�! YL?

It turns out that in this generality the answer is negative. We start by listing the
various reasons why we need restrictions on the fields and on the algebraic sets.

Negative examples
Example 1.2.8 (Dimension 0). An irreducible 0-dimensional K-variety consists of a
single point. Thus its topology carries no information about the field K.

Example 1.2.9 (Dimension 1). The closed algebraic subsets of a 1-dimensional K-
variety C are exactly the finite subsets. Thus the only topological information is the
cardinality of jCj. It is easy to see that this cardinality is jKj if K is infinite and ω0 if
K is finite.
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Example 1.2.10 (Normalization). Let us start with an example. The morphism t 7!
(t2, t3) gives a homeomorphism between the varieties A1

k and (x3 � y2 = 0) � A2
k. It

is however not an isomorphism since its inverse is (x, y) 7! y/x, but y/x is not a
polynomial.

The notion of normalization was invented to eliminate such examples. It is prob-
ably best to think of normal varieties as those where Riemann’s extension theorem
applies. Thus a C-variety X is normal iff the following holds.

� Let U � X an open, algebraic subset and g : U ! C a regular function. Then g
extends to a regular function defined at x 2 X n U iff g is bounded in an open
neighborhood (in the Euclidean topology) of x.

To be precise, the most relevant algebraic geometry notion here is not normalization,
but seminormalization; see [Kol96, Sec.I.7.2] for its definition. We comment more
about it in (1.3.4).

Example 1.2.11 (Choosing the wrong field). Let X be the R-variety (y2
n+1 + 1 = 0) �

jAn+1
R j. Despite appearances, the map � : jAn

Cj ! jXj given by

(x1, . . . , xn) 7! (x1, . . . , xn,
p
�1)

is a homeomorphism. The explanation becomes clearer algebraically:

C[x1, . . . , xn] �= R[y1, . . . , yn+1]/(y2
n+1 + 1).

Thus they have the same ideals, no matter which field we work over.
The solution is that we should always choose the largest possible field. We discuss

this in (1.2.14).

Example 1.2.12 (Purely inseparable morphisms). Assume that charK = p. Then the
Frobenius endomorphism

(x0: � � � :xn) 7! (xp0: � � � :xpn)

is a homeomorphism of jPnK j to iteslf, but it is not an isomorphism since p
p
x is not a

polynomial. In a similar way, if L/K is a purely inseparable field extension then the
identity map gives a homeomorphism jPnK j � jPmL j.

Thus in positive characteristic the best we can hope for is to get a positive answer
up to purely inseparable morphisms and field extensions.

Example 1.2.13 (Surfaces over finite fields). These unexpected examples are from
[WK81]. Let p, q be prime numbers and K � Fp, L � Fq (possibly infinite) algebraic
extensions. Then jP2

K j and jP2
Lj are homeomorphic.

More generally, many (though not all) algebraic surfaces over such fields are home-
omorphic to projective planes (see (9.3.1)).

Definition 1.2.14 (Geometric irreducibility). Let K be a field and X = (F1 = � � � =
Fr = 0) � PnK a projective, algebraic set. If L/K is a field extension then the same
equations define a projective, algebraic set

XL = (F1 = � � � = Fr = 0) � PnL.
We say that a property of X holds geometrically if the property holds for XL for every
algebraic extension L/K. In most cases it is enough to check what happens when
L = �K, an algebraic closure of K.
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Consider, for example, a hypersurface X = (F = 0). Then X is irreducible iff F is
a power of an irreducible polynomial; we may as well assume that F is irreducible.

Then X is geometrically irreducible if XL is irreducible for every algebraic exten-
sion L/K. (The old literature, for example [Wei62], uses absolutely irreducible.) For
example, X = (x2 + y2 = 0) � P2

R is irreducible but

XC = (x+
p
�1y = 0) [ (x�

p
�1y = 0) � P2

C

is reducible.
If charK = 0 and F is irreducible over K, then F either stays irreducible over L or

it decomposes as the product of distinct factors. So X is geometrically irreducible iff
F is irreducible over �K.

However, if charK = p > 0, then it can happen that we get factors with multipilicty
p. For example, start with K = Fp(t) and the irreducible polynomial F = xp + typ. Set
L = Fp(s) where sp = t. Over L we get that xp + typ = xp + spyp = (x+ sy)p.

We say that X is geometrically integral iff F is irreducible over �K. (This is a rare
example where the algebraic terminology diverges from the geometric one.) For non-
hypersurfaces, see [Har77, II.Exrc.3.15].

1.3. Main results

Our ultimate aim is to show that (1.2.8)–(1.2.13) are exceptional instances, and
in other cases the topological space jXj determines X. The strongest result we have
is the following, which may be viewed as a direct extension of (1.1.13) to algebraic
varieties.
Theorem 1.3.1. Let K,L be fields of characteristic 0 and XK , YL normal, projective,
geometrically irreducible varieties over K (resp. L). Let � : jXK j ! jYLj be a homeomor-
phism. Assume that

(1) dimX � 4, or
(2) dimX � 3 and K,L are finitely generated field extensions of Q, or
(3) dimX � 2 and K,L are uncountable.

Then � is the composite of a field isomorphism ϕ : K
�! L and an algebraic isomor-

phism of L-varieties X’
L

�! YL.

What more can be true?
It is quite likely that (1.3.1) is only the first positive result. Below we list natural

variants and generalizations. In all cases we try to state the strongest version that
is consistent with the known examples. We list them in what we expect to be an
increasing order of difficulty.
Speculation 1.3.2 (Dimension 2). Let K,L be fields of characteristic 0 and XK , YL
normal, proper, geometrically integral varieties of dimension � 2 over K (resp. L). Let
� : jXK j ! jYLj be a homeomorphism.

Then � is the composite of a field isomorphism ϕ : K
�! L and an algebraic isomor-

phism of L-varieties X’
L

�! YL.

Remark 1.3.3. In [KLOS20] (a preliminary version of this work which was mostly,
but not entirely, superseded by it), we used methods similar to (but simpler than)
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those we use here to prove the above statement when K and L are uncountable alge-
braically closed fields. The results we describe here use projectivity, but it seems more
likely than not that they can be extended to the proper case.

Speculation 1.3.4 (Reducible varieties). Let K,L be fields of characteristic 0 and
XK , YL projective varieties over K (resp. L), all of whose irreducible components have
dimension � 2. Let � : jXK j ! jYLj be a homeomorphism.

Then � lifts uniquely to a homeomorphism of the normalizations �� : j �XK j ! j �YLj.

Remark 1.3.5. Let X � P4
C be the union of the 2-planes X1 := (x1 = x2 = 0) and

X2 := (x3 = x4 = 0). They meet at the point (1:0:0:0:0). Choose � : jXj ! jXj to
be the identity on X1 and complex conjugation on X2. Then � is not the composite
of a field isomorphism and an algebraic isomorphism. The 2 irreducible components
dictate different field isomorphisms. This is the reason of the formulation of (1.3.4). It
is, however, possible that such 0-dimensional intersections provide the only counter
examples for seminormal schemes.

Speculation 1.3.6 (Unequal characteristics). Let K be a field of characteristic 0, L a
field of characteristic > 0, and XK , YL normal, projective, geometrically integral vari-
eties of dimension � 2 over K (resp. L). Then jXK j and jYLj are not homeomorphic.

Remark 1.3.7. We prove in (8.7.13) that this holds if dimX � 4.

Speculation 1.3.8 (Quasi-projective varieties). Let K,L be fields of characteristic 0
and XK , YL normal, geometrically integral varieties of dimension � 2 over K (resp. L).
Let � : jXK j ! jYLj be a homeomorphism.

Then � is the composite of a field isomorphism ϕ : K
�! L and an algebraic isomor-

phism of L-varieties X’
L

�! YL.

Remark 1.3.9. Already the affine algebraic geometry version of Theorem 1.1.13 seems
much harder, even for n = 2.

The first thing we notice is that the ‘natural’ automorphism group is now infinite
dimensional. For any polynomial g(x) 2 K[x],

(x, y) 7!
(
x, y + g(x)

)
is an automorphism of A2

K that clearly maps algebraic curves to algebraic curves.
The study of such groups of automorphisms is a fascinating subject, with many open
problems, see [Kra96].

Our methods give some information about homeomorphisms of jA2
K j. For example,

homeomorphisms of jA2
Cj map smooth rational curves to smooth rational curves.

A similar statement about jP2
Cj is very strong, since in P2 the only smooth rational

curves are lines and conics. However, jA2
Cj has many smooth rational curves, for ex-

ample (y = f(x)) for any polynomial f(x), so we are still far from getting the desired
result.

The situation is quite different for general affine schemes, see (9.6.1).

Speculation 1.3.10 (Positive characteristic). Let K,L be fields of characteristic > 0
and XK , YL normal, projective, geometrically integral varieties of dimension � 2 over
K (resp. L). Let � : jXK j ! jYLj be a homeomorphism.

Assume that K,L are not algebraic over their prime field.
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Then � is the composite of a field isomorphism ϕ : K ins �! Lins of their purely
inseparable closures, and a purely inseparable algebraic morphism of Lins-varieties
X’
Lins

�! YLins.

Remark 1.3.11. As we noted in (1.2.13), there are many 2-dimensional counter ex-
amples if K,L are algebraic over their prime field. We did not suceed in making 3-
dimensional counter examples, and we are not sure what to expect.

1.4. Scheme-theoretic formulation

Much of modern algebraic geometry is written using the language of schemes; a
standard introduction is [Har77]. For the questions we are considering, the differ-
ences between the classical and the scheme theoretic do not matter, but it useful to
know how to switch between the 2 versions.

Definition 1.4.1 (Varieties as schemes). Let X = (jXj,OX) be a quasi-projective alge-
braic set with its sheaf of regular functions. The scheme Xsch = (jXschj,OXsch) associ-
ated to it is obtained as follows.

(1) The points of jXschj are the closed, irreducible subsets jZj � jXj. Let us denote
the point corresponding to Z by ηZ . It is customary to identify a point p 2 jXj
with ηp, and view jXj as a subset of jXschj. We refer to ηZ as the generic point
of jZj.

(2) The closure of ηZ is �ηZ := fηW : jW j � jZjg. This defines a topology on the
points of jXschj. We denote this topological space by jXschj. The subspace topol-
ogy on jXj agrees with the previous topology jXj, thus jXj and jXschj uniquely
determine each other.

(3) If jU schj � jXschj is an open set then jU j := jU schj \ jXj � jXj is open and we set
OXsch(U) = OX(U). Again, the sheaves OXsch and OX uniquely determine each
other.

Scheme theory also studies much more general objects. The classical quasi-projective
sets over k correspond to reduced schemes that are quasi-projective over k.

Convention 1.4.2. Since (X,OX) and (Xsch,OXsch) determine each other, they are rou-
tinely identifed in the algebraic geometry literature, and one simply writes X to de-
note a scheme.

We follow this practice and use X to denote a scheme. Thus it is a pair X =(
jXj,OX

)
where jXj is the underlying Zariski topological space and OX its sheaf of

rings.

The scheme theoretic version of (1.3.1) is the following. Its advantage is that the
fields do not play a role in its formulation, and so ‘geometric irreducibility’ is replaced
by the simpler ‘irreducibility’ assumption.
Theorem 1.4.3. Let X and Y be normal, projective, irreducible schemes over fields of
characteristic 0. Let � : jXj �! jY j be a homeomorphism. Assume that

(1) dimX � 4, or
(2) dimX � 3 and the fields are finitely generated field extensions of Q, or
(3) dimX � 2 and the fields are uncountable.

Then � extends to an isomorphism �sch : X
�! Y of schemes.
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1.5. Organization of the book

(1.3.1) is the culmination of several reconstruction results proved in [KLOS20,
Kol20]. Here in the introduction we highlight a few main results. The reader wanting
a more complete description of our results and outline of the text is advised to read
this introduction along with the individual chapter introductions.

Our approach in this book naturally breaks into two parts:
� Reconstruction of X from jXj together with the additional information of the

linear equivalence relation on divisors.
� Reconstruction of linear equivalence from jXj.

We briefly describe each of these two parts.

Reconstruction of X from jXj and its divisorial structure
Recall that a (Weil) divisor on a variety is a Z-linear combination of irreducible

closed subsets of codimension 1. Since “irreducible closed subset of codimension 1" is
a purely topological notion (the codimension 1 irreducible closed subsets being the
maximal proper ones), the group of Weil divisors on X is determined by jXj. However,
the linear equivalence relation on the group of divisors depends, a priori, on more
than just jXj.

The divisorial structure of X is the topological space jXj together with the linear
equivalence relation � on the group of Weil divisors of X. Our main reconstruction
result for varieties together with the divisorial structure is as follows.
Theorem 1.5.1. Let K,L be fields and let XK , YL be normal, proper, geometrically
integral varieties over K (resp. L). Let � : jXK j ! jYLj be a homeomorphism such that
for D1, D2 effective divisors on X, �(D1) � �(D2) if and only if D1 � D2. Assume that

(1) either K is infinite and dimX � 2,
(2) or K is a finite field of cardinality > 2 and dimX � 3,
(3) or K �= F2, dimX � 3, and X is Cohen-Macaulay.

Then � is the composite of a field isomorphism ϕ : K ! L and an algebraic isomor-
phism of L-varieties X’

L ! YL.

Reconstruction of divisorial structure from jXj
Quite surprisingly, over fields of characteristic 0 one can often recover the linear

equivalence relation on divisors from the topological space jXj. Our main result in
this regard is the following, which is a slightly simplified version of (8.9.13) below.
Theorem 1.5.2. Let k be a field of characteristic 0 and X/k a normal, projective, geo-
metrically irreducible k-variety. Assume that

(1) dimX � 4, or
(2) dimX � 3 and k is a finitely generated field extension of Q, or
(3) dimX � 2 and k is uncountable.

Then jXj determines linear equivalence of divisors.

Remark 1.5.3. Here is a very rough idea why small or very large fields help us.
Assume that f is a rational function on a variety X, and we know its zero set Z0 :=
(f = 0) and its polar set Z1 := (f = 1). Note that if gn = c � fm for some c 2 k� and
m,n 2 N, then g and f has the same zero and polar sets. If Z0 and Z1 are irreducible,
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then the converse also holds. Thus we are in a better situation if there are many
rational functions with irreducible zero and polar sets.

If dimX � 2 then Bertini’s theorem guarantees that almost every rational function
is such. If dimX = 1 and k is algebraically closed, there may not be any such functions.
However, if k is a finitely generated field extension of Q, then Hilbert’s irreducibility
theorem guarantees that there are many such functions.

We need to apply such considerations not to the original variety X, but in the
following setting:

� C � X is a curve, Y � X is an irreducible subvariety to which the above
considerations apply, and C \ Y is a single point.

Except in rare instances, for instance when X = Pn, this can be arranged only if
dimX > 1 + dimY .

Such considerations lead to the notion of Bertini-Hilbert dimension of a field (which
is either 1 or 2; see (8.6.5)). Then the assumptions (1.3.1 (1)) and (1.3.1 (2)) can be
weakened to requiring that the dimension of X be greater than 1 + BH(k).

Finally, our real problem is when the zero and polar sets have ‘unexpected’ irre-
ducible components. In algebraic geometry it is usually easy to show that ‘unexpected’
things can happen in only countably many ways. So over uncountable fields, most
functions do not behave in ‘unexpected’ ways.

In combination with (1.5.1), this yields (1.3.1).
Correspondingly, the book is broadly organized into two parts. In the first part,

consisting of Chapters 2 through 5, we prove (1.5.1) by observing that the divisorial
structure lets us define linear systems of effective divisors, reconstructing the pro-
jective structure on linear systems using variants of the Fundamental Theorem of
Projective Geometry, and then reconstructing rings of functions using these linear
systems. In Chapters 7 and 8, we deduce (1.3.1) from Theorem 1.5.1 by first recon-
structing a weaker equivalence relation for divisors purely from the topology, then
using that to reconstruct various types of geometric data, and finally reconstructing
the usual linear equivalence relation for divisors. Beforehand, in Chapter 6, we give
a simpler argument following a similar strategy for varieties over an uncountable al-
gebraically closed field and also collect various results about pencils that are used in
that chapter and subsequent ones.

Chapter 9 includes complements, counterexamples, and conjectures: a topological
Gabriel theorem, various types of schemes for which results of the type we describe
here fail, and several questions and conjectures about extensions of our results to
larger classes of schemes and positive characteristic.

Ancillary results are collected in appendices. These are mostly known but are in-
cluded as we found it hard to find references for the precise statements that we need.
The reader may wish to consult the appendices only as needed while reading the main
parts of the book.

The first appendix recalls the definitions and basic properties of locally finite,
Mordell-Weil, anti–Mordell-Weil and Hilbertian fields. This appendix is included at
the end of Chapter 7, where these notions are first used. The second appendix, which
appears at the end of Chapter 8, we introduce the notion of weakly Hilbertian fields,
(8.10.1). This notion is new and may be of independent interest.
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Chapter 10 contains various background material which is used in the book, but
follows more standard algebraic geometry terminology. In Sections 10.1 and 10.2 we
summarize properties of complete intersections and various Bertini-type theorems.
The theory of the Picard group, Picard variety, and Albanese variety is recalled in Sec-
tion 10.3. The literature is much less complete about the class group and its scheme
version, which does not even seem to have a name. Basic results on commutative
algebraic groups and the multiplicative group of Artin algebras are studied in Sec-
tion 10.4.

1.6. Remarks on existing literature

This work has its origins in trying to understand the derived category of coherent
sheaves on an algebraic variety and to what extent it determines the variety [LO21].
While this project took quite a different direction, and the work in this book is not
directly related to derived categories of coherent sheaves, this idea of categorical
invariants determining a variety nonetheless provided significant inspiration. The
most classical example of such categorical reconstruction results is the following the-
orem [Gab62,Ros98].
Theorem 1.6.1 (Gabriel-Rosenberg). A quasi-separated scheme is determined by its
associated abelian category QCoh(X) of quasi-coherent sheaves.

Note that in the case when X is a finite type scheme over a field k the category of
quasi-coherent sheaves captures the information of the topological space jXj. Indeed,
the subcategory of coherent sheaves Coh(X) can be identified with the finitely pre-
sented objects of QCoh(X), and the skyscraper sheaves of points can be identified in
Coh(X) as the objects F2 Coh(X) having the property that any non-zero epimorphism
F! F0 is an isomorphism. Thus from QCoh(X) we can recover the set of closed points
of X. Furtermore, for an object F 2 Coh(X) we can characterize its support among
the closed points as those points for which the associated skyscaper sheaf admits an
epimorphism from F. Using this we can therefore recover the Zariski topology on the
closed points, and therefore also the entire Zariski topological space jXj. The results
of this book imply that in many instances there is no loss of information in passing
from QCoh(X) to jXj.

Another variant direction one can consider is the problem of reconstructing the
function field, or equivalently the birational equivalence class, of a variety from other
data. This is a very natural problem to consider in the context of derived categories of
coherent sheaves (see for example [LO21, §4]. In particular, we mention the program
of Bogomolov and Tschinkel [BT11, BT13, BT12, BT09, BRT19]. While this work is
in the context of Grothendieck’s anabelian geometry, and the work here has a some-
what different emphasis, the ideas presented here are very much extensions of those
of the Bogomolov-Tschinkel program. The core idea in this work is to notice that if K
is the function field of a variety over a field k then K�/k� has the structure of a projec-
tive space (infinite dimensional) and a group, and this structure contains a significant
amount of information about K. In particular, the Bogomolov-Tschinkel program re-
lates this structure to Galois theory. The referenced articles contain many results in
this direction. Here we just mention one of them to give the flavor:
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Theorem 1.6.2 (Theorem 1 of [BT11]). Let K be a function field of transcendence
degree at least 2 over the algebraic closure k of a finite field, and let ` be a prime
invertible in k. Let GK be the pro-`-completion of the absolute Galois group of K, and
let GcK be the quotient of GK by the second step of the descending central series, so we
have an extension

1! [GK , GK ]/[GK , [GK , GK ]]! GcK ! GaK ! 1,

where GaK is the abelianization of GK . Then GcK , as a pro-`-group, determines the pair
(K, k).
Remark 1.6.3. Note that the group GaK is closely related to K� via Kummer theory.
In fact, in loc. cit. the formulation is in terms of GaK and certain subgroups, which can
be recovered from GcK .

The consideration of K�/k� as above also naturally leads to studying reconstruc-
tion of functions fields from Milnor K-theory. This has been done by Bogomolov and
Tschinkel [BT09] as well as Cadoret and Pirutka [CP18]. A fundamental result in
this direction is the following:
Theorem 1.6.4 (Theorem 4 of [BT09]). Let K be a function field of transcendence
degree � 2 over an algebraically closed field k. Then (K, k) is determined by the first
and second Milnor K-groups of K.

More refined results, including results over non-closed fields are obtained in [CP18].
Instead of Milnor K-theory one might also naturally consider Galois cohomology. This
direction was pursued by Topaz in [Top17,Top16]

All of the results mentioned, as well as the work in this book, are focused on di-
mensions � 2. In [BKT10] Bogomolov, Korotiaev, and Tschinkel formulated a conjec-
ture for curves over an algebraically closed field. Namely, if C is a smooth projective
curve over an algebraically closed field k then one can consider the data (J(k), P (k), i :
C(k) ↪! P (k)), consisting of:

(i) The k-points J(k) of the Jacobian of C — an abelian group.
(ii) The set P (k) of isomorphism classes of degree 1 line bundles on C — a set

with a simply transitive action of J(k).
(iii) The subset i : C(k) ↪! P (k) given by sending a point to the class of its associ-

ated line bundle.
The conjecture is that the data (J(k), P (k), i : C(k) ↪! P (k)) determine (C, k). Using

deep results in model theory, Zilber addressed this conjecture in [Zil14]. Our own
lack of expertise in model theory has rendered us unable to understand the proof. It
would be very interesting to understand the situation for curves solely using algebraic
geometry.
Remark 1.6.5. As we explain in (4.3.2), the assumption that k is algebraically closed
is necessary. This is model-theoretically reasonable (in the sense that the model the-
ory of algebraically closed fields is far more tractable than that of other fields), but we
believe that an algebro-geometric proof of the curve case could also illuminate what
is truly required of the base field for this to be true.

Related to this is also the work of Borel and Tits [BT73] showing that in certain
cases homomorphisms between the k-points of algebraic groups are induced by homo-
morphisms of Lie groups (group schemes).
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Another direction that has been fruitfully studied concerns reconstruction results
for the étale topos. In particular, we note the work of Voevodsky, including the follow-
ing.
Theorem 1.6.6 (Corollary 3.1 of [Voe90]). Let K be a field finitely generated over
Q and let X and Y be normal finite type K-schemes. If there exists an equivalence
X�et ’ Y�et of étale topoi over (Spec(K))�et then X and Y are isomorphic (as K-schemes).

In fact, Voevodsky proves stronger results concerning morphisms of schemes, and
not just isomorphisms, and also results in low dimensions; for example, in dimension
0 (giving back the Ikeda–Iwasawa–Neukirch–Pop–Uchida theorems [Pop94]) and di-
mension 1.

Related to Voevodsky’s work on the étale topos is the work of Barwick, Glasman,
and Haine on exodromy [BGH18], which yields a reconstruction of the étale topos
from a category consisting of points together with étale specializations. This work
builds on work of Lurie [Lur17, Appendix A].

1.7. Remarks on Terminology and Notation

At the end of the text we have included indices of terminology and notation. We
highlight here a few items of particular importance in the text.

Varieties and schemes
As mentioned in Section 1.4, in the writing of this book a choice had to be made in

the basic language of algebraic geometry. Since we are primarily interested in quasi-
projective varieties over a field, we have chosen to mostly use the classical terminology
of varieties. Of course, the reader who wishes can make the translation to the lan-
guage of schemes. Specifically, we make the convention (which follows other standard
treatments such as [Sta15, Tag 020D]) that for a field K a variety over K, sometimes
called a K-variety, is an integral scheme X over K such that the structure morphism
f : X ! Spec(K) is separated and of finite type. Occasionally, we will need to work
with possibly non-reduced or reducible schemes, such as when considering zero-loci of
hyperplane sections of a projective variety, in which case we use the scheme-theoretic
language.

The language of varieties, while perhaps making the material accessible to a wider
audience, has a drawback when considering morphisms. A morphism f : X ! Y of
K-varieties X and Y is a morphism of schemes over K. We will often have occasion to
consider morphisms between varieties defined over different fields. If X is a variety
over a field K and Y is a variety over a field L and ϕ : L ! K is an isomorphism of
fields, then a ϕ-linear morphism of varieties α : X ! Y is a morphism of schemes
fitting into a commutative diagram

X
� //

��

Y

��
Spec(K)

’ // Spec(L).

Equivalently, if Y ’ := Y �Spec(L) Spec(K) then α is a morphism of K-varieties X ! Y ’.
In a few places we will also need to consider morphisms f : X ! Y between the

underlying schemes, in which case we say that f is a morphism of schemes. That is, if

https://stacks.math.columbia.edu/tag/020D
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X and Y are K-varieties then a morphism of varieties X ! Y is a K-linear morphism
of schemes whereas a morphism of schemesX ! Y is a morphism of schemes, without
reference to the ground field.

Projective spaces
Let k be a field and V a finite dimensional k-vector space.
Following the convention established by Grothendieck, in algebraic geometry the

projective space associated to V—denoted by P(V )—is a k-variety whose k-points cor-
respond to 1-dimensional quotients of V . It has a Zariski topology and a sheaf of
functions. We write simply Pnk to denote n-dimensional projective space as a variety
over k.

In classical projective geometry, the projective k-space associated to V is usually
the set of 1-dimensional subspaces of V , together with its linear subspaces. We use
P(V ) to denote the set of 1-dimensional subspaces of V , together with its set of lines.
We call it discrete projective space over k if we aim to emphasize the distinction. As
sets, P(V _)(k) and P(V ) are naturally in bijection.

It is unfortunate that the natural interpretations of projective space, as classify-
ing either quotients or subspaces, differ depending on the point of view. In algebraic
geometry the perspective of quotients is more natural, whereas in classical projective
geometry or other parts of geometry subspaces are preferable. We opt for the above
conventions, which reflects the natural perspective in different contexts, rather than
choosing a particular option which would make certain sections of the book notation-
ally difficult.

At first sight, going from P(V _) to P(V ) loses a lot of information. The structure
sheaf is gone and we keep only the lines from the large collection of subvarieties.
Nonetheless, (1.1.13) says that we can recover P(V _) from P(V ).

Linear systems
The literature is very inconsistent about linear systems, both conceptually and

notationally. Some of the differences are quite important for us, so we set down our
conventions.

Let X be a normal, geometrically integral variety over a field k, and let L be a
rank 1, reflexive sheaf on X. Assume that X is proper, or at least H0(X,OX) = k.

1.7.1 (Complete linear systems). The complete linear system associated to L is usually
denoted by jLj. However, in the literature this notation is used for 3—closely related
but different—objects. We distinguish between them as follows.

(i) jLjvar is the k-variety Pk
(
H0(X,L)_

)
.

(ii) jLj is the set of k-points of jLjvar, viewed as a discrete projective k-space in
the sense of classical projective geometry. That is, jLj is a set together with
the additional data of the set of lines.

(iii) jLjset is the set of k-points of jLjvar, with no additional structure.
We can also define jLjset as

(iii0) nonzero sections of L modulo k�-scalars, or
(iii00) the set of effective Weil divisors D on X such that L�= OX(D).
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Note that (iii00) is sometimes given as the definition, but in the literature this almost
always means (ii). That is, the discrete projective k-space structure is tacitly under-
stood.

There is usually very little danger of confusion if one considers (i) and (ii) the
‘same’ and authors usually switch between them without mention. We will follow
this practice and use jLj to denote either of these versions, unless the distinction is
important.

In many cases the context dictates which variant one means. For example, when
one says that the linear system defines a rational map X 99K jLj_, then jLj_ must
denote the dual of jLjvar, as a k-variety.

However, the main theme of our treatment is that if we are given the set jLjset for
every L, then we can recover their projective k-space structures. So using a different
notation for the underlying set is very important for us.

If D is a Weil divisor, it is standard to write jDj for jOX(D)j; we also use jDjset for
jOX(D)jset. Unfortunately, the notation jDj is also used for incomplete linear systems;
we discuss this issue next.

1.7.2 (Linear systems). Incomplete linear systems are linear subspaces of complete
linear systems. Again the variants (1.7.1 (i)–(iii)) are used usually interchangeably.

Here the classical notation is usually jDj, the reader is expected to figure out
whether this means the complete linear system or not. The book [Har77, Sec.II.7]
uses d to denote not necessarily complete linear systems, but this is not in wide-
spread use, and not easily adaptable for linear systems like jAj or jBj.

We believe that the following conventions are used in most of the literature.
(i) jLj denotes the complete linear system for a rank 1, reflexive sheaf L.

(ii) Pencils, that is, linear systems of dimension 1, are not assumed complete.
(iii) If one gives first a divisor D, then after that jDj is supposed to be complete.

This applies especially to statements like “Let D be a ... divisor, then jmDj is
... for m� 1.”

(iv) If one starts with a linear system jDj (where D was not previously named), it
is allowed to be incomplete.

In questionable cases we will try to clarify whether we use complete or not necessarily
complete linear systems, but decades of bad habits are hard to break.

Warning 1.7.3. Let X be a proper, normal, irreducible variety over a field k such
that K = H0(X,OX) 6= k. In this case the sheaf-theoretic and the divisor-theoretic
definitions of linear systems are in serious conflict.

For a line bundle L, the natural definition is

jLj :=
(
H0(X,L) n f0g

)
/k�.

However, two sections determine the same divisor D if and only if they differ by mul-
tiplication by K�. So the natural thing is to set

jDj :=
(
H0(X,OX(D)) n f0g

)
/K�.

Thus jDj 6= jOX(D)j. They are over different fields and in fact

dim jOX(D)j = deg(K/k) � dim jDj.
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Our main results are about geometrically integral varieties, so we do not need to
worry about this discrepancy. However, we do restrict divisors to subvarieties that
need not be geometrically integral. Then we naturally end up in jDj not in jOX(D)j,
and care must be taken in regards to this distinction.
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CHAPTER 2

The fundamental theorem of projective geometry and variants

In this section, we prove two strengthenings of the classical Fundamental Theo-
rem of Projective Geometry, which states that linearity of a map of projective spaces
can be detected simply by the preservation of lines. Our strengthenings have to do
with assuming only that general lines (either a Zariski open set – over infinite base
fields – or a suitably high fraction of lines – over finite base fields) are known to be
mapped to lines. This arises in the following way in Chapter 3. If X is a projective
variety over a field k and L is an ample invertible sheaf then we can characterize
certain lines in jLj purely from the topological space jXj. Namely, viewing jLjset as
the set of effective divisors D in X whose associated line bundle is isomorphic to L

we define for a closed subset Z � jXj the set V (Z) � jLjset to be the effective divisors
D which contain Z. This is a linear subspace, and Bertini’s theorems imply that this
construction defines many lines, but also naturally leads us to consider situations
where the dimension of V (Z) is larger than expected.

The main results of this chapter are (2.1.5) (and its variant (2.2.1)) over infinite
fields, and (2.3.1) over finite fields.

2.1. The fundamental theorem of definable projective geometry

Here we discuss a variant of the Fundamental Theorem of Projective Geometry
in which one only knows distinguished subsets of “definable” lines in the projective
structures and one still wishes to produce a semilinear isomorphism between the
underlying vector spaces that induces the isomorphism on a dense open subset. In
Section 3.3 and Chapter 4 we explain how to use this theory to reconstruct varieties.

For P(V ) the abstract projective space arising from a vector space V as in !!, we
denote the set of lines in P(V ) by Gr(1,P(V )). Both P(V ) and Gr(1,P(V )) may be
endowed with Zariski topologies, in the classical sense of the Zariski topology on the
k-points of a variety.

Definition 2.1.1. A definable projective space is a triple (k, V, U) consisting of an infi-
nite field k, a k-vector space V , and a subset U � Gr(1,P(V )) which contains a dense
Zariski-open subset of the space Gr(1,P(V )) of lines in the projective space P(V ). The
dimension of (k, V, U) is defined to be

dim(k, V, U) := dimk V � 1.

In other words, a definable projective space is a projective space together with a
collection of lines that are declared “definable” subject to some conditions.

Definition 2.1.2. Let k be a field and V a k-vector space. The sweep of a subset
U � Gr(1,P(V ))(k), denoted SU(P(V )) is the set of p 2 P(V ) that lie on some line
parametrized by U .

25
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2.1.3. Let (k, V, U) be a definable projective space. Then there exists a maximal subset
U� � U which is a Zariski open subset of Gr(1,P(V )). Furthermore, (k, V, U�) is again
a definable projective space. This is immediate from the definition.

Example 2.1.4. Fix a projective k-variety (X,OX(1)) of dimension d at least 2. Given
a closed subset Z � X, we can associate the subspace V (Z) � jO(1)j of divisors that
contain Z. The lines of the form V (Z) give a subset of Gr(1, jO(1)j) (see Section 3.3).
These are the definable lines we will consider.

The main goal of this section is to prove the following result.
Theorem 2.1.5. Suppose (k1, V1, U1) and (k2, V2, U2) are finite-dimensional definable
projective spaces of dimension at least 2. Given an injection ϕ : P(V1) ! P(V2) that
induces an inclusion λ : U1 ! U2, there is an isomorphism σ : k1 ! k2 and a σ-linear
injective map of vector spaces ψ : V1 ! V2 such that P(ψ) agrees with ϕ on a Zariski-
dense open subset of P(V1) containing the sweep of (k1, V1, U

�
1 ).

Remark 2.1.6. In (2.1.5) we can without loss of generality assume that

U2 = Gr(1,P(V2))(k).

However, we prefer to formulate it as above to make it a statement about definable
projective spaces.

Remark 2.1.7. If either the dimensions of V1 and V2 are equal or we assume that
λ(U�1 ) � Gr(1,P(V2)) is dense, then the map ψ is an isomorphism. In the case when
the dimensions are equal this is immediate, and in the second case observe that if
V1 
k1;� k2 ( V2 is a proper subspace then there exists a dense open subset W �
Gr(1,P(V2)) of lines which are not in the image of P(ψ), contradicting our assumption
that P(ψ)(U�1 ) = λ(U�1 ) is dense.

Remark 2.1.8. Observe that two lines in a projective space are coplanar if and only if
they intersect in a unique point. This enables us to describe the map P(ψ) as follows.
Let U 0 � U1 be any dense Zariski open subset of Gr(1,P(V1)), and let P 2 P(V1) be
a point. Choose any line ` � P(V1) corresponding to a point of U 0 and not containing
P (this is possible since U 0 is an open subset of Gr(1,P(V1))), and let Q,R 2 ` be two
distinct points. Let LP;Q (resp. LP;R) be the line through P and Q (resp. P and R), and
choose points S 2 LP;Q � fP,Qg and T 2 LP;R � fP,Rg such that the line LS;T through
S and T is also given by a point of U 0 (it is possible to choose such S and T since U 0 is
an open set). The lines LS;T and LQ;R = ` are then coplanar and therefore intersect in
a unique point E. It follows that ϕ(LS;T ) and ϕ(LQ;R), which are lines since LS;T and
LQ;R are definable, are coplanar since they intersect in ϕ(E). It follows that the lines
in P(V2) given by L’(Q);’(T ) and L’(S);’(R) are coplanar and consequently intersect in a
unique point, which is P(ψ).

This description will play an important role in Section 2.3 below.

Proof of (2.1.5). This proof is very similar to the proof due to Emil Artin in the clas-
sical case, as described by Jacobson in [Jac85, Section 8.4].

We may without loss of generality assume that U1 = U�1 .
Let us begin by showing the existence of the isomorphism of fields σ : k1 ! k2. The

construction will be in several steps.
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First we set up some basic notation. Let V be a vector space over a field k. For a
nonzero element v 2 V let [v] 2 P(V ) denote the point given by the line spanned by v.
For P 2 P(V ) write `P � V for the line corresponding to P , and for two distinct points
P,Q 2 P(V ) write LP;Q � P(V ) for the projective line connecting P and Q. If P = [v]
and Q = [w] then LP;Q corresponds to the 2-dimensional subspace of V given by

Span(v, w) := fav + bwja, b 2 kg.
If L � P(V ) is a line and P,Q,R 2 L are three pairwise distinct points then there

is a unique k-linear isomorphism L
�! P1(k) sending P to 0, Q to 1, and R to1. For a

collection of data (L, fP,Q,Rg) we therefore have a canonical identification

εP;Q;R : k
�! L� fRg.

In the case when L = L[v];[w] for two non-colinear vectors v, w 2 V �f0g we take P = [v],
Q = [v + w], and R = [w]. Then the identification of k with L� fRg is given by

a 7! v + aw.

Suppose given (L, fP,Q,Rg) as above, and fix a basis vector vP 2 `P . Then one
sees that there exists a unique basis vector vR 2 `R such that [vP + vR] = Q. This
observation enables us to relate the maps εP;Q;R for different lines as follows.

Consider a second line L0 passing through P and equipped with two additional
points fS, Tg, and let a, b 2 k � f0g be two scalars. We can then consider the two lines

LT;R, L�P,Q,R(a);�P,S,T (b),

which will intersect in some point

fOg = LT;R \ L�P,Q,R(a);�P,S,T (b).

The situation is summarized in the following picture, where to ease notation we write
simply a (resp. b) for εP;Q;R(a) (resp. εP;S;T (b)):
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Figure 1

If we fix a basis element vP 2 `P we get by the above observation a basis vector vQ
(resp. vR, vS, vT ) for `Q (resp. `R, `S, `T ), which in turn gives an identification

ε[vT ];[vT +vR];[vR] : k
�! LT;R � fRg.

An elementary calculation then shows that

O = ε[vT ];[vT +vR];[vR](�a/b).
In particular, if a = b then the point O is independent of the choice of a, and further-
more it follows from the construction that O is also independent of the choice of the
basis element vP .
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Consider now a definable projective space (k, V, U), and let L0 � P(V ) be a defin-
able line with three points P,Q,R 2 L. Fix a 2 k so we have a point

εP;Q;R(a) 2 L0.

Let MP denote the variety classifying data (L, fS, Tg), where L is a line through P
and fS, Tg is a set of two additional points on L such that P , S, and T are all distinct.
The varietyMP has the following description. The point P corresponds to a line `P � V
and the set of lines passing through P is given by P(V/`P ). If L ! P(V/`P ) denotes
the universal line in P(V ) passing through P then there is an open immersion

MP � L�P(V=‘P ) L,

whence MP is smooth, geometrically connected, and rational. Since k is infinite it
follows that the k-points of MP are dense.
Lemma 2.1.9. Fix a 2 k. There exist a nonempty open subset UP;a � MP such that if
(L, fS, Tg) is a line through P with two points corresponding to a point of UP;a then the
lines

(2.1.9.1) LP;T , LT;R, L�P,Q,R(a);�P,S,T (a)

are all definable.

Proof. We may without loss of generality assume that U = U�.
Let Q0 2 MP denote the point corresponding to (L0, fQ,Rg). The procedure of as-

signing one of the lines in (2.1.9.1) to a pointed line (L, fS, Tg) is a map

q : MP ! Gr(1,P(V )).

Note that the image of this map contains the point corresponding to the line L0, and
therefore the inverse image q�1(U) is nonempty. Since MP is integral it follows that
the intersection of the preimages of U under the three maps defined by (2.1.9.1) is
nonempty. �

A variant of the above lemma is the following, which we will use below.
Lemma 2.1.10. With notation as in (2.1.9), let P,Q 2 P(V ) be two points in the sweep
of U�. Then there exists a definable line LP through P and a definable line LQ through
Q such that LP and LQ intersect in a point R.

Proof. Let NP � Gr(1,P(V )) denote the set of lines through P , so NP ’ P(V/`P ) for
the line `P � V corresponding to P . Let L! NP denote the universal line through P ,
and let s : NP ! L denote the tautological section. Then the natural map

L� fs(NP )g ! P(V )� fPg

is an isomorphism, since any two distinct points lie on a unique line. The set of points
of P(V ) � fPg which can be connected to P by a line given by a point of U� is under
this isomorphism identified with the preimage of U� \ NP . In particular, this set is
nonempty and open. It follows that the set of points of P(V )(k) which can be connected
to both P and Q by lines given by points of U� is the intersection of two dense open
subsets, and therefore is nonempty. �

With these preparations we can now proceed with the proof of (2.1.5). With the
notation of that theorem, let us first define the map σ : k1 ! k2. Choose a definable
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line L0 � P(V1) together with three points P,Q,R 2 L0 such that ϕ(L0) � P(V2) is also
a definable line. We then get a map

k1 L0 � fRg ϕ(L0)� fϕ(R)g k2,
�P,Q,R ’ (�ϕ(P ),ϕ(Q),ϕ(R))

�1

which we temporarily denote by σ(L0;fP;Q;Rg).

Claim 2.1.11. The map σ(L0;fP;Q;Rg) is independent of (L0, fP,Q,Rg).
Proof. Let (L00, fP 0, Q0, R0g) be a second definable line with three points. Given a 2 k1,
we will show that

σ(L0;fP;Q;Rg)(a) = σ(L00;fP 0;Q0;R0g)(a).

From the definition, we see that this holds for a = 0 and a = 1, so we assume that
a 6= 0 in what follows. First consider the case when P = P 0. By (2.1.9) we can find a
line L with two points fS, Tg such that the lines (2.1.9.1) are all definable, as well as
the lines (2.1.9.1) obtained by replacing (L0, fP,Q,Rg) with (L00, fP,Q0, R0g)

The picture in Figure 1 is taken by ϕ to the corresponding picture in P(V2). Looking
at the intersection point it follows that

σ(L0;fP;Q;Rg)(a) = σ(L;fP;S;Tg)(a) = σ(L00;fP;Q0;R0g)(a).

It follows, in particular, that the map σ(L0;fP;Q;Rg) is independent of the points Q
and R. Since σ(L0;fR;Q;Pg) is given by the formula

ιk2 � σ(L0;fP;Q;Rg) � ιk1 ,

where ιkj denotes the involution of k�j given by u 7! u�1 , it follows that the map
σ(L0;fP;Q;Rg) is independent of the triple fP,Q,Rg, so we get a well-defined map σL0 :
k1 ! k2. Now for a second definable line L00 which has nonempty intersection with L0

the intersection, the point P := L0 \ L00 is on both lines so we can apply the preceding
discussion with the two lines L0 and L00 and Q,R and Q0, R0 chosen arbitrarily to de-
duce the independence of the choice of (L0, fP,Q,Rg). Finally for an abitrary definable
line we can by (2.1.10) find a chain (in fact of length 2) of definable lines which connect
the two, which concludes the proof.. �

Let us write the map of (2.1.11) as σ : k1 ! k2.
Claim 2.1.12. The map σ is an isomorphism of fields.

Proof. First note that by construction the map σ sends 1 to 1 and is compatible with
the inversion map a 7! a�1. Indeed the statement that σ(1) = 1 is immediate from the
construction and the compatibility with the inversion map can be seen as follows. Let
ιj : k�j ! k�j (k = 1, 2) denote the map a 7! a�1, and let (L, fP,Q,Rg) be a definable
line with three marked points. Write L� (resp. ϕ(L)�) for L � fP,Rg (resp. ϕ(L) �
fϕ(P ), ϕ(R)g). Then by the independence of the choice of marked line in the definition
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of σ, we have that the diagram

k1 L�

k1

k2 ϕ(L)�

k2

�P,Q,R

�1

� ’

�R,Q,P

�2

�ϕ(P ),ϕ(Q),ϕ(R)

�ϕ(R),ϕ(Q),ϕ(P )

�

commutes. The compatibility with the multiplicative structure again follows from con-
templating Figure 1, and the observation that by construction the map σ takes 1 to 1.
Indeed given a, b 2 k�1 such that all the lines in Figure 1 are definable, we must have

(2.1.12.1) σ(�a/b) = �σ(a)/σ(b)

since this fraction is given by the point O. Since the condition of being definable is
open (by our initial reduction to U1 = U�1 ), the fact that for any definable (L, fP,Q,Rg)
the line through εP;Q;R(a) and εP;Q;R(b) is definable implies that the same is true after
deforming (L, fP,Q,Rg). Thus we get the formula (2.1.12.1) for all a and b. In partic-
ular, taking b = 1 we get that σ(�a) = �σ(a) for all a, and since σ is compatible with
the inversion maps we get that

σ(ab) = σ(a)σ(b)

for all a, b 2 k�. Since 0 is also taken to 0 by σ we in fact get this formula for all a, b 2 k.
For the verification of the compatibility with additive structure, consider a marked

line (L, fP,Q,Rg). Let S be a point not on the line and let T be a third point on LS;R.
The lines LP;T and LQ;S intersect in a point we call V , and then the line LV;R intersects
LP;S in a point we call W . This is summarized in the following picture, where we write
simply a (resp. b) for εP;Q;R(a) (resp. εS;T;R(b)).
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A straightforward calculation done by choosing a basis vR 2 `R then shows that
the point of intersection marked with the larger bullet is the point

εW;V;R(a+ b).
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To prove that σ is compatible with the additive structure it suffices to show the fol-
lowing lemma, which concludes the proof. �

Lemma 2.1.13. For any a, b 2 k there exists a pointed line (L, fP,Q,Rg) and points S
and T such that all the lines in Figure 2 are definable.

Proof. The collections of data

(2.1.13.1) (L, fP,Q,Rg, fS, Tg)

defining a diagram as in Figure 2 are classified by an irreducible scheme M , each line
in the diagram gives a morphism

t : M ! Gr(1,P(V1)).

It therefore suffices to show that for any particular choice of line in Figure 2, there
exists a choice of (2.1.13.1) for which that line is definable. Indeed, then the set of
choices of data (2.1.13.1) for which that line is definable is nonempty and open in M .
Since the M is irreducible the intersection of nonempty open sets is nonempty and we
conclude that there exists a point for which all the lines in Figure 2 are definable.

For the line through R, V , and W this follows from noting that the data of the
colinear points S and T is equivalent to the data of the points fV,Wg. Indeed given
these two colinear points, the lines QV and PQ are coplanar and therefore intersect
in a unique point, which defines S, and the intersection of SR and PV then defines
T . Therefore the map t is smooth and dominant in this case, so the preimage of U1 is
nonempty.

For the other lines in Figure 2, note that we can extend the map t to the bigger (but
still irreducible) scheme M classifying collections of data (L, fP,Q,Rg, fS, Tg), where
as before L is a point, fP,Q,Rg are three points on L, and fS, Tg are two additional
points which are colinear with R, but where we no longer insist that the line through
T and S is distinct from L, but only that the points fP,Q,R, S, T, a, bg are distinct.
Now it is clear that the preimage in M of U1 is nonempty since we can take all the
points to lie on the same definable line L. �

Now that we have constructed the isomorphism σ, it remains to construct the map
ψ : V1 ! V2.

First note that we can choose a basis e1, . . . en for V1 with the property that the span
of ei and ej is a definable line for any i 6= j. Define e01, . . . , e0n 2 V2 as follows. For e01 we
take any basis element in `’([e1]). Now for each ei, i � 2, the line in P(V1) associated to
the plane Span(e1, ei) is definable, and therefore the image under ϕ is a definable line
and contains the points ϕ([e1]), ϕ([ei]), and ϕ([e1 +ei]). The choice of the representative
e01 for ϕ([e1]) defines a representative e0i for ϕ([ei]) such that ϕ([e1 + ei]) = e01 + e0i.
Consider the map

γ : V1 ! V2

defined by
γ(a1e1 + � � �+ anen) := σ(a1)e01 + � � �+ σ(an)e0n.

Claim 2.1.14. For general (a1, . . . , an) we have

ϕ([a1e1 + � � �+ anen]) = [γ(a1e1 + � � �+ anen)].
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Proof. By the construction of σ, if for each 2 � i � n the vectors

(2.1.14.1) a1e1 + � � �+ ai�1ei�1, aiei

span a definable line, then we get by induction on i that

ϕ([a1e1 + � � �+ aiei]) = [γ(a1e1 + � � �+ aiei)].

Now for each i the map sending a vector (a1, . . . , an) to the span of the elements
(2.1.14.1) defines a map

A! G(1,P(V1))

whose image meets U1. Taking the common intersection of the preimages of U1 under
these maps, we get a nonempty open subset A� � A of tuples (a1, . . . , an) 2 A(k1) for
which the vectors (2.1.14.1) span a definable line. � As a consequence, the map γ
defined above is uniquely associated to ϕ, up to scalar, and is thus independent of the
general choice of basis e1, . . . , en.

To complete the proof of (2.1.5) it suffices to show that P(γ) agrees with ϕ on the
entire sweep of (k1, V1, U1). By the above remark, to show this for a particular point p,
it suffices to work with any general basis. To prove this we show that given a point
p 2 SU1(Pk1(V1)) there exists a basis e1, . . . , en for V1 as above for which p lies in the
resulting subset A�. Reviewing the above construction, one sees that it suffices to
show that we can find a basis e1, . . . , en for V1 such that the following hold:

(i) p is the point corresponding to the line spanned by e1.
(ii) Any two elements ei and ej, with i 6= j, span a definable line.

(iii) For any 2 � i � n the vectors

e1 + � � �+ ei�1, ei

span a definable line.
For this start by choosing e1 so that (i) holds. Since p lies in the sweep we can then
find e2 such that e1 and e2 span a definable line. Now observe that given 2 � r � n and
a basis e1, . . . , er satisfying (ii) and (iii) with i, j � r we can find er+1 such that (ii) and
(iii) hold with i, j � r + 1. Indeed a general choice of vector in V1 will do for er+1 since
for given fixed vector v0 lying in the sweep there is a nonempty Zariski open subset of
vectors w such that w and v0 span a definable line.

This completes the proof of the Theorem. �

2.2. A variant fundamental theorem

Suppose (k1, V1, U2) and (k2, V2, U2) are finite-dimensional definable projective spaces.
Write Pi = Pki(Vi) for the associated projective space for i = 1, 2.

In this section we prove the following result, weakening the assumptions of (2.1.5).
This is included primarily for technical reasons related to Section 3.3; a reader inter-
ested in working only over algebraically closed fields can ignore this section on a first
reading.
Theorem 2.2.1. Assume P1 and P2 have dimension at least 2. Suppose σ : P1 ! P2 is
a bijection such that each line in U1 is sent under σ to a linear subspace of P2 and each
line in U2 is sent under σ�1 to a linear subspace of P1. Then σ sends elements of U1 to
lines and it agrees with a linear isomorphism P1 ! P2 on the sweep of U1.
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Without loss of generality, we assume that Ui is the ki-points of an open subset of
the appropriate Grassmannian, and we make this assumption for the remainder of
the proof.

The proof of (2.2.1) appears at the very end of this section, after several requisite
precursors about data (P1, P2, σ) as in the theorem are developed (assuming U1 and U2

are Zariski-open subsets).

Remark 2.2.2. Note that in the statement of (2.2.1), we only assume that lines are
sent to linear subspaces, not to lines. This comes up naturally when one seeks to
define lines in linear systems using incidence relations: given a subset Z of a variety
X, the members of a linear system that contain Z is a linear subspace. Detecting the
dimension of this linear subspace is quite subtle when the field of constants of X is
not algebraically closed. In particular, while it may be obvious that such a subset is
a line on one side of an isomorphism, it is not generally clear that it remains a line
on the other side. A trivial (and not particularly informative) example comes from the
existence of an abstract bijection between a line and a projective space of arbitrary
positive dimension. As we will see in the proof, one needs control over a large set of
lines to avoid this situation.

Definition 2.2.3. A pair (D0, D1) 2 P 2
1 is good if it lies in the inverse image of U1

under the natural span map P 2
1 n�! Gr(1, P1).

Definition 2.2.4. A collection of elements

D := (D0, . . . , Ds)

of P1 is admissible if for any two 0 � i, j � s the pair (Di, Dj) is good and if the Di span
a linear subspace of P1 of dimension s.

We fix an admissible collection D in what follows.

Definition 2.2.5. A point Q 2 P1 is D-good if (Di, Q) is good for all i.

For a pair i, j let `1
ij � P1 be the line spanned by Di and Dj and let `2

ij � P2 denote
the line spanned by σ(Di) and σ(Dj). Note that since `1

ij is definable, which implies
that σ(`1

ij) is a linear subspace T 2
ij � P2 containing σ(Di) and σ(Dj), we have

`2
ij � T 2

ij.

2.2.6. For t � s define W 2
t � P2 inductively as follows. For t = 0 we define W 2

0 := σ(D0).
Then inductively define W 2

t+1 to be the linear span of W 2
t and σ(`t;t+1). When we want

to be unambiguous, we will write W 2
t (D) to denote the dependence upon D. Note that

it is a priori possible for D and D0 to have the same span in P1 while W 2
s (D) 6= W 2

s (D0).

Let Q 2 P1 be a D-good point.
Theorem 2.2.7. If σ(Q) 2 W 2

s (D) then Q is in the linear span of the Di.

2.2.8. We first identify mutations of D that leave (2.2.7) invariant. In each of the
following two cases we have that if the assumptions hold for D then they hold after
replacing D by D0 and if the conclusions hold for D0 then they hold for D, and therefore
in the proof we may replace D by D0.
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I. Suppose D0 is an admissible tuple gotten by replacing Ds by a point D0s 2 `s�1;s

such that Q is D0-good and σ(D0s) lies in the linear span hW 2
s�1(D), σ(Q)i. Then

we have that σ(Q) 2 W 2
s (D0) and Q is D0-good. Moreover, we have that hDi =

hD0i.
II. Suppose D0 is an admissible tuple gotten by replacing Ds�1 by a point D0s�1 2

`s�1;s such that Q is D0-good and σ(Ds�1) 2 hσ(Ds), σ(Q)i.
These mutations will arise as follows: the set of choices D0s or D0s�1 will range through
a line contained in the definable subspace σ(`s�1;s). Since the base field is infinite,
such a line is infinite, so its preimage in the line `s�1;s hits every open subset. This is
main way in which we use the fact that the definable subspaces `i�1;i are lines.

2.2.9. We assume that σ(Q) 2 W 2
s and show that Q is in the linear span of the Di.

The basic idea is to work inductively by projection from Ds to the lower dimen-
sional subspace. To get things into appropriately general position, however, we will
do this along with modifying our original configuration (D0, . . . , Ds) so as to obtain a
contradiction.

First of all, by our assumptions the line ` throughQ andDs is definable, so σ(`)\W 2
s

is a linear subspace of positive dimension.
Furthermore, proceeding by induction we may assume that the theorem holds for

collections of elements (D0, . . . , Dt) with t < s. Note here that the statement for s = 0
is trivial.

Lemma 2.2.10. The following hold.
(1) σ(`s�1;s) \W 2

s�1 = fσ(Ds�1)g.
(2) The intersection of σ(`s�1;s) with the linear span of W 2

s�1 and σ(Q) is a positive
dimensional linear subspace of σ(`s�1;s).

Proof. Note that all but finitely many points U 2 `s�1;s the collection

(D0, . . . , Ds�1, U)

is admissible, and U does not lie in the linear span of (D0, . . . , Ds�1) (recall that U1 is
assumed open). By the induction hypothesis it follows that the intersection

σ(`s�1;s) \W 2
s�1

is finite. Since this is also a linear space it follows that it consists of exactly one point,
namely σ(Ds�1). This proves (i).

For (ii), let δ be the dimension of the linear space σ(`s�1;s). Then using (i) we have

dim(W 2
s�1) + δ = dim(W 2

s ).

On the other hand, the dimension of the linear span of σ(Q) and W 2
s�1 is equal to

dim(W 2
s�1) + 1.

Therefore the intersection in question in (ii) is given by intersection a δ-dimensional
space with a dim(W 2

s�1) + 1-dimensional space inside a dim(W 2
s�1) + 1-dimensional

space. From this (ii) follows. �

2.2.11. For all but finitely many points D0s 2 `s�1;s the collection of elements

D0 := (D0, . . . , Ds�1, D
0
s)
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is admissible and each of these elements is pairwise good with Q. We can therefore
find D0s 2 `s�1;s such that D0 is admissible, Q is D0-good, and σ(D0s) lies in the linear
span of W 2

s�1(D0) and σ(Q). Replacing D by such a D0 is an allowable mutation of type
I, as in (2.2.8).
2.2.12. Consider the projection

qs : hσ(Ds),W
2
s�1i 99K W 2

s�1

from the linear span of σ(Ds) and W 2
s�1 sending an element R to the intersection of

the line through σ(Ds) and R with W 2
s�1. This is defined in a neighborhood of the line

through σ(Ds�1) and σ(Q). In particular, it is defined at σ(Q).
Let Qs�1 2 W 2

s�1 denote σ�1(qs(σ(Q)))). (We will write Qs�1(D) when we want to
remember the dependence on D.)
2.2.13. If σ(Qs�1) 2 W 2

s�2 then we are done by applying our induction hypothesis to
(D0, . . . , Ds�2, Ds)

and Q.
So assume σ(Qs�1) is not in W 2

s�2.
2.2.14. The space W 2

s�1 is the linear span of W 2
s�2 and σ(`s�1;s�2). Since the space

spanned by W 2
s�2 and σ(Qs�1) is assumed strictly bigger than W 2

s�2, this space meets
a line T � σ(`s�1;s�2). For all but finitely many elements D0s�1 2 `s�1;s�2 the collection

D00 := (D0, . . . , Ds�2, D
0
s�1, Ds)

is again admissible. Replacing Ds�1 by a suitable element of σ�1(T ) we may therefore
further assume that the line through σ(Ds�1) and σ(Qs�1) meets W 2

s�2. Call this point
R0 2 W 2

s�2. (We will write R0(D) when we want to remember the dependence on D.)
Note that the construction ensures that

σ(Qs�1(D)) = hσ(Ds�1), R0(D)i \ hσ(Ds), σ(Q)i
for any D satisfying the assumptions.
2.2.15. We claim that for a suitably chosen element D0s�1 2 `s�1;s we can arrange that
Qs�1 is D00-good.

The linear span of σ(`s�1;s) and R0 contains the line connecting σ(Ds) and σ(Qs�1).
It follows that the plane spanned by R0, σ(Q), and σ(Qs�1) meets σ(`s�1;s) in a line M .

Observe that R0 does not lie in M . To see this note that if that was the case
then R0 2 σ(`s�1;s) which would imply σ(Qs�1) 2 σ(`s�1;s), which would imply σ(Q) 2
σ(`s�1;s) so Q is in `s�1;s, which we are assuming is not the case.

We then have an infinitude of elements D0s�1 2 σ�1(M) such that the collection
D00 := (D0, . . . , D

0
s�1, Ds)

is admissible.
Keeping R0 fixed, we see that the set of points of the form

σ�1
(
hσ(D0s�1), R0i \ hσ(Ds), σ(Q)i

)
is an infinite subset of the definable line hDs, Qi. Since D00 is admissible, any such
infinite subset contains infinitely many points that are D00-good, as desired.

Replacing D with D00 is an allowable mutation of type II as in (2.2.8). Therefore for
suitable chosen D0s�1 2 σ�1(M) we get that Qs�1 is D00-good.
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2.2.16. Applying our induction hypothesis we conclude that Qs�1 is in the linear
span of D0, . . . , Ds�1. Since σ(Q) lies in the line hσ(Ds), σ(Qs�1)i, we have that σ(Q) 2
σ(hDs, Qs�1i), and thus Q lies in the definable line hDs, Qs�1i.

This completes the proof of (2.2.7). �

Corollary 2.2.17. Let (D0, . . . , Ds) be an admissible collection of elements of P1. Then
we have

s � dimW 2
s =

s∑
i=1

dimσ(`i�1;i),

with equality if and only each space σ(`i�1;i) is a line.

Proof. This follows immediately from (2.2.10)(i). Note that this lemma uses the in-
duction hypothesis of the proof of (2.2.7), but with the proof of that theorem complete
we can apply the lemma unconditionally. �

Corollary 2.2.18. The dimensions of P1 and P2 are equal and for a good pair of points
(E,F ) in P1 the line through E and F is sent under σ to a line in P2.

Proof. By the preceding corollary we see that the dimension of P2 is at least that of
the dimension of P1, and by consideration of σ�1 we see that they must be equal.

With the equality of dimensions established, note that if (E,F ) is a good pair that
spans a line ` such that the dimension of σ(`) is > 1, then we can extend (E,F ) to an
admissible collection

D = (D0, . . . , Ddim(P1))

with
(D0, D1) = (E,F )

and (2.2.17) gives
dimW 2

dim(P1) > dim(P1)

contradicting the equality of dimensions. �

Proof of (2.2.1). This follows from (2.2.18) and (2.1.5). �

2.3. The probabilistic fundamental theorem of projective geometry

In this section, we prove that knowing most lines also determines linearity of a
map of finite projective spaces.

To state the main result consider the following functions of four variables (whose
origin will be explained in the proof):
(2.3.0.1)

A(q,N,G, ε) :=
3(q � 1)G(2(q � 1)2(εN(N � 1) +G) +G(q � 1)3) + q3(q + 1)(q � 1)2G2

(q � 1)2G2

(2.3.0.2) B(q,N,G, ε) := 2(q � 1)
(q � 1)εG(G� 1)

(q � 1)(G� 1)� A(q,N,G, ε)� q(q + 1)
+ A(q,G,N, ε)

The main result of this section is the following:
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Theorem 2.3.1. Let F be a finite field with q elements, and let P1 and P2 be projective
spaces over F of dimension n > 3. Let fVigi2B be a transverse collection of proper linear
subspaces of P1. Let N be the number of points in P1 and let G be the number of points
in Pq n

⋃
i2B Vi.

1

Let f : P1 ! P2 be an injection of sets. Assume given ε > 0 such that the number of
lines L � P1, L 6�

⋃
i2B Vi for which f(L) � P2 is not a line is at most εG(G� 1)/q(q+ 1),

and assume that
2A(q,N,G.ε) + q(q + 1) < (q � 1)(G� 1)

and
9B(q,G,N, ε)

qn+1
∏

i2B(1� 2q� codimVi)
+

qn+4

q2n+2
∏

i2B(1� 2q� codimVi)2
< 1.

Then there is an injection f 0 : P1 ! P2 that takes lines to lines, and such that the
proportion of elements of P1 on which f and f 0 agree is at least

1� (q � 1)εG(G� 1)

N((q � 1)(G� 1)� A(q,N,G, ε)� q(q + 1))

Remark 2.3.2. Theorem (2.3.1) is similar in spirit to the Blum-Luby-Rubinfeld lin-
earity test [BLR93, Lemmas 9-12], part of the theory of property testing in computer
science. The arguments of that paper show that given a function f : G! G0 for groups
G,G0, if the proportion of x, y 2 G such that f(x)f(y) = f(xy) is close enough to 1, then
there exists a group homomorphism f 0 : G ! G0 such that f(x) = f 0(x) for a propor-
tion of x close to 1. Their methods are computational and give an approach to find f 0.
(2.3.1) solves the analogous problem where, instead of a group of homomorphism, we
have an injective map of projective spaces of large enough dimension. The strategy
of [BLR93] relies on choosing f 0(x) so that f 0(x) = f(xy�1)f(y) for a proportion of
y close to 1, and our strategy uses a similar, but more complex, formula adapted to
the case of projective spaces. Further adjustments must be made to handle the bad
set B of linear subspaces, which might contain a high proportion of all points and
lines, where nothing is assumed - essentially, we must keep track of the condition
that certain points do not lie in any of these subspaces.

Before proving (2.3.1), we prove the following lemma, which guarantees that the
assumptions hold as long as n!1 and ε! 0 with q,#B fixed.
Lemma 2.3.3. Fix q a prime power, #B a natural number, and δ > 0. Assume that
either q > 2 or #B = 0.

Then there exists a natural number n0 and ε0 > 0 such that, for any projective space
P1 of dimension n over Fq and set B of proper linear subspaces of P1 with cardinality
#B, as long as n � n0 and ε � ε0 we have

2A(q,N,G, ε) + q(q + 1) < (q � 1)(G� 1),

9B(q,G,N, ε)

qn+1
∏

i2B(1� 2q� codimVi)
+

qn+4

q2n+2
∏

i2B(1� 2q� codimVi)2
< 1,

and
1� (q � 1)εG(G� 1)

N((q � 1)(G� 1)� A(q,N,G, ε)� q(q + 1))
> 1� δ.

1B stands for the bad set and G stands for the number of good points.
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Proof. We have

G =
1

q � 1
qn+1

∏
i2B

(1� q� codimVi)

if B is nonempty and

G =
1

q � 1
(qn+1 � 1)

if N is empty. In either case qn

G
is bounded by a constant depending only on q,#B. The

same is true for the ratios qn

N
, G
qn
, N
qn

- in fact, in these cases we can take the constant
to be 2.

Thus in the expression

A(q,N,G, ε) =
3(q � 1)G(2(q � 1)2(εN(N � 1) +G) +G(q � 1)3) + q3(q + 1)(q � 1)2G2

(q � 1)2G2

the denominator is at least a nonzero constant times q2n and the numerator is at most
a constant times εq3n + q2n so A(q,N,G, ε) is at most a constant times εqn + 1. Thus

2A(q,N,Gε) + q(q + 1)

(q � 1)(G� 1)

is at most a constant times ε + q�n, thus at most a constant times ε0 + q�n0, so by
choosing ε0 sufficiently small and n0 sufficiently large we can ensure it is at most 1,
verifying the first inequality.

In fact, we choose ε0 and n0 slightly larger, to ensure
2A(q,N,G, ε) + 2q(q + 1) < (q � 1)(G� 1)

and so

B(q,N,G, ε) = 2(q � 1)
(q � 1)εG(G� 1)

(q � 1)(G� 1)� A(q,N,G, ε)� q(q + 1)
+ A(q,G,N, ε)

� 2(q � 1)
(q � 1)εG(G� 1)

(q � 1)(G� 1)/2
+ A(q,G,N, ε)

so the denominator in the fraction is at least a positive constant times qn and thus the
fraction is at most a constant times εqn and hence B(q,G,N, ε) is at most a constant
times εqn + 1.

Now because either q > 2 or B is empty, we can lower bound
∏

i2B(1 � 2q� codimVi)
by the positive constant (1� 2/q)#B, and so

9B(q,G,N, ε)

qn+1
∏

i2B(1� 2q� codimVi)

is at most a constant times ε + q�n while the second term qn+4

q2n+2
∏

i2B(1�2q� codim Vi )2 is at
most a constant times q�n, thus choosing n0 sufficiently large and ε0 sufficiently small,
we can guarantee the second inequality.

For the third inequality, we have already forced
(q � 1)(G� 1)� A(q,N,G, ε)� q(q + 1) � (q � 1)(G� 1)/2

so the denominator
N((q � 1)(G� 1)� A(q,N,G, ε)� q(q + 1)) � N(q � 1)(G� 1)/2
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is at least a positive constant times q2n and thus the ratio
(q � 1)εG(G� 1)

N((q � 1)(G� 1)� A(q,N,G, ε)� q(q + 1))

is at most a constant times ε, so choosing ε0 sufficiently small, we can ensure it is at
most δ. �

After building up suitable technical material (including the definition of the map
f 0), we will record the proof of (2.3.1) in (2.3.13) below.

2.3.4. Let k be a finite field with q elements. Let P1 and P2 be projective spaces over k
of dimension n > 3 and let

f : P1 ! P2

be a injection of sets. Let LPi
be the set of lines in Pi. Let LP1;B be the set of lines

in P1 which are not contained in
⋃
i2B Vi. As in the statement of (2.3.1), let G be the

cardinality of P1 n
⋃
i2B Vi and and let N be the cardinality of P1. Since each point in

P1n
⋃
i2B Vi is contained in (N�1)/q lines, the cardinality of LP1;B is at most G(N�1)/q

and at least G(N � 1)/(q2 + q).
Let L

f
P1;B
� LP1;B be the subset of lines L � P1 for which f(L) is a line in P2. We

make the following assumption.

Assumption 2.3.5. For a given ε > 0, we have

#LP1;B �#LfP1;B
� ε

N(N � 1)

q(q + 1)
.

The relevance of the quantity N(N�1)
q(q+1)

is that it is the total number of lines, not
necessarily in LP1;B.

Under the conditions of (2.3.5), we will explain how to construct a new map
f 0 : P1 ! P2

that agrees with f on a large proportion of points. This construction will yield a linear
map agreeing with f at most points by applying the usual fundamental theorem of
projective geometry to f 0, giving us the desired approximate linearization.

2.3.6. The construction of f 0 follows the recipe described in (2.1.8): Starting with x 2
P1 choose two points y1, y3 in P1 n

⋃
i2B Vi, not equal to x, at random. Let L1 be the line

through x and y1 and let L2 be the line thorugh x and y3. Let y2 be a random point on
L1 other than x and y1 and let y4 be a random point on L2 that than x and y3. Let M1

(resp. M2) be the line in P2 through f(y1) and f(y2) (resp. f(y3) and f(y4)). Then we
will argue that, with high probability, M1 and M2 intersect in a unique point z, and
define f 0(x) := z .

To make this precise, let us begin with some calculations. For two points y1, y2 2 P1

we can consider the linear span Sp(y1, y2) � P1, which is either a line (if the points
are distinct) or a point. Let P 2;f

1 � (P1 n
⋃
i2B Vi)� P1 be the subset of pairs of distinct

points y1, y2 for which Sp(y1, y2) 2 L
f
P1;B

.
Lemma 2.3.7. We have

#((P1 n
⋃
i2B

Vi)� P1)�#P
(2;f)
1 � εN(N � 1) +G
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Proof. We have a map

((P1 n
⋃
i2B

Vi)� P1) n�! LP1;B, (y1, y2) 7! Sp(y1, y2),

which has fibers of cardinality at most q(q+1). Here � � (P1n
⋃
i2B Vi)�P1 denotes the

diagonal P1 n
⋃
i2B Vi. Therefore the number of pairs (y1, y2) 2 ((P1 n

⋃
i2B Vi)� P1) n�

for which f(Sp(y1, y2)) is not a line is at most

q(q + 1)
εN(N � 1)

q(q + 1)
= εN(N � 1).

Furthermore the cardinality of the diagonal is at most G. �

Fix a point x 2 P1 and let Lx denote the set of lines through x. For

(i, j) 2 f(1, 3), (1, 4), (3, 2), g
let

πij : (L(2)
x )2 ! (P1 n

⋃
i2B

Vi)� P1

be the map given by
((L1, y1, y2), (L2, y3, y4)) 7! (yi, yj).

Let
(L(2)

x )2;(i;j)�good � (L(2)
x )2

denote the subset of data ((L1, y1, y2), (L2, y3, y4)) for which yi and yj are distinct and
span a line in L

f
P1

.
Lemma 2.3.8. For (i, j) 2 f(1, 4), (3, 2)g,

#(L(2)
x )2 �#L(2)

x )2;(i;j)�good) � (q � 1)2(εN(N � 1) +G)

Proof. Indeed this follows from (2.3.7) and the observation that the map πij has fibers
of cardinality at most (q � 1)2. �

Let S� (L
(2)
x )2 denote the subset of data ((L1, y1, y2), (L2, y3, y4)) such that

Sp(y1, y3), Sp(y2, y4) 2 Lf
x

and Sp(f(y1), f(y2)) and Sp(f(y3), f(y4)) have a unique intersection point.
Lemma 2.3.9.

#(L(2)
x )2 �#S� 2(q � 1)2(εN(N � 1) +G) +G(q � 1)3

Proof. Two lines in Pi are coplanar if and only if they intersect in exactly one point.
From this it follows that for data

(2.3.9.1) ((L1, y1, y2), (L2, y3, y4)) 2 (L(2)
x )2;(1;4)�good \ (L(2)

x )2;(3;2)�good

the points (f(y1), f(y2), f(y3), f(y4)) are coplanar. Indeed because the points (y1, y2, y3, y4)
are coplanar, the lines Sp(y1, y3) and Sp(y2, y4) intersect in a unique point from which
it follows that the lines

Sp(f(y1), f(y3)) = f(Sp(y1, y3)), Sp(f(y2), f(y4)) = f(Sp(y2, y4))
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are coplanar (since they intersect in a unique point).
Let Sc � (L

(2)
x )2;(1;3)�good \ (L

(2)
x )2;(2;4)�good be the subset of the collections of data

(2.3.9.1) for which
Sp(f(y1), f(y2)) = Sp(f(y3), f(y4)).

From this discussion we then have

#(L(2)
x )2 �#S� 2(q � 1)2(εN(N � 1) +G) + #Sc.

It therefore suffices to show that

(2.3.9.2) Sc � G(q � 1)3.

The set Sc is contained in the set of collections of data (2.3.9.1) for which f(y3) and
f(y4) are each points of the line Sp(f(y1), f(y2)). Since f is a injection the cardinality
of this set is less than or equal to

(#L(2)
x ) � (q � 1)2,

and #L
(2)
x � G(q � 1) so we obtain the inequality (2.3.9.2). �

2.3.10. We now introduce a third line, and we are interested in the probability that it
contains z.

For z 2 P2 let
Sz � L(2)

x

be the subset of (L, y1, y2) 2 L
(2)
x such that z 2 Sp(f(y1), f(y2).

Lemma 2.3.11. There exists z 2 P2 such that

#(L(2)
x )2 �#Sz � A(q,N,G, ε).

Proof. Let T be the collection of triples ((L1, y1, y2), (L2, y3, y4), (L3, y5, y6)) 2 (L
(2)
x )3

such that either ((L, y1, y2), ((L, y3, y4)) /2 Sor the unique intersection point z of Sp(f(y1), f(y2))
and Sp(f(y3), f(y4)) does not lie in Sp(f(y5), f(y6)

We will show

#T� 3(q � 1)G(2(q � 1)2(εN(N � 1) +G) +G(q � 1)3) + q3(q + 1)(q � 1)2G2.

To do this, note that by Lemma 2.3.9 and the fact that #L
(2)
x � G(q�1), the number

of triples such that ((L, y1, y2), ((L, y3, y4)) /2 S is at most

(q � 1)G(2(q � 1)2(εN(N � 1) +G) +G(q � 1)3).

By symmetry, the same holds for every other pair of two of the three lines

(L1, y1, y2), (L2, y3, y4), (L3, y5, y6).

So the number of triples such that at least one of these three pairs fails to be in S is
at most

3(q � 1)G(2(q � 1)2(εN(N � 1) +G).

Thus, it suffices to show that the number of triples with all three pairs in Sbut where
z /2 Sp(f(y5), f(y6) is at most

q3(q + 1)(q � 1)2G2.

So it suffices to show that for each of the (q�1)2G2 choices of lines ((L, y1, y2), ((L, y3, y4)),
there are at most q3(q+ 1) choices of (L3, y5, y6) such that Sp(f(y5), f(y6)) has a unique
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intersection with Sp(f(y1), f(y2)) and a unique intersection with Sp(f(y3), f(y4)) but
does not contain their intersection point z.

For each a1 2 Sp(f(y1), f(y2)) and a2 2 Sp(f(y3), f(y4)) there exists a unique line
La1;a2 � P2 through a1 and a2, and there are (q + 1)q pairs of ordered points (w5, w6)

on this line. Now if (L3, y5, y6) 2 L
(2)
x is such that the intersections Sp(f(y5), f(y6)) \

Sp((f(y1), f(y2)) and Sp(f(y5), f(y6))\Sp((f(y3), f(y4)) consist of single points not equal
to z, then we must have (y5, y6) = (f�1(w5), f�1(w6)) for some such pair (w5, w6) on the
line La1;a2 where a1 and a2 are the two respective intersections. Since L is determined
by (y5, y6) this shows that the number of such triples (L3, y5, y6) is bounded by q(q + 1)
for a given (a1, a2). Since there are q points a1 in Sp(f(y1), f(y2)) other than z, and q
points a2 in Sp(f(y3), f(y4)) other than z, the total number of possibilities is (q + 1)q3,
as desired.

Now T maps to (L
(2)
x )2 by projecting onto the first two factors. Since the image

has size at least (q� 1)2(G� 1)2, the fiber over some point ((L1, y1, y2), (L2, y3, y4)) must
contain at most

3(q � 1)G(2(q � 1)2(εN(N � 1) +G) +G(q � 1)3) + q3(q + 1)(q � 1)2G2

(q � 1)2G2
= A(q,G,N, ε)

elements. Let z be the unique intersection point of Sp(f(y1), f(y2)) and Sp(f(y3), f(y4))
if ((L1, y1, y2), (L2, y3, y4)) 2 S and an arbitrary point otherwise. In either case, if

z /2 Sp(f(y5), f(y6))

then
((L1, y1, y2), (L2, y3, y4), (L3, y5, y6)) 2 T

so there are at most A(q,G,N, ε) lines with that property.
�

Corollary 2.3.12. If

(2.3.12.1) 2A(q,N,Gε) + q(q + 1) < (q � 1)(G� 1)

then there exists a unique point z 2 P2 such that

#L(2)
x �#Sz � A(q,N,G, ε)

and for every z0 6= z we have

Sz0 � A(q,N,G, ε) + q(q + 1)

Proof. That there exists z with #L
(2)
x �#Sz � A(q,N,Gε) follows from (2.3.11). Take

such a z. We will show the bound on z0 6= z and use it to deduce uniqueness.
To show that

Sz0 � A(q,N,G, ε) + q(q + 1)

it suffices to show that
Sz0 \ Sz � q(q + 1)

since we have
Scz � A(q,N,G, ε).

To do this, note that z 2 Sp(f(y1), f(y2)) and z0 2 Sp(f(y1), f(y2)) together with
z 6= z0 implies that f(y1), f(y2) 2 Sp(z, z0), since Sp(z1, z2) is the unique line between z
and z0. Thus there are at most q(q + 1) possibilities for f(y1), f(y2) and hence at most
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q(q+1) possibilities for y1, y2 since f is injective. Since L = Sp(y1, y2), there are at most
q(q + 1) possibilities for (L, y1, y2), as desired.

For uniqueness, if z0 6= z also satisfied

#L(2)
x �#Sz0 � A(q,N,Gε)

then we would have

(q � 1)(G� 1) � #L(2)
x = (#L(2)

x �#Sz0) + #Sz0 � A(q,N,G, ε) +A(q,N,G, ε) + q(q + 1),

contradicting our assumption (2.3.12.1). �

Assumption 2.3.0.1. Assume for the rest of the discussion that the inequality (2.3.12.1)
holds.

2.3.1. We define a map
f 0 : P1 ! P2

by sending x 2 P1 to the point z 2 P2 given by (2.3.12).

Let P f=f 0

1 � P1 be the set of points x for which f(x) = f 0(x).
Lemma 2.3.2.

(#P1 �#(P f=f 0

1 )) � (q � 1)εG(G� 1)

(q � 1)(G� 1)� A(q,N,G, ε)� q(q + 1)

Proof. If f(x) 6= f 0(x) then by (2.3.12), the number of (L, y1, y2) 2 L2
(x) such that f(x) 2

Sp(f(y1), f(y2)) is at most A(q,N,G, ε) � q(q + 1) and thus the number with f(x) /2
Sp((f(y1), f(y2) is at least

(q � 1)(G� 1)� A(q,N,G, ε)� q(q + 1).

So there are at least

(#P1 �#(P f=f 0

1 ))((q � 1)(G� 1)� A(q,N,G, ε)� q(q + 1))

triples (L, x, y1, y2), with x, y1, y2 three distinct points on L, and y1 /2
⋃
i2B Vi, such that

f does not take L to a line.
On the other hand, there are at most �G(G�1)

(q+1)q
lines which contain a point /2

⋃
i2B Vi

and which f does not take to a line, and each such line contains at most (q+ 1)q(q� 1)
triples of points, so we obtain

(#P1 �#(P f=f 0

1 ))((q � 1)(G� 1)� A(q,N,G, ε)� q(q + 1)) � (q � 1)εG(G� 1)

and thus

(#P1 �#(P f=f 0

1 )) � (q � 1)εG(G� 1)

(q � 1)(G� 1)� A(q,N,G, ε)� q(q + 1)
.

�

2.3.3. Fix a point x 2 P1. Let us calculate a lower bound for the number of elements
(L, y1, y2) 2 L

(2)
x for which the following conditions hold:

(i) f(y1) = f 0(y1) and f(y2) = f 0(y2).
(ii) (L, y1, y2) 2 Sf 0(x).



44 2. THE FUNDAMENTAL THEOREM OF PROJECTIVE GEOMETRY AND VARIANTS

By (2.3.2) we have f(y) 6= f 0(y) for most
(q � 1)εG(G� 1)

(q � 1)(G� 1)� A(q,N,G, ε)� q(q + 1)

values of y1. Because we have y1 = y for at most q � 1 elements of L(2)
x , and y2 = y for

at most q � 1 elements of L(2)
x , the number of elements of L(2)

x at which condition (1)
fails is

2(q � 1)
(q � 1)εG(G� 1)

(q � 1)(G� 1)� A(q,N,G, ε)� q(q + 1)
.

By (2.3.12) the number of elements for which condition (ii) fails is at mostA(q,G,N, ε)
and thus the number of elements at which conditions (i) or (ii) fail is at least

2(q � 1)
(q � 1)εG(G� 1)

(q � 1)(G� 1)� A(q,N,G, ε)� q(q + 1)
� A(q,G,N, ε) = B(q,G,N, ε).

Lemma 2.3.4. We have
#L(2)

x �#
{

(L, y1, y2) 2 L(2)
x j (f 0(x), f 0(y1), f 0(y2)) are collinear

}
� B(q,N,G, ε).

Proof. This follows from the preceding discussion. �

2.3.5. We will use (2.3.4) to show that f 0 takes lines to lines and that f 0 is injective.
For this we will use Desargues’s theorem, which is a consequence of Pappus’s axiom,
and the notion of Desargues configurations.

Recall that a Desargues configuration is a collection of 10 points and 10 lines such
that any line contains exactly three of the points and exactly three lines pass through
each point.

Desargues theorem can be stated as follows. Consider two collections of three
points fA,B,Cg and fD,E, Fg, usually thought of as the vertices of two triangles,
and consider the 9 lines

fAB,AC,BC,DE,DF,EF,AD,BE,CFg.
Theorem 2.3.6 (Desargues). If the three lines AD, BE, and CF meet in a common
point G then the three intersection points

H := AB \DE, I := AC \DF, J := BC \ EF,
are collinear, and conversely if these three points are collinear then the lines AD, BE,
and CF meet at a common point.

In other words, the ten points and ten lines obtained in this way form a Desargues
configuration.

2.3.7. To show that f 0 takes lines to lines, it therefore suffices to show that for any
three collinear points (t1, t2, t3) there exists a Desargues configuration as above with
(H, I, J) = (t1, t2, t3) such that f 0 takes all the lines other than Sp(t1, t2) to lines in P2.
For then, by Desargues’s theorem, it follows that (f 0(t1), f 0(t2), f 0(t3)) are collinear. We
will produce such a Desargues configuration using basic linear algebra. We fix the
collinear points fx, y, tg in what follows.

Notation 2.3.8. Let V1 be an F-vector space with PV1 = P1, and choose vectors a, b 2 V1

such that (t1, t2, t3) is given by the three elements (a, b, a� b) 2 V1.
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Construction 2.3.9. For c, d 2 V1, consider the ordered set of five elements f0, a, b, c, dg.
Let P(c, d) denote the set of points of P1 given by the differences of two elements

P(c, d) := f[a], [b], [c], [d], [b� a], [c� a], [d� a], [c� b], [d� b], [c� d]g,
and let M(c, d) denote the set of lines obtained by taking for each subset of three
elements T � f0, a, b, c, dg the linear span LT of differences of elements of T .

Lemma 2.3.10. As long as the set of four elements fa, b, c, dg are linearly independent
the ten points and ten lines (P(c, d),M(c, d)) form a Desargues configuration.

Proof. The proof is routine linear algebra. � Fig. (2.3.0.1) shows a typical

t1

t2

c

d

t3
c� a

d� a

c� b
d� b

c� d

FIGURE 2.3.0.1. (2.3.9)

configuration generated by (2.3.9) (on a true set of randomly generated data). The bold
line shows the collinear points t1,t2, and t3, together with the auxiliary points given by
the choices of c and d. Some of the lines naturally come in pairs, corresponding to the
construction of the map f 0 in (2.3.1). (For example, the dotted line connecting t1 to d
and d�a and the dotted line connecting x to c and c�a serve to define f 0(x), under the
assumption that those two lines are mapped to lines under f .) The remaining solid
lines complete the Desargues configuration. The two perspective triangles are shaded
in gray. The center of perspectivity lies at c � d, and the axis of perspectivity is the
line spanned by t1, t2, and t3.

Notation 2.3.11. Let W � V �2
1 be the subset of pairs (c, d) such that the following

conditions hold:
(1) [c], [c� a], [d], [d� b] /2

⋃
i2B Vi
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(2) The set of ten lines and ten points (P(c, d),M(c, d)) of (2.3.9) is a Desargues
configuration.

(3) The map f 0 takes every line in M(c, d) n fSp(x, y)g to a line in P2.

We can show W is nonempty as follows. Recall the function B from (2.3.0.2).
Proposition 2.3.12. If

9B(q,G,N, ε)

qn+1
∏

i2B(1� 2q� codimVi)
+

qn+4

q2n+2
∏

i2B(1� 2q� codimVi)2
< 1.

then W 6= ;.
Proof. Let Nc be the number of elements c 2 V such that [c], [c � a] /2

⋃
i2B Vi. Then

Nc � qn+1
∏

i2B(1 � 2q� codimVi) since we must avoid the two conditions c = 0 mod Vi
or c = a mod Vi and these conditions are independent for different i since the Vi are
transverse. The same logic holds for d, and so the number of pairs c, d satisfying (i) is
at least

NcNd � q2n+2
∏
i2B

(1� 2q� codimVi)2.

Let F be the set of pairs c, d with a, b, c, d linearly independent, and [c], [c � a] /2⋃
i2B Vi, i.e. satisfying conditions (i) and (ii).

The number of pairs for which a, b, c, d are linearly dependent is at most qn+4. So
#F� NcNd � qn+4.

Now let F0ac be the set of ([c], [d]) 2 F such that f 0([a]), f 0([c]), and f 0([c � a]) are
not collinear. Similarly let Facd be the set of ([c], [d]) 2 F such that f 0([c � a]), f 0([d �
c]), f 0([d � a]) are not collinear, and similarly for all nine sets of three symbols from
f0, a, b, c, dg other than 0ab.

Let us show
#F0ac � NdB(q,N,G, ε).

To do this, note that Fprojects to L2
[a] by sending ([c], [d]) to (Sp([a], [c]), [c], [c� a]). The

key fact here is that [c] /2
⋃
i2B Vi by the definition of F.

If (c, d) 2 F0ac, then the image of (c, d) under this projection fails the condition of
(2.3.4). So the image of F0ac under this projection has cardinality at most B(q,N,G, ε).
From the three points [a], [c], [c� a] and the vector a we can reconstruct c, so the fiber
of each point under this projection is the number of possible choices for d, which is Nd.
So indeed

#F0ac � NdB(q,N,G, ε).

Similarly we can show
#F0ad � NcB(q,N,G, ε)

using the projection (c, d) 7! (Sp([a], [d]), [d], [d� a]) that sends Fto L
(2)
x . The key point

is again that [d] /2
⋃
i2B Vi and thus we can always take y1 = d.

The projections
x = [b], , y1 = [c], y2 = [c� b], L = Sp([b], [c])

x = [b], , y1 = [d], y2 = [d� b], L = Sp([b], [d])

x = [b� a], , y1 = [d� b], y2 = [d� a], L = Sp([b� a], [d� b])
x = [b� a], , y1 = [c� a], y2[c� b], L = Sp([b� a], [c� a])
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give
#F0bc � NdB(q,N,G, ε),#F0bd � NcB(q,N,G, ε),#Fabd � NcB(q,N,G, ε),Fabc � NdB(q,N,G, ε).

To bound #F0cd,#Facd,#Fbcd we need a slightly different argument. Let us con-
sider F0cd first. There are Nc possible values of c. For each value of c, every value
of d with (c, d) 2 F defines a triple (Sp([c], [d]), [d], [d � c]) 2 L

(2)
[c] , and if (c, d) 2 F0cd

then (Sp([c], [d]), [d], [d � c]) fails the conditions of (2.3.4). Hence for each vector c, the
number of d with (c, d) 2 F0cd is at most B(q,G,N, ε) and so

#F0cd � NcB(q,G,N, ε).

By the same argument, the projections
x = [d� a], L = Sp([c� a], [d� a]), y1[c� a], y2 = [d� c]
x = [c� b], L = Sp([c� b], [d� b]), y1 = [d� b], y2[d� c]

give
#Facd � NdB(q,G,N, ε),#Fbcd � NcB(q,G,N, ε)

respectively.
Thus

#(F0ac [F0ad [F0bc [F0bd [Fabc [Fabd [F0cd [Facd [Fbcd) � (5Nc + 4Nd)B(q,G,N, ε).

This union is the total number of triples that satisfy (i) and (ii) but fail (iii). So the
total number of triples satisfying (i),(ii),(iii) is at least

NcNd � qn+4 � (5Nc + 4Nd)B(q,G,N, ε).

To show this is nonzero, it suffices to show that

1� qn+4

NcNd

�
(

5

Nd

+
4

Nc

)
B(q,G,N, ε) > 0

which by our lower bound on Nc, Nd follows from our assumption

9B(q,G,N, ε)

qn+1
∏

i2B(1� 2q� codimVi)
+

qn+4

q2n+2
∏

i2B(1� 2q� codimVi)2
< 1.

�

2.3.13. We are now ready to give the proof of (2.3.1).
Proof of (2.3.1). We let f 0 be the map defined in (2.3.1). We refer in this proof to the
diagram in Fig. (2.3.0.1).

Assuming the inequality of (2.3.12), we can choose (c, d) 2 W , and let (P,M) =
(P(c, d),M(c, d)) be the resulting Desargues configuration. We have that all the lines
in M, except possibly for (t1, t2, t3), are taken to lines in P2 under f 0. Thus, in Fig. (2.3.0.1),
the dotted, dashed, dot-dashed, and non-bold solid lines are all taken to lines under
f 0. On the other hand, the images of the dotted lines intersect at f 0(t1), the images of
the dashed lines intersect at f 0(t2), and the images of the dot-dashed lines intersect at
f 0(t3). By Desargues theorem, f 0(t1), f 0(t2), and f 0(t2) are collinear and distinct, lying
on the axis of perspectivity for the image Desargues configuration. Note that this also
implies that f 0 is injective. �





CHAPTER 3

Divisorial structures and definable linear systems

This chapter is devoted to studying the basic theory of the divisorial structure
associated to an algebraic variety X. This structure consists of the Zariski topological
space jXj and the equivalence relation on the divisors given by linear equivalence.
In following chapters we will use the theory of this chapter to reconstruct certain
varieties from their divisorial structures.

Summary 3.0.1. Let us summarize the main consequences of the results in this sec-
tion. Starting with a projective, normal, geometrically integral variety X over a field
k we can consider the associated divisorial structure τ(X) = (jXj,�X). From the divi-
sorial structure we can extract several key pieces of information.

(1) The basepoint-free and ample effective divisors and their linear systems are
determined by τ(X). This is discussed in (3.2.8).

(2) If κX is algebraically closed field, then for an ample basepoint-free linear sys-
tem P the set of definable lines in P is by (3.3.7) characterized as those de-
finable subsets with more than one element that are minimal with respect to
inclusion. This set depends only on the divisorial structure.

(3) If κX is an arbitrary infinite field andX has dimension at least 2, then there is
an open set of definable lines in any very ample linear system jOX(1)j, and the
bijections jOX(1)jset ! jOY (1)jset resulting from an isomorphism of divisorial
structures send each of these lines to lines (by (2.2.1)).

(4) If κX is an arbitrary infinite field and dim(X) � 2 then for a very ample linear
system P there is a Zariski open subset of the space of definable lines whose
points correspond to lines which are taken to lines by any isomorphism of
divisorial structures; see (3.3.13).

3.1. Divisorial structures

In this section we introduce the key structure that will ultimately be the subject
of our main reconstruction theorem.

Notation 3.1.1. For a Zariski topological space Z we write Div(Z) for the set of divi-
sors on Z. This is the free abelian group on the set of codimension 1 points of Z. When
X is a variety, we will write Div(X) for Div(jXj).

Definition 3.1.2. Let K be a field. A normal, geometrically integral K-variety X is
divisorially proper over K if H0(X,OX) = K and for any reflexive sheaf L of rank 1 we
have that �(X,L) is finite-dimensional over K.

Remark 3.1.3. One could more generally define the notion of divisorially proper for
a normal K-variety, but for our main results we will always need the additional as-
sumptions on X so we find the above definition more convenient.
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Lemma 3.1.4. If a normal K-variety X is divisorially proper over K and U � X is
an open subvariety such that codim(X n U � X) � 2 at every point, then U is also
divisorially proper over K.

Proof. The variety U is also geometrically integral, being schematically dense in X.
Furthermore, the restriction map K = H0(X,OX) ! H0(U,OU) is an isomorphism
since codim(X n U � X) � 2 and X is normal. Finally, any reflexive sheaf L of rank 1
on U is the restriction of a reflexive sheaf L0 of rank 1 on X, and Krull’s theorem tells
us that the restriction map

�(X,L0)! �(U,L)

is an isomorphism of K-vector spaces. �

3.1.5. We define a category DP, which we will refer to as the category of divisorially
proper varieties, as follows.

The objects of DP consist of pairs (K,X), where K is a field and X/K is a diviso-
rially proper K-variety. We usually write simply X, instead of (K,X), since the field
K can be recovered as �(X,OX).

A morphism
(K,X)! (L, Y )

in DP is a pair (ϕ, j), where ϕ : L! K is an isomorphism of fields and j : X ! Y is a
ϕ-linear open immersion of varieties such that Y nj(X) has codimension at least 2 in
Y .

Remark 3.1.6. This definition can be simplified using the language of schemes. In
this language an object of DP is a scheme X such that the following hold:

(i) X is normal and κX := �(X,OX) is a field.
(ii) The natural map f : X ! Spec(κX) is separated, of finite type, and has geo-

metrically integral fibers.
(iii) For every reflexive sheaf L of rank 1 the κX-vector space �(X,L) is finite-

dimensional.
Morphisms in DP are open immersions j : X ! Y such that Y nj(X) has codimension
at least 2.

Definition 3.1.7. A divisorial structure is a pair (Z,�) with Z a Zariski topological
space and � � Div(Z) is a subgroup.

Remark 3.1.8. Any divisor D � Div(Z) can be written as a difference D = D+ �D�
of effective divisors D+, D� 2 Div+(Z). It follows that � can also be specified by an
equivalence relation on the monoid Div+(Z), and conversely any equivalence relation
on Div+(Z) compatible with the monoid structure (a so-called congruence relation)
defines a subgroup of Div(Z).

Definition 3.1.9 (Restriction of a divisorial structure). Suppose t := (Z,�) is a diviso-
rial structure. Given an open subset U � Z, the restriction of t to U , denoted tjU , is the
divisorial structure (U,�U), where �U � Div(U) is the image of � under the restriction
map Div(Z)! Div(U).



3.1. DIVISORIAL STRUCTURES 51

In other words, if we let Div(X) ! Q denote the quotient by �, we define �U by
forming the pushout

Div(X) Q

Div(U) QU

in the category of abelian groups, and �U is the kernel of Div(U)! QU .

Definition 3.1.10 (Morphisms of divisorial structures). A morphism of divisorial
structures

(Z,�)! (Z 0,�0)

is an open immersion of topological spaces f : Z ! Z 0 such that

Div(f) : Div(Z)! Div(Z 0)

is a bijection and
Div(f)(�) = �0.

Notation 3.1.11. We will write T for the category of divisorial structures.

Definition 3.1.12. The divisorial structure of an integral scheme X is the pair

τ(X) := (jXj,�X),

where jXj is the underlying Zariski topological space of X and

�X � Div(X)

is the subgroup of divisors rationally equivalent to 0.

Remark 3.1.13. The divisorial structure of an integral scheme X can be obtained
from the data of the triple

(jXj,Cl(X), c : X(1) ! Cl(X)),

where X(1) is the set of codimension 1 points of X. Indeed by the universal property
of a free group on a set, giving the map c is equivalent to giving a map of groups

Div(X)! Cl(X),

and the kernel of this map is �X . Conversely, from �X we obtain the class group as
the quotient Div(X)/�X , and the map c is induced by the natural map X(1) ! Div(X).

Formation of the divisorial structure defines a functor

(3.1.13.1) DP
���! T

One of the main results of this monograph is the following:
Theorem 3.1.14. The functor τ is fully faithful when restricted to the subcategory of
DP of divisorially proper varieties of dimension � 2.

The proof of (3.1.14) will be given in Chapter 4 after some preliminary founda-
tional work.
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Remark 3.1.15. Note that if (K,X) is a divisorially proper variety and U � X is
an open subset such that X � U has codimension � 2 in X, then (K,U) is also a
divisorially proper variety. In particular, if (K,X) and (L, Y ) are divisorially proper
varieties and

f : jXj ! jY j
is a morphism of divisorial structures, then setting Y 0 equal to the open subscheme of
Y given by the open subset f(jXj) � jY jwe get a divisorially proper variety (L, Y 0) and
an isomorphism of divisorial structures jXj ’ jY 0j. From this it follows that in order
to prove (3.1.14) it suffices to show the following: If (K,X) and (L, Y ) are divisorially
proper varieties then any isomorphism of divisorial structures

τ(K,X) ’ τ(L, Y )

is induced by a unique isomorphism (K,X) ’ (L, Y ) in DP. This is, in fact, the state-
ment we show in Chapter 4.

3.2. Remarks on divisors

In this section we gather a few facts about divisors on normal varieties. Our main
purpose is to demonstrate that some basic features of such varieties – such as the
maximal factorial open subscheme – can be characterized purely in terms of the divi-
sorial structure.

Fix a field k. For a normal k-variety X let

q : Div(X)! Cl(X)

denote the quotient map to the class group. Given a divisor D on X, upon identifying
jDj with the subset of effective divisors on X that are linearly equivalent to D, we
have a set-theoretic equality

jDj = q�1(q(D)) \Div+(X).

In particular, the linear system is defined as a set by the divisorial structure.
There is a reflexive sheaf of rank 1 canonically associated to D that we will write

O(D). Members of jDj are in bijection with sections O! O(D) in the usual way. Recall
that D is Cartier if and only if O(D) is an invertible sheaf on X.
Lemma 3.2.1. Let U � X be an open subscheme. Then the commutative diagram

Div(X)

��

// Cl(X)

��
Div(U) // Cl(U)

is a pushout diagram in the category of abelian groups.

Proof. This follows from the observation the map on the kernels of the horizontal
arrows is surjective. �

Corollary 3.2.2. If X is an integral scheme and U � X is an open subscheme then
the divisorial structure τ(U) is canonically isomorphic to the restriction τ(X)jU (see
(3.1.9)).



3.2. REMARKS ON DIVISORS 53

Proof. By (3.2.1), we see that the induced relation on τ(X)jU is precisely the relation
for τ(U), giving the desired result. �

Definition 3.2.3. Given a variety X, there is a largest open subset that is factorial.
We refer to this open subset as the maximal factorial open subset.

Remark 3.2.4. The existence of the maximal factorial open subset follows from the
basic observation that if U, V � X are factorial open subsets then U [ V is also facto-
rial. Note, however, that we are not asserting that the set of points x 2 X for which
the local ring OX;x is factorial is equal to this open set. In some cases it is known that
the set of such points is open, and hence equal to the maximal factorial open subset,
but in general it is a subtle question (see [BGS11] for more discussion).

Proposition 3.2.5. Let X be a normal variety and let D � X be a divisor.
(1) If jDj is basepoint-free then D is Cartier.
(2) If D is ample then D is Q-Cartier.

Proof. Since X is quasi-compact, if D is ample we know that jnDj is basepoint-free
for some n. Thus it suffices to prove the first statement. Given a point x 2 X, choose
E 2 jDj such that x 62 E. This gives some section s : O ! O(D). Restricting to the
local ring R = OX;x, we see that sx : R ! O(D)x is an isomorphism in codimension 1
(for otherwise E would be supported at x). Since O(D) is reflexive, it follows that sx is
an isomorphism, whence O(D) is invertible in a neighborhood of x. Since this holds at
any x 2 X, we conclude that O(D) is invertible, as desired. �

Corollary 3.2.6. A normal variety X is factorial if and only if it is covered by open
subschemes U � X with the property that every divisor class on U is basepoint-free.

Proof. If X is factorial, then any affine open covering has the desired property, since
the linear system of any Cartier divisor on an affine scheme is basepoint-free. On the
other hand, if X admits such a covering, then we know that every divisor class on X
is locally Cartier, whence it is Cartier. �

Proposition 3.2.7. If X is a normal k-variety then we can characterize the maximal
factorial open subset of X as the union of all open subsets U � X such that every
divisor class on U is basepoint-free.

Proof. This is an immediate consequence of (3.2.6). �

The preceding discussion implies that various properties of a variety X and its
divisors can be read off from the divisorial structure. We summarize this in the fol-
lowing.
Proposition 3.2.8. Let X be a normal variety and let

τ(X) = (jXj,�X)

be the associated divisorial structure. Then
(1) the property that D 2 Div(X) has basepoint-free linear system jDj depends

only on τ(X);
(2) the property that X is factorial depends only on τ(X);
(3) the maximal factorial open subset of X depends only on τ(X);
(4) the condition that a divisor D is ample depends only on τ(X).
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Proof. Let
q : Div(X)! Cl(X)

denote the quotient map defined by �X , so that for D 2 Div(X) we have jDj =
q�1(q(D))\Div+(X). The condition that jDj is base point free is the statement that for
every x 2 jXj there exists E 2 jDj such that x /2 E. Evidently this depends only on
τ(X), proving (1).

Likewise the condition that a divisor D is ample is the statement that the open
sets defined by elements of jnDj for n � 0 give a base for the topology on jXj. Again
this clearly only depends on τ(X), proving (4).

Statement (2) follows from (3.2.6) and (3.2.1), which implies that the divisorial
structure τ(U) for an open subset U � X is determined by jU j � jXj and τ(X).

Finally (3) follows from (3.2.7). �

3.2.9. The proofs of our main results will ultimately rely on reducing to the projective
case. For the remainder of this section, we record some results about polarizations
that we will need later.

Lemma 3.2.10. Suppose given two divisorially proper varieties X, Y 2 DP and an
isomorphism ϕ : τ(X)! τ(Y ) of the associated divisorial structures. IfX is polarizable
and factorial then so is Y and the isomorphism

Div(X)! Div(Y )

given by ϕ preserves the classes of ample, basepoint-free, effective divisors.

Proof. Since X is factorial all divisors are Cartier divisors. By (3.2.8), Y is also fac-
torial and polarizable, and the submonoids of ample base point free divisors are pre-
served.

�

Definition 3.2.11. Suppose X 2 DP is a divisorially proper variety. An open sub-
scheme U � X will be called essential if codim(X nU � X) � 2, U is factorial, and U is
polarizable.

Note that if U � X is essential, then the natural restriction map Div(X)! Div(U)
is an isomorphism.
Lemma 3.2.12. If X is a normal k-variety then there is an open subvariety U � X
such that codim(X n U � X) � 2 and U is quasi-projective. In particular, any X 2 DP

contains an essential open subset U � X.

Proof. By Chow’s lemma, there is a proper birational morphism π : X̃ ! X with X̃

quasi-projective. Since X is normal, π is an isomorphism in codimension 1. Thus, X̃
and X have a common open subset U whose complement in X has codimension at
least 2, and which is quasi-projective. Passing to the maximal factorial open subset
yields the second statement. �

Lemma 3.2.13. Suppose X, Y 2 DP are divisorially proper varieties and ϕ : τ(X) !
τ(Y ) is an isomorphism of divisorial structures. If U � X is an essential open subset
then ϕ(U) � Y is an essential open subset and there is an induced isomorphism τ(U)

�!
τ(ϕ(U)).
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Proof. First note that since ϕ induces a homeomorphism jXj ! jY j, we have that
codim(X nY � X) = codim(Y nϕ(U) � Y ). In particular, if U is divisorially proper then
so is ϕ(U) by (3.1.4). By (3.1.9), we have isomorphisms

τ(X)jU
�! τ(U)

and
τ(Y )j’(U)

�! τ(ϕ(U)).

On the other hand, ϕ induces an isomorphism τ(X)jU
�! τ(Y )j’(U). The result thus

follows from (3.2.10). �

3.3. Definable subspaces in linear systems

Fix a divisorially proper variety X 2 DP with infinite constant field. Let P := jDj
be the linear system associated to an effective divisor D.

Definition 3.3.1. A subspace V � P is definable if there is a subset Z � X such that
V = V (Z) := fE 2 P j Z � Eg.

Remark 3.3.2. If Z � X is a subset and Z 0 � X is the closure of Z then V (Z) = V (Z 0).
When considering definable subspaces it therefore suffices to consider subspaces de-
fined by closed subsets.

Remark 3.3.3. Note that V (Z) is the projective space associated to the kernel of the
restriction map

H0(X,OX(D))! H0(Zred,OX(D)jZred),

where we write Zred � X for the reduced subscheme associated to the subspace Z �
jXj.

3.3.4. When rational points are dense. Let κX denote the constant field of X. As
we now explain, when the κX-points in X are Zariski dense, the structure of definable
subspaces is significantly simpler than in the general case.
Lemma 3.3.5. Assume that the κX-points are dense in X, and let V = V (Z) be a non-
empty definable subset of a linear system P on X. Then there is an ascending chain of
closed subsets

Z = Z1 ( � � � ( Zn
such that the induced chain

V (Z) = V (Z1) ) � � � ) V (Zn)

is a full flag of linear subspaces ending in a point.

Proof. By induction, it suffices to produce Z2 ) Z1 = Z such that V (Z2) ( V (Z1) has
codimension 1.

For this note that if x 2 X is a κX-point then either
V (Z [ fxg) = V (Z)

or V (Z [fxg) has codimension 1 in V (Z) since x is κX-rational. Furthermore, equality
happens if and only if x 2 E for all E 2 V (Z). It therefore suffices to observe that there
exists a point x 2 X(κX) which does not lie in every element of V (Z). This follows from
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fixing E 2 V (Z), noting that E is a proper closed subset, and applyingour assumption
that the κX-points are Zariski dense.

�

Corollary 3.3.6. The dimension of P is equal to one more than the length of a maxi-
mal chain of definable subsets.

Proof. Take Z = ; in (3.3.5). �

Corollary 3.3.7. Assume that the κX-points are dense in X. Given a basepoint-free
linear system P on X, the definable lines in P are precisely those definable subsets
with more than one element that are minimal with respect to inclusions of definable
subsets.

Proof. By (3.3.5), any definable set of higher dimension contains a definable line. �

Example 3.3.8. The conclusions of (3.3.5) and (3.3.7) are false without the assump-
tion that the κX-points are dense. For example, let X � P2

R be the conic given by

V (X2 + Y 2 + Z2) � P2
R,

so we have an isomorphism σ : P1
C ’ X 
R C. If L is an ample invertible sheaf on X

then σ�LC ’ OP1
C

(2n) for n > 0. From this we see that each closed point x 2 X imposes
a codimension 2 condition on jLj, and since this projective space has dimension di-
mension 2n we conclude that there are no definable lines in any ample linear system
on X.

3.3.9. Arbitrary infinite constant fields. Detecting lines is more subtle over ar-
bitrary fields. This is closely related to the counterexamples to (3.1.14) for curves
discussed in Section 4.3.
Lemma 3.3.10. Let L be a line bundle on X with associated linear system P(V ),
where V := H0(X,L). Let ` � P(V ) be a line corresponding to a two-dimensional sub-
space T � V . Let Z 0 � X be the maximal reduced closed subscheme of the intersection
of the zero-loci of elements of T . Then ` is definable if and only if the dimension of the
kernel

K := ker(H0(X,L)! H0(Z 0,LjZ0))
is equal to 2.

Proof. First suppose ` is definable, so we can write ` = V (Z) for some closed subset
Z � jXj, which we view as a subscheme with the reduced structure. Then by definition
` is the projective subspace of PV associated to the kernel of the map

H0(X,L)! H0(Z,LjZ),

which must therefore equal T . In particular, we have Z � Z 0, which implies that

T � K = ker(H0(X,L)! H0(Z 0,LjZ0)) � ker(H0(X,L)! H0(Z,LjZ)) = T.

It follows that K = T , and, in particular, K has dimension 2.
Conversely, if K has dimension 2 then we have T = K and ` = V (Z 0). �

Lemma 3.3.11. If Y is a projective variety over a field K and D � Y is a Cartier
divisor such thatH0(Y,OY )! H0(D,OD) is surjective (for example, ifD is geometrically
connected and geometrically reduced), then H1(Y,OY (�D))! H1(Y,OY ) is injective.
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Proof. This follows from taking cohomology of the short exact sequence

0! OY (�D)! OY ! OD ! 0.

�

Lemma 3.3.12. Let Y be an integral, projective variety over a field K and let L be an
ample invertible sheaf with sections s1, s2 2 �(Y,L). Let Di be the zero locus of si, and
assume that D1 \D2 is geometrically reduced and of codimension 2. Then

(1) D1 and D2 are generically reduced.
(2) If Y is geometrically integral and for i = 1, 2 the intersection Di \ Ynorm of Di

with the normal locus of Y is schematically dense in Di, then

dimKH
0(Y,L(�(D1 \D2)) = 2,

where L(�(D1 \ D2)) denotes the tensor product of L with the ideal sheaf of
D1 \D2.

Proof. For (1) we show that D1 is generically reduced (the result for D2 follows by
symmetry). Since D1 \ D2 is reduced and of codimesion 2, D1 \ D2 has a dense open
subset that is regular. In a neighborhood of such a point x 2 D1 \ D2 the divisor D1

is regular [Sta15, Tag 00NU], and therefore every irreducible component of D1 which
meets the regular locus of D1 \ D2 is generically reduced. To complete the proof of
(1) it suffices to note that every irreducible component of D1 meets the regular locus
of D1 \ D2, since the non-regular locus of D1 \ D2 has codimension � 3 in Y and
therefore codimension � 2 in each irreducible component of D1. Since D2 meets every
irreducible component of D1, since L is ample, this proves (1).

To prove (2) note that since Ynorm is S2 the divisors D1 \ Ynorm and D2 \ Ynorm are
S1, and by (1) they are also R0 and therefore D1 \ Ynorm and D2 \ Ynorm are reduced
[Sta15, Tag 0344]. By our assumption that Di \ Ynorm is schematically dense in Di it
follows that D1 and D2 are reduced. In fact, we claim that D1 and D2 are geometrically
reduced. We give the proof for D1. Since D1 is reduced, for any dense open subset
j : U1 ↪! D1 the map

OD1 ! j�OU1

is injective. The formation of this map commutes with passing to a finite extension of
k, and therefore the same holds after making a finite extension of k. Combining this
with (1) we get that D1 is geometrically reduced, and the divisor D1 is also geometri-
cally connected since L is ample and Y is geometrically integral. To get statement (2)
from this, note that since D1 and D2 are reduced we have an exact sequence

0 // L�1
(s1;s2)

// OY � OY
(s2;�s1)

// L(�(D1 \D2)) // 0,

from which we get (2) by taking cohomology and applying (3.3.11). �

Proposition 3.3.13. Let OX(1) be a very ample invertible sheaf on X with associated
linear system P = jOX(1)j. Let j : X ↪! X be the compatification of X provided by
the given projective imbedding. Let OX(1) be the line bundle on X obtained from the
embedding so jOX(1)j = jOX(1)j.

(1) Let V � Gr(1, P )(k) be the subset of lines ` spanned by elements D and E
on X for which D is geometrically reduced, E is geometrically integral, the

https://stacks.math.columbia.edu/tag/00NU
https://stacks.math.columbia.edu/tag/0344
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intersection B := E \ D � X is geometrically reduced and does not contain
any components of D or E, and the inclusions

D \X ↪! D, E \X ↪! E, B \X ↪! B

are all schematically dense. Then V is a dense Zariski open subset of Gr(1, P )
and every element of V is definable.

(2) If D 2 jOX(1)j = P is a geometrically reduced divisor in X for which D\X � D
is dense, then D lies in the sweep of the maximal Zariski open subset of the
definable locus in Gr(1, P ).

Proof. Let D and E be as in (1). Since B \X � B is schematically dense, we have by
(3.3.2)

V (B \X) = V (B).

By (3.3.10) it therefore suffices to show that V (B) � P is a line. For this we apply
(3.3.12) with Y = X, L = OX(1), D1 = E, and D2 = D. Note that D1 \ D2 = B
is geometrically reduced by assumption. Furthermore, since X is normal, being a
divisorially proper variety, andX\D ↪! D and E\X ↪! E are schematically dense the
conditions in (3.3.12 (2)) are satisfied and we conclude that V (B) is a line. Finally note
that the conditions on D and E are open conditions. Therefore to prove (1) it suffices
to show that V is nonempty, which follows from Bertini’s theorem [FOV99, 3.4.10 and
3.4.14].

In fact, given geometrically reduced D with D \ X � D dense, the set of E such
that (D,E) satisfy the conditions in (1) is open and nonempty by [FOV99, 3.4.14].
From this statement (2) also follows. �

Corollary 3.3.14. Let σ : τ(X) ! τ(Y ) be an isomorphism of divisorial structures
such that there are very ample invertible sheaves OX(1) and OY (1) with σ inducing a
bijection

s : jOX(1)j ! jOY (1)j.
The map s satisfies the hypotheses of (2.2.1).

Proof. Indeed, the locus of lines described in (3.3.13 (1)) suffices. Note that we know
that the linear systems have dimension at least 2 because X and Y have dimension
at least 2 and the linear systems are very ample. �

Example 3.3.15. In general the set of definable lines in Gr(1, P ) is not open. An
explicit example is the following.

Consider three k-points A,B,C 2 P2
k, say A = [0 : 0 : 1], B = [0 : 1 : 0], and

C = [1 : 0 : 0]. For a line L � P2
k passing through A set

TL := fF 2 H0(P2
k,OP2

k
(2))jV (F ) passes through A,B,C and is tangent to L at Ag.

Concretely if X, Y , and Z are the coordinates on P2
k and L is given by

αX + βY = 0,

then TL is given by
TL = faXY + b(αX + βY )Zja, b 2 jg.

In particular, TL gives a line `L in P2
k.
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If α and β are nonzero then L does not pass through B and C and the set-theoretic
base locus of TL is equal to fA,B,Cg and the space of degree two polynomials passing
through these three points has dimension 3. Therefore for such L the line `L is not
definable.

However, for L the lines X = 0 or Y = 0 the line `L is definable. Indeed in this case
the set-theoretic base locus of `L is given by the union of the line L together with a
third point not on the line, from which one sees that TL is definable.

Letting α and β vary we obtain a 1-parameter family of lines P1 ’ � � Gr(1, jOP2
k
(2)j)

whose general member is not definable but with two points giving definable lines. It
follows that the definable locus is not open in this case.





CHAPTER 4

Reconstruction from divisorial structures: infinite fields

In this chapter we prove (3.1.14) in the case when the constant fields are infinite.
Suppose X and Y are divisorially proper varieties of dimension at least 2 with infinite
constant fields. We need to show that given an isomorphism ϕ : τ(X) ! τ(Y ) of
divisorial structures, there is a unique isomorphism of schemes f : X ! Y such that
τ(f) = ϕ. Fixing an ample invertible sheaf LX onX, we get by applying ϕ an invertible
sheaf LY on Y , which is ample by (3.2.8). The map ϕ induces bijections

jL
nX j
set ! jL
nY j

set

for all n, and our challenge is to show that these are algebraic maps that can be lifted
to isomorphisms between the homogeneous coordinate rings of X and Y . This will be
achieved by showing that these bijections preserve definable lines, which span dense
open subsets in the relevant spaces of lines, and applying the fundamental theorem
of definable projective geometry, (2.1.5).

4.1. Reduction to the quasi-projective case

Lemma 4.1.1. If X is a variety over a field K then for any point x 2 X we have that

fxg =
⋂
fyg,

the intersection taken over all points y 2 X of codimension at most 1 such that x 2 fyg.

Proof. It suffices to show that, for all z 2 X with z /2 fxg, there exists a codimension
1 point y 2 X such that x 2 fyg but z /2 fyg. Since X is a variety, in particular a
separated scheme, the condition that z /2 fxg is equivalent to the condition that OX;z
is not contained in OX;x. We can therefore find f 2 κ(X) in the function field of X such
that f has a pole at x but is regular at z. The divisor of poles of f then contains x but
not z.

�

Lemma 4.1.2. Suppose f, g : jXj ! jY j are homeomorphisms of the underlying spaces
of two varieties. Given an open subset U � jXj containing all points of codimension 1,
if f jU = gjU then f = g.

Proof. By (4.1.1), we can characterize any point x 2 X as the unique generic point of
an irreducible intersection of closures of codimension � 1 points. But f and g estab-
lish the same bijection on the sets of points of codimension � 1, and, since they are
homeomorphisms, therefore the same bijections on the closures of those points. The
result follows. �

Lemma 4.1.3. Suppose X and Y are normal varieties, U � X and V � Y are dense
open subvarieties with complements of codimension at least 2. Suppose f : jXj ! jY j

61
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is a homeomorphism of Zariski topological spaces such that f(U) = V and f jU is the
underlying map of an isomorphism f̃U : U ! V of schemes. Then f̃U extends to a unique
isomorphism of schemes f̃ : X ! Y whose underlying morphism of topological spaces
is f .

Proof. Let us first show that f̃U extends to a morphism of schemes f̃ : X ! Y . If
W1,W2 � X are two open subsets and f̃Wi

: Wi ! Y (i = 1, 2) are morphisms of schemes
such that f̃Wi

and f̃U agree on Wi \ U , then since Y is separated the morphisms f̃W1

and f̃W2 agree on W1 \W2. To extend f̃U it therefore suffices to show that f̃U extends
locally on X. In particular, by covering X by open subsets of the form f̃�1(Spec(A))
for affines Spec(A) � Y , we are reduced to proving the existence of an extension in
the case when Y = Spec(A) is affine. In this case, to give a morphism of schemes
X ! SpecA, it suffices to give a morphism of rings A! �(X,OX). By Krull’s theorem,
�(U,OX) = �(X,OX). Thus, the morphism f̃U : U ! SpecA extends uniquely to a
morphism f̃ : X ! SpecA, and we get the desired extension f̃ .

Applying the same argument to the inverse of f , and using that X is separated, we
see that in fact f̃ is an isomorphism. In particular, its underlying map of topological
spaces is a homeomorphism and agrees with f on jU j. We conclude by (4.1.2) that
jf̃ j = f . �

4.1.4. From this we get that in order to prove (3.1.14) it suffices to prove it assuming
that X is quasi-projective. Indeed by (3.2.13), there are essential open subsets U � X
and V � Y such that V = ϕ(U) and τ induces an isomorphism τ(U) ! τ(V ). If
we know the result in the quasi-projective case then the homeomorphism jU j ! jV j
induced by ϕ extends to an algebraic isomorphism fU : U ! V such that τ(f) = ϕjU .
By (4.1.3), f extends uniquely to an isomorphism of schemes f : X ! Y such that
τ(f) = ϕ.

4.2. The quasi-projective case

4.2.1. For remainder of the proof we assume furthermore that X is quasi-projective,
and that the ground field k is infinite. Let OX(1) denote a very ample invertible sheaf
on X and for m � 1 let

� : jOX(1)j�m ! jOX(m)j
denote the addition map on divisors. So a point of jOX(1)j�m is given by a collection of
divisors D = (D1, . . . , Dm) and �(D) corresponds to the divisor D1 + � � �+Dm.

Lemma 4.2.2. For a general point D of jOX(1)j�m the point �(D) 2 jOX(m)j lies in the
sweep of the maximal Zariski open subset of the set of definable lines in Gr(1, jOX(1)j).

Proof. Let X be the projective closure of X in the embedding given by OX(1). Note
that X is also geometrically integral. Indeed if j : X ↪! X is the inclusion then the
map OX ! j�OX is injective, and remains injective after base field extension. Since X
is geometrically integral it follows that X is as well.

By Bertini’s theorem [FOV99, 3.4.14], for a general choice of D 2 jOX(1)j�m =
jOX(1)j�m the point �(D) 2 jOX(m)j satisfies the conditions on D in (3.3.13 (2)) and the
result follows. �
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Corollary 4.2.3. Let X be a k-variety and OX(1) a very ample invertible sheaf on X.
Given a regular closed point z 2 X, we have that

(4.2.3.1) fzg =
⋂
jDj � jXj,

the intersection taken over all irreducible divisors D in jOX(m)j for all m.

Proof. This follows from Bertini’s theorem. Precisely, by [Sta15, Tag 0FD5] there ex-
ists an integer m > 0 such that if

Vm := Ker(H0(X,OX(m))! OX(m)(z))

then the map
X � fzg ! P(Vm)

is an immersion. We then get the result by cutting with hyperplanes. �

Corollary 4.2.4. (1) With notation and assumptions as in (4.2.3), let z 2 X be a
regular closed point and let U � Vm be an open dense subset of the space Vm of
divisors in jOX(m)j passing through z. Then there exists an integer r > 0 and
irreducible divisors D1, . . . , Dr 2 U � jOX(m)j such that

fzg = D1 \ � � � \Dr.

(2) IfX is a divisorially proper variety of dimension at least 2 with constant field k
and very ample invertible sheaf OX(1), then for any regular closed point z 2 X
there exists an integer m > 0 and divisors D1, . . . , Dr 2 jOX(m)j in the sweep of
the maximal open subset of the definable lines in jOX(m)j such that

fzg = D1 \ � � � \Dr.

Proof. (1) By (4.2.3) there exists an integer r and irreducible divisors D1, . . . , Dr 2
jOX(m)j such that

fzg = D1 \ � � � \Dr.

Now observe that the locus of tuples (D1, . . . , Dr) form a Zariski open subset of jOX(m)jr
and therefore has nonempty intersection with U r.

To prove (2), it suffices by (1) and Item ((3.3.13 (2))) to show that for m sufficiently
large there is a dense open subset U � Vm of geometrically reduced and irreducible
divisors. For this let X be the closure of X in the projective embedding provided by
OX(1), and let OX(1) be the canonical extension of OX(1) to X. Since a divisorially
proper variety is geometrically reduced (see (3.1.6)) and X ↪! X is schematically
dense, the projective variety X is geometrically reduced. Now apply (10.1.16) to X,
with Zi = X (with a single index i) and W = fzg. �

Proposition 4.2.5. Suppose X and Y are divisorially proper varieties of dimension
at least 2 with infinite constant fields, and assume that X is polarizable. Given an
isomorphism ϕ : τ(X)! τ(Y ), the associated homeomorphism jXj ! jY j extends to an
isomorphism X ! Y in DP.

Proof. Let D be an ample basepoint-free divisor with OX(D) = OX(1) and let OY (1)
denote OY (ϕ(D)). After possibly taking a power of our choice of polarization, we may
assume that OX(1) and OY (1) are very ample. Note that we are not asserting that we
can detect very ampleness from τ(X) and τ(Y ), just that we know that such a multiple
must exist, so we are free to choose one.

https://stacks.math.columbia.edu/tag/0FD5
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By (3.0.1 (4)), for each m > 0, the sets of definable lines in the Grassmannians of
jOX(m)j and jOY (m)j contain dense Zariski open sets, and thus by (2.1.5), there is an
isomorphism σm : κX ! κY and a σm-linear isomorphism γm : jOX(m)j ! jOY (m)j that
agrees with ϕ on a dense Zariski open subset U � jOX(m)j.

Consider the diagram of addition maps

jOX(m)j jOY (m)j

jOX(1)j�m jOY (1)j�m.

�X �Y

Since a general sum of divisors in O(1) lies in the sweep of the maximal open subset
of the definable points by (4.2.2), we see that the associated diagram of sets

(4.2.5.1)
jOX(m)j jOY (m)j

jOX(1)j�m jOY (1)j�m

m

�X

�m
1

�Y

commutes.
Lemma 4.2.6. The two isomorphisms of fields σ1, σm : κX ! κY are equal.

Remark 4.2.7. The basic reason why this is non-trivial is that the map � does not
preserve the linear structure.

Proof. Let U1 � jOX(1)j (resp. Um � jOX(m)j) be the sweep of the maximal open subset
in the set of definable lines in jOX(1)j (resp. jOX(m)j). Then U�m1 � jOX(1)j�m is a
nonempty Zariski open subset, and therefore

V := (�X)�1(Um) \ U�m1 � jOX(1)j�m

is a Zariski open subset of jOX(1)j�m. We can therefore find points

P,Q,R, P2, . . . , Pm 2 jOX(1)j
such that the three points of jOX(1)j�m given by

(P, P2, . . . , Pm), (Q,P2, . . . , Pm), (R,P2, . . . , Pm)

lie in V and P,Q,R 2 jOX(1)j are collinear. Since γ1 and γm agree with the maps defined
by ϕ on U1 and Um it follows that we have

(γm � �X)(P, P2, . . . , Pm) = (�Y � γ�m1 )(P, P2, . . . , Pm) (call this point P 2 jOY (m)j)

(γm � �X)(Q,P2, . . . , Pm) = (�Y � γ�m1 )(Q,P2, . . . , Pm) (call this point Q 2 jOY (m)j),
(γm � �X)(R,P2, . . . , Pm) = (�Y � γ�m1 )(R,P2, . . . , Pm) (call this point R 2 jOY (m)j),

Let L � jOY (m)j be the line through P and Q, and let L � jOX(1)j be the line through
P and Q. Then

�X(L� fP2g � � � � fPmg)
is the line in jOX(m)j through the two points

�X(P, P2, . . . , Pm), �X(Q,P2, . . . , Pm).
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Since γm takes lines to lines it follows that

(γX � �X)(L� fP2g � � � � fPmg) = L.

Similarly since γ1 takes lines to lines and agrees on U1 with the map defined by ϕ, we
find that

(�Y � γ�m1 )(L� fP2g � � � � fPmg) = L.

Since γm ��X and �Y � γ�m1 agree on a dense open subset of L, viewed as imbedded in
jOX(1)j�m via the identification

L ’ L� fP2g � � � � � fPmg
we conclude that the two compositions

κX
� // L � jOX(1)j�mm��X// L

��1

// κY

and

κX
� // L � jOX(1)j�m

�Y ��m
1 // L

��1

// κY

agree on all but finitely many elements of κX , where α : κX ’ L (resp. β : κY ’ L)
is the isomorphism obtained as in the proof of (2.1.5) using the three points P , Q, R
(resp. P , Q, R). Now the first of these maps is the map σm and the second is σ1. We
conclude that σ1(a) = σm(a) for all but finitely many elements a 2 κX , which implies
that σ1 = σm. �

In the rest of the proof we write σ : κX ! κY for the isomorphism σm = σ1.
Next observe that the diagram of schemes

(4.2.7.1)

jOX(m)jvar jOY (m)jvar

(jOX(1)jvar)�m (jOY (1)jvar)�m

m

�X

�m
1

�Y

underlying (4.2.5.1) commutes, since the two morphisms obtained by going around
the different directions of the diagram are semi-linear with respect to the same field
isomorphism and agree on a dense set of points.

Consider the embeddings
νX : X ↪! jOX(1)j_

and
νY : Y ↪! jOY (1)j_

and let X (resp. Y ) be the scheme-theoretic closure of νX(X) (resp. νY (Y )). Let SX
(resp. SY ) be the symmetric algebra on �(X,OX(1)) (resp. �(Y,OY (1))) so X (resp. Y ) is
given by a graded ideal IX � SX (resp. IY � SY ).

Choosing a lift
γ̃1 : �(X,OX(1))! �(Y,OY (1))

yields an induced σ-linear isomorphism of graded rings

γ\ : SX ! SY

that is uniquely defined up to scalars. We claim that γ\(IX) = IY .
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For this, consider the diagram

�(X,OX(m)) �(Y,OY (m))

SmX = �(X,OX(1))
m �(Y,OY (1))
m = SmY

�(X,OX(1))�m �(Y,OY (1))�m

̃m

\m

pX pY

̃�m

arising as follows. The vertical arrows are the natural multiplication maps, and the
induced linear maps from the universal property of 
. The arrow γ̃m is a lift of γm.
By the commutativity of diagram (4.2.7.1), we see that this diagram commutes (up to
suitably scaling γ̃m), which implies that γ\m(IX;m) = IY ;m, as desired.

In summary, we have shown that if

AX � �m�0�(X,OX(m)) (resp. AY � �m�0�(Y,OY (m)))

denotes the subring generated by �(X,OX(1)) (resp. �(Y,OY (1))), then we have an iso-
morphism of graded rings

~γ : AX ! AY
such that the isomorphism induced by γ̃ in degree m

jOX(m)j ! jOY (m)j
fits into a commutative diagram

jOX(m)j //

��

jOY (m)j

��
jOX(m)j ~m // jOY (m)j,

where the vertical maps are the restriction maps.
In other words, if we let

f : X ! Y

be the isomorphism given by ~γ, then the diagram

X Y

Proj(AX) Proj(AY )

jOX(1)j_ jOY (1)j_

f

� �

̃

_1

commutes. The commutativity of the top square in this diagram implies that if D � X
is an effective divisor in jOX(m)j then the image of the divisor f(D) � Y in jOY (m)j
(i.e., the restriction f(D)jY ) is the divisor γm(D). In particular, if D is in the sweep
of the maximal open subset of the definable lines with generic point ηD 2 X then
f(ηD) = ϕ(ηD).
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By (4.2.4) we conclude that f acts the same as ϕ on every regular closed point of X.
Since jXj is a Zariski topological space, it follows that ϕ and f have the same action
on jXregj, the regular locus of X. This implies that there are open subschemes U � X
and V � Y such that

(1) codim(U c � X) � 2,
(2) codim(V c � Y ) � 2,
(3) f induces an isomorphism f jU : U ! V , and
(4) f jU induces ϕjU on topological spaces.

By (4.1.3), it follows that ϕ is algebraizable to a unique isomorphism f : X ! Y ,
showing that τ is fully faithful. �

This completes the proof of (3.1.14) in the case of infinite constant fields. �

4.3. Counterexamples in dimension 1

In this section we provide counterexamples to (3.1.14) for schemes of dimension
1 over arbitrary fields. This shows that the assumption of algebraically closed base
fields in [Zil14] is necessary and not simply an artifact of the proof.

4.3.1. Let K be a field and let C/K be a smooth, projective, geometrically connected
curve over K with Pic(C) ’ Z (note that in this case there is a unique such isomor-
phism sending an ample class to a positive integer). In this case the data of rational
equivalence on divisors is captured by the function

d : fclosed points of Cg ! N

sending a closed point c 2 C to the class of the corresponding divisor.
Given a second such pair (K 0, C 0) with associated function

d0 : fclosed points of C 0g ! N

we find that the corresponding divisorial structures τ(C) and τ(C 0) are isomorphic if
and only if for all n 2 N the sets

fc 2 Cjd(c) = ng, fc0 2 C 0jd0(c0) = ng
have the same cardinality. This gives rise to non-isomorphic fields and curves with
isomorphic divisorial structures. Specifically, the following gives examples of non-
isomorphic curves for any two different genera with isomorphic divisorial structures:

Proposition 4.3.2. Fix an infinite field K. For an integer g > 1 let Cg ! SpecKg be
the generic curve of genus g (so that Kg is the function field of Mg – the moduli stack
over K classifying genus g curves). Then

(1) Pic(Cg) = Z � [KCg ].
(2) If d is the associated function then for all n > 0 the cardinality of fc 2 Cgjd(c) =

ng is equal to the cardinality of K.

Proof. Statement (1) is the Franchetta Conjecture (e.g., [Sch03, Theorem 5.1]). For
(2), consider for each n the linear system jnKCg j. By Riemann–Roch, this has projec-
tive dimension (2n� 1)g � 2n for n > 1 and dimension g � 1 for n = 1. For each pair of
positive integers a and b, the natural map

jaKCg j � jbKCg j ! j(a+ b)KCg j
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has proper closed image (by a simple dimension count). We conclude that for each
a 2 N, there is a Zariski open Ua � jaKCg j whose points correspond precisely to Sg(a).
This shows that Sg(a) has the same cardinality as Kg, which is also the cardinality of
K since Kg is a finitely generated field extension of K. �

A similar counterexample exists for curves of genus 1 over finite fields.
Proposition 4.3.3. Fix a finite field Fq. Let E1 and E2 be two elliptic curves over Fq

such that there is a group isomorphism E1(Fq) �= E2(Fq). Then there is an isomorphism
between the divisorial structures τ(E1) �= τ(E2).

It is easy to find examples of two non-isomorphic elliptic curves over the same fi-
nite field with isomorphic groups of rational points. For example, by the Hasse bound,
the number of possible isomorphism classes of groups of rational points of elliptic
curves over Fq is less than the number of possible j invariants for large q.
Proof. We can extend any isomorphism E1(Fq) ! E2(Fq) to an isomorphism of their
Picard groups f : Cl(E1) ! Cl(E2) preserving the degree. To do this, we can send a
fixed degree 1 divisor on E1 to any fixed degree 1 divisor on E2. Fix such an f .

There is a norm map Ei(Fqn)! Ei(Fq) that sends x to x+Frobq(x)+Frob2
q(x)+ � � �+

Frobn�1
q (x). This map is a group homomorphism, and it is surjective: Indeed, it is a

nonconstant morphism of elliptic curves, thus surjective on geometric points, and for
y 2 Ei(Fq), we have Frobq(y)�y = 0, so x 2 E(Fq) with norm y satisfies Frobnq (x)�x = 0
and thus x 2 Ei(Fqn). In particular, the number of elements of Ei(Fqn) with any given
norm is #Ei(Fqn )

#Ei(Fq)
.

Let us now calculate, for D 2 Cl(Ei), the number of closed points in Ei with class
D. Let n be the degree of d. If n � 0, then there are no such closed points. For n � 1, for
any k dividing n, every closed point x 2 Ei of degree n/k gives an orbit of n/k points in
Ei(Fqn), which has norm D � n[0] if D is k times the class of x. Every point of E(Fqn)
arises from exactly one closed point this way. Thus, we have the inclusion-exclusion

#fx 2 jEij j [x] = Dg =
1

n

∑
mjn

µ(m)#fD0 2 Cl(Ei) j mD0 = Dg
#Ei(Fqn/m)

#Ei(Fq)
.

Because E1 and E2 have the same number of points and lie over the same finite
field, they have the same L-function, and thus #E1(Fn

q ) = #E2(Fn
q ) for all n.

It follows that, for each D in Cl(E1), the number of closed points in E1 with class
D is equal to the number of closed points in E2 with class f(D), because the group
isomorphism f guarantees that the number of D0 satisfying mD0 = D is equal to the
number of D0 satisfying mD0 = f(D).

Thus, we can choose for each D a bijection between the closed points of E1 with
class D and the closed points of E2 with class f(D). Combining all these bijections, we
get a bijection between the closed points of E1 and E2 such that the induced diagram

Div(E1) Cl(E1)

Div(E2) Cl(E2)
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commutes. Sending the generic point of the E1 to the generic point of E2, we obtain an
isomorphism on topological spaces which respects the divisorial structure, as desired.

�





CHAPTER 5

Reconstruction from divisorial structures: finite fields

The main result of this chapter is the following, which implies the parts of (1.5.1)
concerned with finite fields.
Theorem 5.0.1. Let X and Y be connected, divisorially proper varieties over finite
fields of dimension � 3. Assume that X is either Cohen-Macauley or defined over a
finite field of cardinality> 2. Any isomorphism ϕ : τ(X)! τ(Y ) of divisorial structures
is induced by a unique isomorphism of schemes X �! Y .

The proof follows a similar strategy to the case over infinite fields: the isomorphism
ϕ induces a bijection of sets between the projectivizations of the graded pieces of
the homogeneous coordinate rings of the varieties (with respect to suitable ample
line bundles). The challenge is then to show that these bijections are suitably linear
and can be lifted to an isomorphism of graded rings. The key technical ingredients
are the Bertini-Poonen theorem, generalized to complete intersections in [BK12] and
reviewed in Section 5.1 below, and the probabilistic fundamental theorem of projective
geometry, (2.3.1).

5.1. The Bertini-Poonen theorem

In fact, we will not need the main results of [Poo04,BK12], but only a certain key
lemma. Poonen’s argument, and its variant due to Bucur and Kedlaya, proceeds by
treating points of small, medium, and large degrees separately. For our purposes, we
will need only their results about points of large degree. We introduce some notation
so that this result can be stated.

The large degree estimate
Let F be a finite field with q elements and let r and n be positive integers. Let

X/F be a smooth, quasi-projective variety over F of dimension m � r (slightly more
generally we could consider here a quasi-projective F-scheme of equidimension m � r)
equipped with an embedding

X ↪! Pn

defining an invertible sheaf OX(1) on X.
Let S denote the polynomial ring in n + 1 variables over F and let Sd � S denote

the degree d elements in this ring, so we have a ring homomorphism
S ! ��(X,OX(1))

restricting to a map
Sd ! �(X,OX(d))

of vector spaces.
Fix functions

gi : N! N
71
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for i = 2, . . . , r such that there exists an integer w > 0 for which
d � gi(d) � wd

for all d 2 N and all i. For notational reasons it will be convenient to also write
g1 : N! N for the identity function.

5.1.1. Let S denote the product
∏r

j=1 S and let Sd denote the subset

Sd � Sg2(d) � � � � � Sgr(d) � S.

For a section f 2 Sd let HX;f � X be the closed subscheme defined by the image of
f in �(X,OX(d)), and for f = (f1, . . . , fr) 2 Sd let

(5.1.1.1) Xf :=
r⋂
i=1

HX;fi

For an integer d let Wd � Sd denote the subset of vectors f such that the intersec-
tion Xf is smooth of dimension m � r at all closed points P of degree > d/(m + 1) in
this intersection, and define

ed := 1� #Wd

#Sd
.

Lemma 5.1.2. There exists a constant C, depending on n, r, m, w, and the degree of
X � Pn, such that

ed � Cdmq�minfd=(m+1);d=pg.

In particular,
lim
d!1

ed = 0.

Proof. This is [BK12, 2.7]. �

We recall some additional useful notation from [Poo04], which we will use in stat-
ing consequences of (5.1.2).

Notation 5.1.3. For a subset P� S write

µµ(P) := lim
d!1

#(Sd \P)

#Sd

and
µµ(P) := lim sup

d!1

#(Sd \P)

#Sd

Variants
5.1.4. As in Section 5.1, let F be a finite field and let X � Pn be a quasi-projective
variety of dimension m > r.

Let Hd � Sd be the subset of elements (f1, . . . , fr) such that for every subset R �
f1, . . . , rg the scheme-theoretic intersection

XR :=
⋂
i2R

Xfi

is generically smooth of dimension m�#R. Let H � S denote the union of the Hd.

Theorem 5.1.5. We have
µµ(H) = 1.
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Proof. For a given R, let HR;d � Sd be the subset of those vectors for which the inter-
section XR is generically smooth of dimension m � #R, and let HR denote the union
of the HR;d. Then

1� #Hd

#Sd
�
∑
R

(
1� #HR;d

#Sd

)
.

It therefore suffices to show that µµ(HR) = 1. Furthermore, this case reduces immedi-
ately to the case when R = f1, . . . , rg, which we assume henceforth.

Let X � Pn be the closure of X with the reduced structure, and fix a finite strati-
fication X = fYigi2I with each Yi a smooth locally closed subvariety of X, and one of
the strata Y0 equal to the smooth locus of X. If we further arrange that each Yi;R � Yi
has the expected dimension then it follows that the inclusion

XR \X0 ↪! XR

is dense.
For an integer s let E(s)

Yi;d
� Sd denote the subset of those vectors (f1, . . . , fr) for

which the intersections Xi;f is smooth of the expected dimension at all points P of
degree � s. Let E(s)

d denote the intersection of the E(s)
Yi;d

.
Observe that since we assumed that r < m, the closed points of degree � s are

dense in any irreducible component of X0;f . In particular, we have E(s)
d � Hd. Let E(s)

denote the union of the E(s)
d . Taking s = b d

m+1
+ 1c have

E
(s)
Yi;d

= WYi;d,

where WYi;d is defined as in (5.1.1) applied to Yi.
By this and (5.1.2) we have that

lim
d!1

∑
i # (Sd n EYi;d)

#Sd
= 0.

We conclude that

lim
d!1

#E
(s)
d

#Sd
= 1,

and it follows that
µµ(HR) = 1,

as desired.
�

5.2. Preparatory lemmas

We continue with the setup of Section 5.1.
Lemma 5.2.1. Let k be a field, let D/k be a geometrically irreducible, proper k-variety,
and let D � D be a dense open subvariety with D geometrically reduced and codim(D�
D,D) � 2. Then H0(D,OD) = k.

Proof. We may without loss of generality assume that D is reduced, and furthermore,
by replacing D by its normalization, that D is normal. Since D is geometrically re-
duced and irreducible it follows that H0(D,OD) = H0(D,OD) = k. �
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Lemma 5.2.2. Let X be a divisorially proper variety over a perfect field k, and let
OX(1) be a very ample invertible sheaf with associated linear system P . Let

j : X ↪! X

be the compactification of X provided by the given projective embedding, so X is
schematically dense in X. Fix a finite stratification fYigi2I of X with each Yi smooth,
equidimensional, and Yi ↪! X locally closed. Let

F,G 2 H0(X,OX(1)) = H0(X,OX(1))

be two linearly independent sections. LetDF (resp. DG) be the zero locus in X of F (resp.
G) and set DF := DF \X (resp. DG := DG \X), and assume they satisfy the following:

(1) DF is geometrically irreducible.
(2) The intersection DF \Yi has dimension dim(Yi)�1 for all i, and the intersection

DF \DG \ Yi has dimension dim(Yi)� 2 for all i (here we make the convention
that the empty variety has dimension �1 as well as �2).

(3) DF and the intersection DF \DG are generically smooth.
(4) X is geometrically S3 at every point of DF .

Then F and G span a definable line.

Proof. Assumption (2) implies that DF � DF is dense. Furthermore, DF is S2 because
it is a hypersurface in an S3 variety, and because it is generically smooth isR0, hence it
is reduced. Both S2 andR0 hold geometrically, so it is geometrically reduced. Similarly,
DF \ DG is geometrically R0 and S1 and thus geometrically reduced, and DF \ DG �
DF \DG is dense. We need to show that the kernel of the restriction map

H0(X,OX(1))! H0(DF \DG,ODF\DG
(1))

is the span of F and G.
To this end, let W denote (DF \DG) n (DF \DG). By assumption (2), W has codi-

mension at least 2 in DF , and we have a closed immersion

DF \DG ↪! DF nW.
From this we therefore get an exact sequence

0 // H0(DF;red nW,ODF,red
)

G // H0(DF;red nW,ODF,red
(1)) // H0(DF \DG,ODF\DG

(1)).

From the commutative diagram

H0(X,OX(1))
’ //

��

H0(X,OX(1))

��
H0(DF;red nW,ODF,rednW (1)) // H0(DF ,ODF

(1))

we see that the kernel of the map

H0(X,OX(1))! H0(DF;red nW,ODF,rednW (1))

is 1-dimensional generated by F . From this and the argument used in (3.3.12) we
see that to prove the proposition it suffices to show that the dimension of H0(DF;red �
W,ODF,red

) is 1. This follows from (5.2.1). �
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Lemma 5.2.3. Let X/k be a quasi-projective, divisorially proper variety of dimension
at least 3, and let OX(1) be a very ample line bundle on X. Let B be the set of points of
X which are not S3. For each i 2 B, let Vi;n � PH0(X,OX(n)) be the set of hypersurfaces
containing i. Let X ↪! P be the embedding into projective space provided by OX(1) and
let X � P be the closure of X, with the reduced subscheme structure. Let Hn be the set
of lines in PH0(X,OX(n)) and let Hdef;B

n � Hn be the subset of lines which are either
definable as lines in PH0(X,OX(n)) or contained in

⋃
i2B Vi;n. Then

lim
n!1

µµHn
(Hdef;B

n ) = 1.

Proof. Fix a finite stratification fYigi2I of X into locally closed smooth subvarieties.
Let Pn denote the set of pairs of linearly independent elements

f1, f2 2 �(X,OX(n)),

and let P0n � Pn denote the subset of pairs (f1, f2) for which the associated divisors
Da1;a2 := V (a1f1 + a2f2) \X have the following properties:

(1) Da1;a2 is geometrically irreducible for all (a1 : a2) 2 P1(k);
(2) The double intersection D1 \ D2 \ Yi and the Da1;a2 , for all (a1 : a2) 2 P1(k),

have the expected dimension;
(3) The double intersection D1\D2\X and the Da1;a2 \X, for all (a1 : a2) 2 P1(k),

are generically smooth.
There is a map

Sp : Pn ! Hn

sending a pair (f1, f2) to the line spanned by f1 and f2. By (5.2.2) the image of P0n is
contained in Hdef;B

n . Indeed, if the line spanned by f1 and f2 is contained in
⋃
i Vi then

we are done, and otherwise some a1f1 + bf2 does not intersect the non-S3 locus B. We
apply (5.2.2) to Daf1+bf2 and to any other divisor in the pencil.

Therefore we have
µµPn

(P0n) � µµHn
(Hdef;B

n ),

and it suffices to show that
lim
n!1

µµPn
(P0n) = 1.

This follows from (5.1.5) and [CP16, Theorem 1.1]. (Note that, if the condition that
a divisor is geometrically irreducible and generically smooth has density 1, then the
condition that q+ 1 divisors are geometrically irreducible and generically smooth has
density 1). �

5.2.4. For integers n1, n2 with n1 � n2 � 2n1 consider the subset

Tn1;n2 � Sn1 � Sn2 � Sn1+n2

whose elements are triples (f1, f2, f3) for which either the elements f1f2 and f3 span a
definable line in P�(X,OX(n1 + n2)) or f3 vanishes at a point of B.

Lemma 5.2.5. For any function g : N! N such that n � g(n) � 2n for all n, we have

lim
n!1

#Tn;g(n)

#(Sn � Sg(n) � Sn+g(n))
= 1.
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Proof. Fix a stratification fYigi2I of X into smooth subvarieties.
By (5.2.2) the set Tn;g(n) contains the set T0n;g(n) of triples (f1, f2, f3) 2 Sn � Sg(n) �

Sn+g(n) satisfying the condition that the zero locus of each fi in X is irreducible, for all
R � f1, 2, 3g the intersection XR is generically smooth, the intersections XR \ Yi have
the expected dimension for all i, and the zero locus of f3 does not intersect the non-S3

points of X. The result then follows from (5.1.5) and [CP16, Theorem 1.1]. �

5.3. Proof of (5.0.1)

By the same argument as in (4.1.4), which did not require any assumption on the
ground field, it suffices to prove (5.0.1) in the case when X and Y are quasi-projective.

5.3.1. Fix ε > 0. In the course of the proof we will make various assumptions on ε being
sufficiently small. As there are only finitely many steps, this is a harmless practice.

Fix an ample invertible sheaf OX(1) on X represented by an effective divisor D.
By (3.2.8) the property of being ample depends only on the divisorial structure, and
therefore ϕ(D) defines an ample invertible sheaf on Y , which we denote by OY (1).
After replacing OX(1) by OX(n) for sufficiently large n we may assume that OX(1) and
OY (1) are very ample.

Note that, because X and Y are normal, they are S2, and so their loci of non-
S3 points consist of only finitely many points (see (8.3.3)). Hence, for n sufficiently
large, a positive proportion of hypersurfaces of degree n do not intersect the non-S3

points. Thus, by choosing n sufficiently large we may assume by (5.2.3) that there exist
definable lines in P(�(X,OX(1))) and P(�(Y,OY (1))). Since the number of elements in
a definable line is q + 1, we see that the finite fields κX and κY are isomorphic to the
same finite field F, and in particular have the same number of elements which we
will denote by q.

5.3.2. Let X � jOX(1)j_ (resp. Y � jOY (1)j_ be the scheme-theoretic closure of X (resp.
Y ). Define graded rings

AX := �n�0�(X,OX(n)), AY := �n�0�(Y ,OY (n)),

AX := �n�0�(X,OX(n)), AY := �n�0�(Y,OY (n)),

so AX � AX and AY � AY . For m > 0 and any of these graded rings A write A(m) for
the subring A(m) � A given by

A(m) := �n�0A
nm.

Write jAn
X
j � jnDj for P(�(X,OX(n))) � P(�(X,OX(n))), and similarly for jAn

Y
j. By

(5.2.3), for n sufficiently large the proportion of lines in the linear system jAn
X
j that

are both not definable and not contained in
⋃
i2B Vi is at most ε. By (2.3.3) we may

choosing ε sufficiently small, and thereafter n sufficiently large so that (2.3.1) applies
to the map

jAn
X
j ↪! P(�(X,OX(n)))! P(�(Y,OY (n))).

The assumption that q > 2 or B is empty is satisfied because, in the case q = 2, we
assume that X is Cohen-Macauley, therefore Sk for any k, so in particular B is empty.
We therefore find an integer n0 such that for each n � n0 we get an isomorphism of
fields

σn : κX ! κY
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and a σn-linear map
γn : An

X
! �(Y,OY (n))

such that the induced morphism of projective spaces

f 0n : P(�(X,OX(n))! P(�(Y,OY (n)))

agrees with the map
fn : jAn

X
j ! jOY (n)j

defined by ϕ on a proportion of points

(5.3.2.1) 1� δ,

where δ > 0 is any constant that we choose.

5.3.3. Next we prove that the f 0n are close to multiplicative.
Claim 5.3.4. We may take n0 sufficiently large such that, for any n1 � n0 and for
n2 = n1 or n2 = n1 + 1 we have

f 0n1
(s1)f 0n2

(s2) = f 0n1+n2
(s1s2)

for a proportion 1� 3δ of pairs

(s1, s2) 2 An1

X
� An2

X
.

Proof. Suppose
f 0n1

(s1)f 0n2
(s2) 6= f 0n1+n2

(s1s2).

Then either fn1(s1) 6= f 0n1
(s1), fn2(s2) 6= f 0n2

(s2), or

fn1(s1)fn2(s2) 6= f 0n1+n2
(s1s2).

The first two occur with probability at most δ, so it suffices to prove the third occurs
with probability at most δ. If

fn1(s1)fn2(s2) 6= f 0n1+n2
(s1s2),

then by (2.3.12) the number of pairs s3, s4 with s1s2, s3, s4 colinear, s3 /2
⋃
i2B Vi, and

f(s1s2), f(s3), f(s4) colinear is at most

A(q,Nn1+n2 , Gn1+n2 , ε) + q(q + 1).

If s1s2 and s3 span a definable line then all q � 1 choices of s4 satisfy this condition, so
the number of s3 with s3 /2

⋃
i2B Vi and Sp(s1s2, s3) definable is

� A(q,Nn1+n2 , Gn1+n2 , ε) + q(q + 1)

q � 1
.

Thus for each s1, s2 satisfying this last condition, the number of s3 with s3 /2
⋃
i2B Vi

and Sp(s1s2, s3) not definable is at most

Gn1+n2 � 1� A(q,Nn1+n2 , Gn1+n2 , ε) + q(q + 1)

q � 1
.

Taking n1, n2 sufficiently large and ε sufficiently small, this is � cNn1+n2 where c is
some nonzero constant, for instance 1

2

∏
i2B(1 � qdeg i) taking deg i to be the degree of

the closed point i or1 if i is not a closed point.
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On the other hand, by (5.2.5), the number of triples s � 1, s2, s3 with s3 /2
⋃
i2B Vi

and Sp(s1, s2, s3) not definable is at most cδNn1Nn2Nn1+n2 for n1 sufficiently large and
n2 = n1 or n1 + 1. So the number of pairs s1, s2 with

fn1(s1)fn2(s2) 6= f 0n1+n2
(s1s2)

is at most δNn1Nn2 and so the proportion of such pairs is at most δ, as desired.
�

5.3.5. Next we show that the γn are close to multiplicative.
Claim 5.3.6. For n0 sufficiently large as in (5.3.4), for any n1 and n2 = n1 or n2 = n1+1,
there exists a constant cn1;n2 such that

(5.3.6.1) γn1(s1)γn2(s2) = cn1;n2γn1+n2(s1s2)

for all pairs (s1, s2).

Proof. Let Wn denote An
X

, viewed as a vector space over the prime field Fp. We then
have two bilinear forms

bX , bY : Wn1 �Wn2 ! �(Y,OY (n1 + n2))

given by
bX(s1, s2) := γn1(s1)γn2(s2), bY (s1, s2) := γn1+n2(s1s2).

These forms have the property that they agree up to a scalar for a proportion of 1� 3δ
of pairs (s1, s2).

Given s1, let Ys1 be the set of s2 such that bX(s1, s2) is a scalar multiple of bY (s1, s2).
Let p(s1) = #Ys1/#Wn2 . It follows from the above remarks that we have

#fs1jp(s1) � 1�
p

3δg �
p

3δ � 3δ �#Wn1.

Thus, for a proportion of 1 �
p

3δ of elements s1 the two forms bX(s1, s2) and bY (s1, s2)

agree up to a scalar for a proportion of 1�
p

3δ of elements s2.
Fix s1 for which p(s1) � 1�

p
3δ. Each of the maps

bX(s1,�), bY (s1,�) : Wn2 ! �(Y,OY (n1 + n2))

are injective, which implies that

rank(bX(s1,�)� αbY (s1,�)) + rank(bX(s1,�)� α0bY (s1,�)) � dim(Wn2)

for any distinct elements α, α0. It follows that there is at most one α 6= 0 for which the
rank of bX(s1,�)� αbY (s1,�) is less than or equal to dim(Wn2)/2.

Suppose that in fact we have

rank(bX(s1,�)� αbY (s1,�)) � dim(Wn2)/2

for all α. Then the proportion of s2 for which bX(s1, s2) is a scalar multiple of bY (s1, s2)
is at most

q � 1

qdim(Wn2 )=2
,

and we obtain the inequality
q � 1

qdim(Wn2 )=2
� 1�

p
3δ.
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For n chosen sufficiently large relative to δ this is a contradiction. We conclude that
there exists exactly one scalar α0 such that

rank(bX(s1,�)� α0bY (s2,�)) < dim(Wn2)/2.

Now in this case we find that the proportion of s2 for which bX(s1, s2) is a scalar mul-
tiple of bY (s1, s2) is at most

(q � 2)

qdim(Wn2)=2
+

1

pr0
,

where r0 is the rank of bX(s1,�) � α0bY (s1,�). For ε suitably small we see that this
implies that in fact r0 = 0 and bX(s1, s2) = α0bY (s1, s2) for all s2.

Note that this argument is symmetric in s1 and s2. That is, for a fixed s2 subject to
the condition that bX(s1, s2) is a scalar multiple of bY (s1, s2) is at least 1�

p
3δ we find

that there exists a constant β such that

bX(s1, s2) = βbY (s1, s2)

for all s1. From this it follows that in fact the constant α0 in the previous paragraph is
independent of the choice of s1. Furthermore, using the bilinearity we find that there
exists a constant cn1;n2 such that

bX(s1, s2) = cn1;n2bY (s1, s2)

for all pairs (s1, s2). In other words, we have the equality (5.3.6.1) �

Claim 5.3.7. For n2 sufficiently large as in (5.3.4), for every n � n0 and integer m � 1
there exists a constant cm such that for all sections

s1, . . . , sm 2 AnX
we have

γnm(s1 � � � sm) = cmγn(s1) � � � γn(sm).

Proof. This we show by induction, the case m = 1 being vacuous. For the inductive
step write m = a + b for positive integers a and b with a = b = m/2 if m is even, and
a = (m� 1)/2 and b = (m+ 1)/2 if m is odd. Then by the above discussion there exists
a constant ca;b such that

γnm(s1 � � � sm) = ca;bγna

(
a∏
i=1

si

)
γbn

(
b∏

j=1

sa+j

)
.

By our inductive hypothesis this equals

ca;bcacbγn(s1) � � � γn(sm),

so we can take cm = ca;bcacb. �

5.3.8. In particular, after possibly choosing n0 even bigger so that AX(n0) is generated
by An0

X
we get an injective ring homomorphism

ρX;n0
: AX(n0)! AY (n0)

given in degree mn0 by γmn0/cm.
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5.3.9. The map ρX;n0
defines a rational map

λ : Y //___ X.

Let Y � � Y be the maximal open subset over which λ is defined and the map ρX;n0

induces an isomorphism λ�OX(n0) ’ OY (n0). We claim that the two maps of topological
spaces

(5.3.9.1) jλj, ϕ�1 : jY �j ! jXj

agree, where we write ϕ�1 also for the composition

jY j ’�1

// jXj � � // jXj

To prove this it suffices to show that these two maps agree on all closed points.
Suppose to the contrary that we have a closed point y 2 Y � such that λ(y) 6= ϕ�1(y).
Consider the subset

Tm � An0m

X

of sections g 2 �(X,OX(n0m)) whose zero locus contains both λ(y) and ϕ�1(y). Now
any section g whose zero locus contains λ(y) and for which fn0m(g) = f 0n0m

(g) lies in Tm
by definition of λ and fn. It follows that

(5.3.9.2)
#Tm

#An0m

X

� 1

qdeg(�(y))
� ~ε.

On the other hand, for m sufficiently big we have

(5.3.9.3)
#Tm

#An0m

X

=
1

qdeg(�(y))+deg(’�1(y))
.

Now observe that if we replace our choice of n0 by a multiple, the open subset Y � � Y
and λ remain the same, but we can decrease the size of ~ε by making such a choice
of n0. Since the right side of (5.3.9.2) is larger than the right side of (5.3.9.3) for ~ε
sufficiently small this gives a contradiction. We conclude that the two maps (5.3.9.1)
agree.

Lemma 5.3.10. Let k be a field, let S be a normal, quasi-projective k-variety, and let
T/k be a proper k-variety. Let f : jSj ! jT j be a continuous map of topological spaces
which is a homeomorphism onto an open subset of jT j. Assume that there exists a dense
open subset U � S and a morphism of schemes ~fU : U ! T whose underlying morphism
of topological spaces j ~fU j : jU j ! jT j agrees with the restriction of f . Then there exists
a unique morphism of schemes ~f : S ! T whose underlying morphism of topological
spaces is f and which restricts to ~fU on U .

Proof. Since S is normal and T is proper there exists an open subset S� � S containing
U and with complement of codimension � 2 such that ~fU extends to a morphism of
schemes

~fS� : S� ! T.

We claim that ~fS� induces f jjS�j on underlying topological spaces.
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If s 2 S� is a closed point, then by Bertini’s theorem (or in the finite field case
Poonen-Bertini) there exist effective irreducible divisors D1, . . . , Dr � S�, with Di \ U
nonempty for all i, such that

fsg = D1 \ � � � \Dr.

Since f is a homeomorphism onto an open subset of T we can further arrange that

ff(s)g = f(D1) \ � � � \ f(Dr),

where f(Di) is the closure of f(Di) in jT j. Since
~fS�(s) � f(D1) \ � � � \ f(Dr).

We conclude that ~fS�(s) = f(s). This shows that ~fS� agrees with f on all closed points
and therefore also on all points.

We are therefore reduced to the case when the complement of U in Y has codi-
mension � 2. In this case, the morphism ~fU extends to a map ~f : Y ! T by the same
argument as in the proof of (4.1.3), and repeating the previous argument we see that
~f induces f on topological spaces. �

5.3.11. By (5.3.10) we therefore get a morphism of schemes
u : Y ! X

whose underlying morphism of topological spaces is ϕ�1.
For n sufficiently big, the line bundle OY (n) can be represented by an effective

divisor D � Y all of whose irreducible components occur with multiplicity one and
have nonempty intersection with Y �. The divisor ϕ(D) then represents the line bundle
OX(n), and we have a nonzero map

u�OX(�n) = u�OX(�ϕ�1(D))! OY (�D) = OY (�n).

Since ϕ induces an isomorphism on class groups we conclude that this map is an
isomorphism, so u extends to a map of polarized schemes

u : (Y,OY (n))! (X,OX(n)),

for all n sufficiently big.
Since the cardinalities of the linear systems �(X,OX(n)) and �(Y,OY (n)) are the

same for all n, we conclude that u induces an isomorphism of graded rings
AX(n)! AY (n)

for all n sufficiently big. This implies that u is an open immersion. Indeed if X (resp.
Y ) is the closure of X (resp. Y ) in the projective imbedding defined by �(X,OX(n))
(resp. �(Y,OY (n))) then we see that u induces an isomorphism between the homoge-
neous coordinate rings of X and Y , and therefore u is an open immersion inducing an
isomorphism of topological spaces, whence an isomorphism.

This completes the proof of (5.0.1). �





CHAPTER 6

Topological geometry

In this chapter we prove the main reconstruction results over uncountable fields
of characteristic 0. There are two reasons to single out this case. The results we have
are stronger—we can prove that the theorems hold in the minimal possible dimension,
namely 2—and the proofs are technically simpler.

Also, this chapter serves as a model for the later reconstruction results. Many of
its ideas and results resurface in technically more complicated forms.

The main result of this chapter is the following.
Theorem 6.0.1. Let X be a normal, projective variety of dimension at least 2 over
an uncountable field k of characteristic 0. Then linear equivalence of divisors is deter-
mined by jXj.

Note that k is uncountable if and only if jXj has uncountably many points, so this
is a topological assumption.

Applying (3.1.14) yields the following.
Corollary 6.0.2. Let X be a normal, projective variety of dimension at least 2 over
an uncountable field of characteristic 0. Then the scheme structure of X is uniquely
determined by its underlying Zariski topological space jXj.

The main technical tool for this is a study of pencils of divisors. Pencils are alge-
braic notions, so we start by writing down topological properties of pencils, leading
to the notion of topological pencils in (6.3.1). A key question is to understand which
topological pencils come from actual pencils (in which case we say that the topological
pencil is algebraic). This is studied in Section 6.3. The main result is the algebraicity
criterion (6.3.4), which will be used again in Chapter 7. An immediate consequence
is that, over uncountable fields, every topological pencil is algebraic, see (6.3.5). This
is the only place where uncountability is used, and the reason why this case is much
easier.

Another notion that is important in algebraic geometry is the degree of a subvari-
ety (with respect to an ample divisor). In Section 6.4 we prove that having a degree
function is equivalent to knowing which topological pencils are algebraic. One direc-
tion, which works over any field, follows from (6.3.4). Constructing a degree function
using algebraic pencils is harder, and works only in characteristic 0, see (6.4.11).

Then in Section 6.5 we prove that if X is a normal, projective, geometrically irre-
ducible variety of dimension � 2 over an infinite field and degH a degree function on
divisors, then jXj and degH determine linear equivalence, see (6.5.8). This leads to the
proof of (6.0.1) in (6.5.10).

The method of Section 6.5 also relies heavily on pencils. Specifically, the main
problem is to decide which members of a topological pencil are members of the corre-
sponding algebraic pencil, which we call true members.

83
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Instead of a complete solution, we only deal with ‘well behaved’ linear systems. We
find sufficient conditions for

(1) linearity of a pencil (in (6.5.4)),
(2) membership in a pencil (in (6.5.5)) and
(3) linear equivalence of reduced divisors (in (6.5.7)).

Then, in (6.5.8), we see that linear equivalences between reduced divisors generate
the full linear equivalence relation.

6.1. Pencils

We collect various results from the classical theory of pencils. Most of these are (or
have been) well known, but precise references are hard to find. For our purposes the
most important is (6.1.17). We start with some general remarks on Chow varieties.

6.1.1 (Chow variety of divisors). Let g : X ! S be a projective morphism of pure
relative dimension n with a relatively ample divisor H. Assume for simplicity that the
fibers are geometrically normal. The Chow variety of divisors parametrizing relative
divisors of H-degree d is an S-scheme Chow1

d(X/S) with a universal family

(6.1.1.1)
Univ1

d(X/S)
�
↪! X � Chow1

d(X/S)
u #

Chow1
d(X/S)

It has the following properties (see [Kol96, Theorem 3.21]):
(1) Chow1

d(X/S) is seminormal and projective over S.
(2) u is projective, of pure relative dimension n�1, and its fibers have π�H-degree

d.
(3) Assume that we have a diagram T  DT

c
↪! X � T where T is a seminormal

scheme, DT ! T is projective, of pure relative dimension n� 1, and all fibers
have c�H-degree d. Then there is a unique commutative diagram

DT ! Univ1
d(X/S)

# # u
T ! Chow1

d(X/S).

The Chow variety of divisors is then Chow1(X/S) := qd Chow1
d(X/S). It has countably

many connected components, all which are projective over S.
Assume now thatX/S is only assumed proper. It is almost certain that Chow1(X/S)

exists as an algebraic space and satisfies the properties (1)–(3). However, this is not
treated in the literature. The following results allow us to go around this problem. We
start with a variant of [FKL16, 3.3].

Lemma 6.1.2. Let g : Y ! X be a proper, birational morphism of normal varieties
and D a divisor on Y . Let fEi : i 2 Ig be the g-exceptional divisors. Then there is a
divisor E =

∑
eiEi such that for every m � 0 and every g-numerically trivial Cartier

divisor T the following hold.
(1) g�OY

(
m(D + E) + T

)
is reflexive.

(2) g�OY
(
m(D + E) + T +

∑
iciEi

)
= g�OY

(
m(D + E) + T

)
for every ci � 0.
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Proof. We may assume that X is affine. Let L be a reflexive sheaf on Y . Then g�L
is reflexive if and only if depthx g�L � 2 for every point x 2 X of codimension � 2.
The latter holds iff every section of L over Y n g�1(x) extends to a section of L. In
particular, depthx g�L � 2 except possibly at the generic points of the g(Ei). We also
see that (1) and (2) are equivalent.

By localization and induction we may assume that the claim holds outside a single
point x 2 X. We can then move the exceptional divisors not contained in g�1(x) to D
and work with the divisorial irreducible components fEj : j 2 Jg of g�1(x). We may
also assume that g is projective with a very ample divisor H. Let now S � Y be a
normal surface obtained by intersecting dimY � 2 general members of jHj. We may
also assume that the Fj := EjjS are irreducble. On a normal surface the intersection
numbers of proper curves are well defined and the intersection matrix of the Fj is
negative definite by the Hodge index theorem. Thus there is a linear combination∑
ajFj such that

∑
ajFj +DjS is numerically trivial on every Fj.

We claim that E :=
∑
pajqEj, where pajq denotes the round-up of aj has the re-

quired property. That is, a rational section σ of OY
(
m(D + E) + T

)
can not have poles

only along
∑
Ej. The restriction of such a σ to S would give a rational section of

OS
(
m(DjS + EjS) + T jS

)
with poles only along

∑
Fj.

Note that σjS would be a section of sheaf of the form OS(
∑
cjFj + T 0) where cj � 0

and T 0 = m(
∑
ajFj + DjS) + T jS is numerically trivial on every Fj. Choose the cj the

smallest possible. Using the Hodge index theorem again, we get that there is a j0 such
that (Fj0 �

∑
cjFj) < 0. Thus every section of OS(

∑
cjFj+T

0) vanishes along Fj0. (This is
clear if OS(

∑
cjFj+T

0) is invertible, a simple computation shows that the singularities
work in our favor.) That is, σjS is a section of OS(

∑
cjFj � Fj0 + T 0), contradiction our

choice of the cj. �

Corollary 6.1.3. Let X be a proper, geometrically normal variety over a field k and D
a Weil divisor on X. Let g : Y ! X be a proper, birational morphism. Assume that Y
is projective and Y ! Alb(Y ) = Alb(X) is a morphism. Fix an ample divisor H on Y .
Then there is a d(D) > 0 such that degH g

�1
� D0 � d(D) for every effective divisor D0 on

X that is algebraically equivalent to D.

Proof. As explained in [Ful98a, Example 10.3.4], g�1
� D0 is algebraically equivalent to

some g�1
� D +

∑
miEi where Ei are the g-exceptional divisors. Thus g�1

� D0 is linearly
equivalent to some g�1

� D + T +
∑
miEi where T is numerically trivial. By (6.1.2) the

mi are bounded from above, independent of D0. �

Combining (6.1.3) with (6.1.1 (2)) we get the following.
Corollary 6.1.4. Let X be a proper, geometrically normal variety over a field k and D
a Weil divisor on X. Then all divisors algebraically equivalent to D are parametrized
by a k-scheme of finite type. �

Example 6.1.5. Hironaka’s example in [Har77, B.3.4.1] is a smooth, proper 3-fold
over C, containing a curve C such that all curves algebraically equivalent to C are not
parametrized by a C-scheme of finite type.

Its exceptional divisor is a proper non-normal surface E. The curve C is a divisor
on it and all divisors algebraically equivalent to it are again not parametrized by a
C-scheme of finite type.

Also, E contains a nonzero, effective divisor that is algebraically equivalent to 0.
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Applying (6.1.3) to D, 2D, . . . gives the following.
Corollary 6.1.6. On a proper, geometrically normal variety X an effective divisor is
algebraically equivalent to 0 if and only if it is the 0 divisor. �

Next we recall the definitions and basic facts about pencils in modern language;
see [Zar41] for a classical exposition.

Definition 6.1.7 (Pencils). Let X be an integral k-variety.

(1) A pencil of divisors, or just a pencil, on X is a nonconstant, rational map
π : X 99K C to an integral, nonsingular and projective curve C. If we we
to emphasize the distinction with the notion of t-pencil, introduced in (6.3.1)
below, we sometimes refer to a pencil of divisors as an algebraic pencil.

(2) The indeterminacy locus B � X of a pencil π is called the base locus of the
pencil.

(3) For a closed point c 2 C, the closure of π�1(c) � X is called a fiber of the pencil.
We frequently denote it by Dc. The fibers over k-points are the members of the
pencil. The fibers of a pencil are Cartier divisors on X nB.

(4) A pencil is called linear if C �= P1
k, rational if C is a smooth, geometrically

rational curve and irrational if the geometric genus g(C) is greater than 0.
(Over imperfect fields there are pencils that are neither rational nor irra-
tional. They will not come up for us.)

(5) Fix an algebraic closure k ↪! k and let π be a pencil. If X is geometrically
integral, then π�k : X�k 99K C�k is also a pencil, its members are the geometric
members of π. In traditional terminology

jDjalg := fDc : c 2 C(k)g

is an (algebraic) pencil of divisors parametrized by the curve C. We use jDjalg

to emphasize that C can be a non-rational curve.
(6) If a pencil π factors as X 99K C 0 99K C where deg(C 0/C) > 1, then π0 : X 99K C 0

is another pencil. We say that π is composite with π0. In this case each fiber of
π is a union of certain fibers of π0.

If no such C 0 exists then π is called non-composite. Every pencil is compos-
ite with a unique non-composite pencil.

Remark 6.1.8. Let π : X 99K C be a pencil over a field k.

(1) If k is perfect, then we can describe the members as follows. Let �c 2 C�k be a
geometric point lying over c 2 C. As σ runs through Gal(�k/k), Dc := [�D�

�c is a
finite union, giving a divisor defined over k.

(2) If k = �k then the notions member, fiber, geometric member coincide. The dis-
tinction between these 3 notions is not systematic in the literature. Thus the
phrase ‘let jD�j be a pencil’ may mean that D� runs through all members,
fibers, or geometric members of a pencil. We keep the very convenient pencil
notation jDj, but specify whether we work with members, fibers, or geometric
members.

(3) If C �= P1 and D1, D2 are distinct members of a pencil π, then the pencil can
be identified with the linear system jD1, D2j.
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(4) (Warning) The definition of linear system frequently allows fixed components;
those without fixed components are called mobile. In this terminology, our
pencils are the mobile pencils.

Definition 6.1.9 (Linear and numerical similarity). Let X be a normal variety. Two
divisors D1, D2 are called linearly similar if there are nonzero integers m1,m2 such
that m1D1 � m2D2. We denote it by D1 �s D2.

This notion will play a central role starting Section 8.5, but it also gives a conve-
nient way to talk about pencils, since all fibers of a rational pencil are linearly similar
to each other. We say that 2 pencils jD1j, jD2j are linearly similar if every fiber of jD1j
is linearly similar to fiber of jD2j. We denote this by jD1j �s jD2j. If A is a divisor, we
define jD1j �s A analogously.

The numerical versions of these notions are the following. First, two real valued
functions f1, f2 are called similar if f1 = cf2 for some positive constant c 2 R.

Let X be a proper variety. Two Q-Cartier divisors D1, D2 are called numerically
similar—denoted by D1 �s D2—if the functions C 7! (Di � C) are similar (as functions
from the set of all curves on X to R). We use the same terminology for pencils of
Q-Cartier divisors.

The basic characterization of non-composite pencils is due to Bertini, but it may
have been first fully proved in [vdW37].
Theorem 6.1.10. Let X be an integral variety over a perfect field k and π : X 99K C a
pencil. The following are equivalent.

(1) Almost all fibers of π are irreducible and reduced.
(2) Almost all geometric fibers of π are irreducible and reduced.
(3) π is not composite with any other pencil.
(4) k(C) is algebraically closed in k(X).
(5) k(C) is algebraically closed in k(X) and k(X) is a separable extension of k(C).

Proof. The claims all follow from Stein factorization, except for 2 issues.
To see that (4)) (5), assume to the contrary that k(X)/k(C) is not separable. Then,

by MacLane’s Separating transcendence basis theorem (see [Wei62, p.18], [Lan02,
Sec.VIII.4] or [Eis95, p.558]), k(X) 
k(C) k(C)1=p is nonreduced. If k is perfect and
dimC = 1 then deg

[
k(C)1=p : k(C)

]
= p, thus k(X)
k(C) k(C)1=p has degree p over k(X).

So, if it is nonreduced, then

red
(
k(X)
k(C) k(C)1=p

)
= k(X).

Thus k(C)1=p � k(X), contradicting (4).
Next (5) implies that the generic fiber is irreducible and generically reduced, but

we claim that it is reduced. Assume first that X n B is S2 and let D be a fiber. Since
DnB is a Cartier divisor, it is S1, hence reduced if and only if it is generically reduced.
Taking its closure does not add any embedded points. In general X nB is S1, but then
it is S2 except at finitely many points by (8.3.3). Thus the previous argument shows
that all but finitely many fibers are irreducible and reduced. �

Lemma 6.1.11. Let X be a normal, proper variety and π : X 99K C a pencil with base
locus B. Then B is also the intersection of any two fibers of π.
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Proof. To see this let � � X � C be the closure of the graph of π with projection
ρ : �! X. If π is not a morphism at x 2 X then ρ�1(x) is positive dimensional, hence
dominates C. Thus x is contained in every fiber of π. �

The next classical claims help us recognize rational and linear pencils.
Lemma 6.1.12 (Rationality test). Let X be a normal, projective variety over a perfect
field k. Let π : X 99K C be a pencil with parameter curve C. If π has a smooth basepoint
then π is rational.

Proof. Let ρ : � ! X be as in (6.1.11). By a lemma of Abhyankar, if x is smooth then
ρ�1(x) is rationally connected over k(x), see for example [Kol96, VI.1.9]. Thus C is a
geometrically rational curve. �

Lemma 6.1.13 (Linearity test I). Let X be a normal, projective variety over a perfect
field k. Let π : X 99K C be a rational pencil with base locus B and parameter curve C.
Then C �= P1 in any of the following cases

(1) X has a smooth k-point.
(2) There is a geometrically irreducible subvariety W 6� B that is contained in a

fiber of π.
(3) There is a fiber Dc of π that is smooth at some point of B.

Proof. If X has a smooth k-point then so does C by Nishimura’s lemma, and then
C �= P1. (See [KSC04, p.183] for a very simple proof of Nishimura’s lemma.)

For (2), note that π(W nB) � C is geometrically irreducible, hence a k-point.
For (3), assume that a fiber Dc is smooth at x 2 B. As we noted in (6.1.7), Dc

becomes the union of deg
(
k(c)/k

)
geometric fibers over �k, and they all contain B. If Dc

is smooth at x then k(c) = k. �

Proposition 6.1.14. A proper variety has only countably many irrational pencils.

Proof. We may as well assume that the base field is perfect and the variety is normal.
First proof. Let π : X 99K C be an irrational pencil. It gives X 99K C ! Jac(C). By

the universal property of the Albanese variety (10.3.9), we can factor it as X 99K
Alb(X) � Jac(C). Thus irrational pencils are in one-to-one correspondence with
Abelian quotients Alb(X) � B such that the composite X 99K Alb(X) � B has
a 1-dimensional image. Now note that an Abelian variety has only countably many
Abelian quotients: Because every quotient map factors into an isogeny and one with
connected fibers, and there are countably many isogenies from a given abelian vari-
ety, it suffices to check there are countably many quotients by connected subvarieties.
Each quotient by a connected subvariety admits an ample line bundle, and the pull-
back of this ample line bundle determines the quotient as the Proj of its section ring,
so because there are countably many line bundles, there are countably many quo-
tients.

Second proof. First assume that X is smooth and projective. Then irrational pen-
cils are basepoint-free by (6.1.13), hence by (6.1.16) each irrational pencil corresponds
to a 1-dimensional connected component of the Chow variety of divisors on X by
(6.1.16). The Chow variety has countably many irreducible components by (6.1.1 (2)).

Now suppose X is an arbitrary proper variety over k. Let X 0 ! X be a dominant
morphism. We see that the set of pencils on X injects into the set of pencils on X 0
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(since the set of subfields of k(X) injects into the set of subfields of k(X)). Choosing
X 0 to be a resolution or an alteration of X, reduces the result to the smooth projective
case. �

The following lemmas help us recognize fibers of a pencil.
Lemma 6.1.15. Let X be a normal, proper, irreducible variety over a perfect field k
and π : X ! C a basepoint-free pencil. Let E1, . . . , Er be irreducible divisors contained
in fibers such that their union does not contain the support of any fiber. Let E0 be an
irreducible fiber. Then

∑r
i=0miEi is algebraically equivalent to 0 if and only if it is

identically 0.

Proof. Using [Ful98a, Example 10.3.4], we may assume that X is projective. Taking
general hypersurface sections reduces us to the case when X is a surface, which we
may even assume nonsingular.

It is now enough to show that the intersection matrix (Ei � Ej) for 1 � i, j � r
is negative definite. This can be done one fiber at a time. After reindexing, we may
assume that E1 + � � � + Em is a maximal connected component of E1 + � � � + Er. Then
E1, � � � , Em are contained in a fiber F and there is an irreducible curve E� � F that is
different from the Ei but is not disjoint from them. Then (F � E�) � Ei � 0 for every i
and (F �E�) �Ej < 0 for some 1 � j � m. By a lemma on quadratic forms, this implies
that (Ei � Ej) for 1 � i, j � m is negative definite; see [Kol13, 10.3.4]. �

Lemma 6.1.16. Let X be a normal, proper, irreducible variety over a perfect field k
and jDj a basepoint-free pencil. Let A � X be a connected, effective divisor such that
A �s jDj. Then A is a (rational) multiple of a fiber of π.

Proof. Let D 2 jDj be an irreducible fiber. Since AjD �s DjD = 0, we see that A is
disjoint from D by (6.1.6), hence A is contained in some fiber D0 of jDj. There is a
largest c 2 Q such that D0� cA is effective. We are done if D0� cA = 0. Otherwise the
support of D0 � cA is a proper subset of D0 and it is numerically equivalent to a fiber.
This is impossible by (6.1.15). �

The next result will allow us to reconstruct pencils from topological data.
Proposition 6.1.17. Let X be a proper, geometrically normal, irreducible variety over
a field k, fDi : i 2 Ig an infinite set of irreducible Weil divisors and B ( X a closed
subset. Assume that

(1) the Di are algebraically equivalent to each other,
(2) Di \Dj � B for every i 6= j 2 I, and
(3) Di 6� B for every i 2 I.

Then there is a unique non-composite pencil of divisors π : X 99K C such that all the
Di are

(4) fibers of π if k is perfect, and
(5) reductions of fibers of π in general.

Proof. By (6.1.4), there is scheme of finite type parametrizing all effective divisors
algebraically equivalent to the Di. Denote it by ChowD

X .
Thus the closure of the infinite set of points f[Di] : i 2 Ig � ChowD

X contains a
positive dimensional irreducible component Z. Set J := fi 2 I : [Di] 2 Zg.
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There is a universal family u : U ! Z with canonical map χ : U ! X. For a divisor
D with [D] 2 Z write Du � U for the fiber of u over [D] 2 Z. Note that χ : Du ! D is an
isomorphism for general [D] 2 Z, but Du can have some embedded points in general.

The image χ(U) contains a countable set of distinct divisors fDi : i 2 Jg, hence χ
is dominant. We claim that χ is generically purely inseparable.

Let X� � X be a dense, nonsingular, open set such that χ is flat over X0 and let
U� � U be its preimage.

Let x 2 Di \X� be a closed point for some i 2 J . We claim that

Supp
(
χ�1(x)

)
= xu 2 Du

i .

To see this note that any other point would lie on another fiber Du. Since D is irre-
ducible but not equal to Di, the intersection Di \D has codimension 2 in X.

Thus χ�1(Di \X�) � U� is a Cartier divisor that intersects Du \ U� properly, so u :
χ�1(Di)! Z is dominant. Thus there is a dense, open Z� � Z contained in u(χ�1(Di)).

Set J� := fj : [Dj] 2 Z�g n fig. Then

[j2J�Du
j \ χ�1(Di) is dense in χ�1(Di).

Taking its image by χ we get that

[j2J�Dj \Di is dense in Di.

This is impossible since, by assumption, this set is contained in Di \B.
Thus χ�1(x) is single point for a dense set of points x 2 X, hence χ is generically

purely inseparable. In particular, dimU = dimX and so dimZ = 1. After composing
with a power if the Frobenius, u � χ�1 gives a pencil πZ : X 99K Z such that the
fDi : i 2 Jg are fibers of π, at least set theoretically. Taking Stein factorization gives
a non-composite pencil π : X 99K C.

If E � X is any irreducible divisor that is not contained in a fiber of π, then
πjE : E 99K C is dominant, hence [j2J�Dj \ E is dense in E. Applying this to Di for
i 2 I nJ shows that every Di is contained in a fiber of the pencil π. Since there are only
finitely many reducible fibers, at least one of theDi is a fiber. Then all theDi are fibers
because they are algebraically equivalent to a fiber, so if they were a proper subset of
a fiber, their complement would be numerically trivial, contradicting (6.1.15).

Finally note that all but finitely many fibers are irreducible and reduced if k is
perfect. In general, all but finitely many fibers are irreducible. �

The following result is proved in [BPS16], sharpening earlier versions of [Tot00,
Per06].
Theorem 6.1.18. Let X be a normal, projective, irreducible k-variety and fDi : i 2 Ig
pairwise disjoint divisors. Then

(1) either jIj � ρcl(X�k)� 1,
(2) or all the Di are contained in members of a basepoint-free pencil.

Proof. Let D0i be a geometric irreducible component of Di. We apply [BPS16] to the D0i.
Thus we get that either (1) holds or the D0i are contained in members of a basepoint-
free pencil jM j defined over �k.

By (6.1.15), there can be at most ρcl(X�k) � 2 of the D0i that are components of
reducible members of jM j. Thus either (1) holds, or there is a divisor, say D01, that is
an irreducible member of jM j. Any divisor disjoint from an irreducible member of jM j



6.2. FIBERS OF FINITE MORPHISMS 91

is contained in a finite union of members of jM j. Thus all the other Di are contained
in finite unions of members of jM j. So jM j is defined over k if k is perfect, and jqM j is
defined over k for some power q of the characteristic in general. �

6.2. Fibers of finite morphisms

Let π : X ! Y be a quasi-finite, dominant morphism of k-varieties. For any closed
point y 2 Y , the fiber Xy is a finite k(y)-scheme. We will need to understand which
finite k(y)-schemes occur. The extreme cases are especially important for us. These
are

� Xy is reduced and irreducible.
� Xy is a disjoint union of copies of k(y).

The first condition is the topic of Hilbert’s irreducibility theorem and its generaliza-
tions. We consider such questions in (7.5.7) and the discussion immediately after-
wards. We focus on the second case here.

Note that such questions can be viewed as attempted generalizations of Cheb-
otarev’s density theorem which describes the density of primes with given splitting
behavior in an extension of number fields. Density does not seem to make sense in
general, but the first result, proved in [Poo01] shows that there are infinitely many
completely split points in any separable field extension.
Proposition 6.2.1. Let C be a geometrically reduced k-curve and π : C ! P1 a quasi-
finite, separable morphism. Then there are infinitely many separable points pj 2 P1

such that π�1(pj) is a reduced, disjoint union of copies of pj for every j.

Proof. Let Ci be the irreducible components of C. Let D be the normalization of P1 in
a Galois closure of a composite of the k(Ci)/k(P1). If pj works for σ : D ! P1 and π is
étale over pj then pj works for C ! P1.

If k is infinite, then a general pencil of very ample divisors gives a separable mor-
phism ρ : D ! P1 := P1 such that

(6.2.1.1) (ρ, σ) : D ! D0 � P1 � P1

is birational onto its image. (We use the notation P1 to distinguish the two factors.)
Let S � D be the union of the preimage of SingD0, the ramification locus of σ and the
ramification locus of ρ.

Pick any c 2 P1(k) n ρ(S). Let pD 2 ρ�1(c) be any closed point, p0D its image in D0

and p := σ(pD) 2 P1. Then

k(pD) = k(p0D) = k(c)
k k(p) = k(p).

Since D/P1 is Galois, the same holds for all points in σ�1(p).
If k is finite, choose q = pr such that D decomposes into m irreducible components

that are geometrically irreducible. Then D has about mq points in Fq. All these map to
Fq points in P1. We show that for most of them, their image is not defined over a proper
subfield of Fq. All proper subfields of Fq have at most pq elements and the number of
maximal ones equals the number of prime divisors of r, so there are at most log2 r of
them. Thus at most log2 r �

p
q points of P1(Fq) are in a smaller subfield and these have

at most deg π � log2 r �
p
q preimages in D. So for q � 1, almost all Fq points of D map

to points of P1 whose residue field is Fq. �
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The following versions of (6.2.1) are also useful.
Claim 6.2.2. Let X, Y be geometrically reduced k-schemes and π : X ! Y a quasi-
finite, separable morphism. Then there is a Zariski dense set of closed, separable points
pj 2 Y such that π�1(pj) is a reduced, disjoint union of copies of pj.

Proof. We can replace Y by a general curve B � Y . The curve case is reduced to (6.2.1)
by composing with a quasi-finite, separable morphism B ! P1. �

Claim 6.2.3. Let X, Y be geometrically reduced k-schemes and π : X ! Y a quasi-
finite, separable morphism. Then there are infinitely many irreducible divisors Dj �
Y such that π�1(Dj) is a reduced union of divisors Di

j, such that each Di
j ! Dj is

birational.

Proof. As in (6.2.1) and in (6.2.2), we may assume that Y = Pn and X ! Pn is Galois.
If k is infinite, the proof works as in (6.2.1), but we replace (6.2.1.1) by

(ρ, σ) : X ! X 0 � P1 � Pn.

We can also reduce (6.2.3) to (6.2.2) by choosing a coordinate projection p : Pn 99K Pn�1

and working with the generic fibers of Y 99K Pn�1 and X 99K Pn�1. �

The first application is a topological formula for the degree of a morphism.
Lemma 6.2.4. Let g : Y ! X be a generically finite and separable morphism of k-
varieties of pure dimension d. Assume that X is normal. Then

deg g = maxf#jg�1(x)j : x 2 X,#jg�1(x)j <1g.

Proof. We may assume that g is quasi-finite. Then x 7! dimk(x) Og�1(x) is lower semi-
continuous and equal to the degree on a dense open set X� � X. We may also assume
that g is étale over X�.

Note that #jg�1(x)j � dimk(x) Og�1(x) and equality holds if and only if g�1(x) is a
union of copies of fxg. The existence of such points is guaranteed by (6.2.2). �

As a special case, we get a simple topological formula computing the intersection
number of a curve with a pencil of divisors.

Notation 6.2.5. LetX be a normal, proper variety over a field k of characteristic 0, jDj
an algebraic pencil of Q-Cartier divisors with parameter curve C. Let fDc : c 2 C(�k)g
be its geometric members. For any 1-cycle Z � X, the intersection number (Z �Dc) is
independent of c. We denote it by (Z � jDj).

Corollary 6.2.6. Let X be a normal, proper variety over a field k of characteristic 0,
jDj an algebraic, Q-Cartier pencil with parameter curve C. Let A � X be an irreducible
curve disjoint from Bs jDj. Then(

A � jDj
)

= maxf#jA \Dcj : c is a closed point of Cg. �

Remark 6.2.7. If char k = p > 0 then we get the formula(
A � jDj

)
= pm �maxf#jA \Dcj : c is a closed point of Cg,

where m is the degree of inseparability of A ! C. In our applications the latter is an
unknown (and in fact unknowable) number.
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This gives us a topological way to compute the prime-to-p part of intersection num-
bers between curves and algebraic pencils. This does carry a lot of information, but it
is much harder to exploit.

Another application is the following, whose proof was suggested by M. Larsen.
Lemma 6.2.8. Let k be a field that is not locally finite and T a nontrivial algebraic
torus over k. Then rankQ T (k) =1.

Proof. The torus T is defined over a finitely generated subfield, so we may as well
assume that k is either a number field or the field of functions of a geometrically
integral curve C over a subfield k0 � k. Over a dense, open, regular subset U � C we
have a torus TU ! U .

Assume to the contrary that t1, . . . , ts 2 T (k) generate a maximal rank subgroup.
We can view the ti as rational sections of TU ! U . After further shrinking U we may
assume that they are all regular sections. If t 2 T (k) then tn 2 ht1, . . . , tsi for some
n > 0. Thus t is a rational section that is also finite over U , hence a regular section.
Thus every rational section of TU ! U is regular.

Next we show that this is not the case. The torus T is isomorphic to Gr
m over ksep,

hence there is a finite, separable field extension K/k such that TK �= Gr
m. (Such a K

is called a splitting fieldof T .) After further shrinking U we may assume that we have
a finite morphism π : V ! U such that TV �= V � Gr

m. Let now p 2 U be a point with
preimages p1, . . . , pr 2 V such that k(pi) �= k(p) for every i and π is étale over p. In the
geometric cases this is possible by (6.2.2), while for number fields this follows from
the Chebotarev density theorem.

Then TV has a rational section sV that has a pole along p1 but regular at p2, . . . , pr.
Then normK=k(sV ) is a rational section of TU with a pole at p, a contradiction. �

The following more precise version was communicated to us by B. Poonen; we do
not use it.
Theorem 6.2.9. Let k be an infinite, finitely generated field and T a nontrivial alge-
braic torus over k. Then T (k) �= A � Z!0 , where A is a finite abelian group and Z!0 is
a free abelian group.

6.3. Topological pencils

Given a pencil π : X 99K C with base locus B, we get a map of topological spaces
jπj : jX nBj ! jCj. Since jCj is discrete, all information is contained in the collection of
the fibers of jπj. Its abstract properties define topological pencils. The main question
is then to understand which topological pencils come from algebraic pencils.

Definition 6.3.1 (Topological pencil). Let X be an irreducible, normal k-variety. A
t-pencil is a collection of effective, reduced divisors fD� : λ 2 �g such that

(1) Every closed point of X is contained in some D�.
(2) Almost all of the D� are irreducible.
(3) There is a closed subset B � X of codimension � 2 such that

(a) D� \D� � B for all λ 6= µ 2 �, and
(b) D� \D� = B for almost all λ 6= µ 2 �.

(4) Each D� nB is connected.
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Here ‘almost all’ means that there is a cofinite subset �0 � � such that the claims
hold for all λ, µ 2 �0. B is called the base locus. We call a t-pencil ample if almost all
members are ample Q-Cartier divisors.

If dimX = 1 then there is a unique t-pencil, its members are the closed points of
X. Thus the notion is interesting only for dimX � 2.

The main examples are the following.

Example 6.3.2. Let X be a normal, irreducible k-variety and jDj an algebraic pencil
given by π : X 99K C with parameter curve C and base locus B.

Given a closed point c 2 C, let fDc;j : j = 1 . . . , rcg be the closures of the connected
components of redDc n B. The set of all Dc;j forms a t-pencil with base locus B. We
denote it by jDjt and write its members as fD� : λ 2 �g. These are the algebraic
t-pencils.

If jDj is composite with jD0j, then jDjt = jD0jt.
Note that jDjt is ample if and only if the fibers of jDj are ample Q-Cartier divisors.
While this makes sense over any field, we can use t-pencils effectively only if the

divisors D� are also geometrically reduced. Thus k should be perfect. As in (6.1.7), we
can then describe the members as follows.

Let �c 2 C�k be a geometric point lying over c 2 C and D�c;j a connected component of
redD�c nB. As σ runs through Gal(�k/k), Dc;j := [�D�

�c;j is a finite union, giving a divisor
defined over k. Note also that for σ1, σ2 2 Gal(�k/k), the divisors D�1

�c;j and D�2
�c;j are either

identical or their intersection is contained in B. This shows the following.
Claim 6.3.2.1. A member of jDjt is either contained in a member of jDj, or every irre-
ducible component of it is geometrically reducible.

Proposition 6.3.3 (Algebraicity criterion I). Let X be a normal, irreducible k-variety
and fD� : λ 2 �g a t-pencil. Assume that there is an algebraic pencil jAj given by
π : X 99K C such that infinitely many fibers of π are members of fD� : λ 2 �g. Then
fD� : λ 2 �g = jAjt.
Proof. We claim that every D� is contained in a fiber of π, the rest is then clear.

Let fAi = D�i : i 2 Ig be the fibers of π that are members of fD� : λ 2 �g. If a given
D� is not contained in a fiber of π, then π : D� nB ! C is dominant. Thus [iAi \D� is
dense in D�. But

[iAi \D� = [iD�i \D� � B,

which is a contradiction. �

Proposition 6.3.4 (Algebraicity criterion II). LetX be a geometrically normal, proper,
irreducible variety over an infinite field. A t-pencil fD� : λ 2 �g is algebraic if and only
if there is an infinite subset �� � � such the fD� : λ 2 ��g are algebraically (or numer-
ically) equivalent to each other.

Proof. Let p : X 99K C be an algebraic pencil. Let τ : C ! P1 be a nonconstant
morphism of degree d. For every p 2 P1(k) the fiber τ�1(p) is a union of closed points of
degrees� d. Thus there is a d0 � d such that C has infinitely many closed points ci 2 C
of degree d0. The corresponding fibers are algebraically equivalent to each other.

Conversely, assume that the fD� : λ 2 ��g are algebraically equivalent to each
other. By (6.1.17) there is an algebraic pencil jAj given by π : X 99K C such that
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infinitely many of the fibers of π are members of fD� : λ 2 �g. Thus fD� : λ 2 �g = jAjt
by (6.3.3) �

The correspondence between t-pencils and algebraic pencils works best over un-
countable fields.
Corollary 6.3.5. Let X be a geometrically normal, proper variety over an uncountable
field k. Then every t-pencil on X is algebraic.

Proof. Let fD� : λ 2 �g be a t-pencil with base locus B. Pick any D�0, a point x 2
D�0 n B and an irreducible curve x 2 C that is not contained in D�0. Then C is not
contained in any other D�, so the C \D� are all finite. They cover all closed points of
C, thus j�j is uncountable.

By (6.1.4), the Chow variety of divisors has only countably many irreducible com-
ponents. Thus one of them contains uncountably many of the D�. So fD� : λ 2 �g is
algebraic by (6.3.4). �

As the following example shows, over a countable field t-pencils need not come
from algebraic pencils (this more or less must be the case by (9.3.1)).

Example 6.3.6 (t-pencils over countable fields). Let X be a normal, projective variety
of dimension � 2 over an infinite field K and L a very ample line bundle on X.

Pick any s1 2 H0(X,Lm1) and s2 2 H0(X,Lm2). Assume that we already have si 2
H0(X,Lmi) for i = 1, . . . , r such that Supp(si = sj = 0) is independent of 1 � i < j � r.

Set M =
∏

imi,

Sr+1 :=
(∏

is
M=mi

i

)(∑
is
�M=mi

i

)
and Tr+1 :=

∏
isi.

and choose sr+1 = Sr+1+g�Tr+1 for a general g 2 H0(X,Lnr) where nr = M(r�1)�
∑

imi.
Then (sr+1 = 0) is irreducible and Supp(si = sj = 0) is independent of 1 � i < j � r+ 1.

If K is countable then we can order the points of X as x1, x2, . . . and we can choose
the si such that

∏r
i=1 si vanishes on x1, . . . , xr for every r. Then the resulting Di :=

(si = 0) is a t-pencil that does not correspond to any algebraic pencil.

6.4. Degree functions and algebraic pencils

Definition 6.4.1 (Degree function). Let X be an irreducible, normal, proper variety.
A degree function on d cycles is real valued function that is

(1) linear, namely deg(Z1 + Z2) = deg(Z1) + deg(Z2), and
(2) respects algebraic equivalence, namely deg(Z) = 0 if Z is algebraically equiv-

alent to 0.
The main example is of course the following. Let A be a Q-Cartier divisor on X. Then
degA(Z) := (Z � Ad) is a degree function.

The most important cases are when A is ample. With this in mind, a degree func-
tion deg is called ample if it is

(3) positive, that is deg(Z) > 0 if Z is effective, nonzero, and
(4) bounded, that is, there is an an ample divisor H such that deg(Z) � degH(Z)

for every effective cycle Z.
A key step of our proofs is to construct degH out of topological data. However, we

are able to get only c � degH for some completely unknown positive constant c 2 Q.
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For arbitrary algebraic pencils, we turn (6.2.5) and (6.2.6) into a definition.

Definition 6.4.2. Let X be a normal, projective variety over a field k of characteristic
0, jDj an algebraic pencil with corresponding topological pencil jDjt. Let C � X be a
curve disjoint from Bs jDjt. Set

djDj(C) := maxf#jC \D�j : D� 2 jDjtg.

We can use this to decide when two algebraic, Q-Cartier pencils are numerically
similar, after recalling some of the basic results of [Kle66] in slightly modified forms.

6.4.3 (Intersecting curves and divisors). Let X be a normal, projective variety.
Two 1-cycles C1, C2 are numerically equivalent if (C1 �D) = (C2 �D) for every Cartier

divisor D. Let H be an ample divisor. Then mH + D is ample for m � 1 and D =
(mH +D)�mH. Thus
Claim 6.4.3.1. Let C1, C2 be 1-cycles. Then C1 � C2 if and only if (C1 �H) = (C2 �H) for
every ample Cartier divisor H.

Two Q-Cartier divisors D1, D2 are numerically equivalent if (C �D1) = (C �D2) for
every curve C � X.
Claim 6.4.3.2. Let D be a Q-Cartier divisor and H an ample divisor. Then D is nu-
merically trivial if and only if (Hn�1 �D) = (Hn�2 �D2) = 0, where n = dimX.

Sketch of proof. We need to show that (C � D) = 0 for every curve C � X. Now C is
contained in an H-complete intersection surface S. After normalizing we are reduced
to the n = 2 case, which is the Hodge index theorem. �

Claim 6.4.3.3. Let D1, D2 be Q-Cartier divisors. Then D1 � D2 if and only if (C �D1) =
(C �D2) for every irreducible, ample-sci curve C.

Sketch of proof. Set D = D1 �D2. We can unify the conditions

(Hn�1 �D) = (Hn�2 �D2) = 0

as (
Hn�2 � (mH +D) �D

)
= 0 for all m� 1.

Since mH + D is ample for m � 1, we can think of Hn�2 � (mH + D) as an ample-sci
curve. It is actually enough to work with self-intersections of the form (mH + D)n�1

since

Hn�2 �D 2
〈
(H i �Dn�1�i) : i = 0, . . . , n� 1

〉
=
〈
(mH +D)n�1 : m� 1

〉
.

�

Note finally that ample-sci curves can be moved away from any codimension 2
subset, hence we get the following variant.
Claim 6.4.3.4. Let D be a Q-Cartier divisor on X and B � X a subset of codimension
� 2. Then D � 0 if and only if (C �D) = 0 for every proper curve C � X nB. �

As an immediate consequence of Claim 6.4.3.4 we get the following.
Corollary 6.4.4. LetX be a normal, projective variety over a field k of characteristic 0.
Let jD1j and jD2j be Q-Cartier, algebraic pencils. Then jD1j �s jD2j if and only if djD1j �s

djD2j, as functions on the set of proper curves contained in X n (Bs jD1j [ Bs jD2j). �
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This is a good topological description of numerical similarity, but the Q-Cartier
condition is not topological. The following definitions aim to fix this.

Definition 6.4.5. Let X be a normal variety and fZi � X : i 2 Ig irreducible, closed
subvarieties. We say that a t-pencil jDjt = fD� : λ 2 �g is in general position for
fZi : i 2 Ig if the following hold.

(1) None of the Zi is contained in a member of jDjt.
(2) Zi \ Bs jDjt has codimension � 2 in Zi for every i.

We also say that these Zi are in general position for jDjt.

Definition 6.4.6. Let X be a normal, projective variety over a field k of characteristic
0. A set fjDij : i 2 Ig of algebraic pencils is called compatible if djDij �s djDj j (on the set
of curves where both are defined) for every i, j 2 I.

The set fjDij : i 2 Ig is called complete if for every finite set of closed subvarieties
Zj � X there is an i 2 I such that jDij is in general position for all the Zj.

The set fjDij : i 2 Ig is called ample if for every pair of closed points p, q 2 X, there
is a jDij such that p 2 Bs jDij but q /2 Bs jDij.

Example 6.4.7. Let H be an ample divisor on X. The set of all Q-Cartier pencils of
divisors linearly similar to H is ample, complete and compatible.

An important observation is that the converse also holds.
Proposition 6.4.8. LetX be a normal, projective variety over a field k of characteristic
0 and fjDij : i 2 Ig a complete and compatible set of pencils. Then there is a Cartier
divisor H such that degH �s djDij for every i 2 I.

If fjDij : i 2 Ig is ample then H is ample.

Proof. Let fZj � X : j 2 Jg be the closures of the non-Cartier centers as in (10.3.19).
Let I 0 � I be the subset indexing those pencils that are in general position for
fZj � X : j 2 Jg. Then fjDij : i 2 I 0g is still complete and compatible. These jDij
are Q-Cartier and numerically similar by (6.4.4). Thus there is a Cartier divisor H
whose degree function matches all their degree functions, and then by the definition
of compatibility, matches the degree functions of Di for all i 2 I.

If fjDij : i 2 Ig is ample, we check the Nakai-Moishezon criterion. Let Z � X be
an irreducible subvariety. Pick closed points p, q 2 Z. By assumption there is a jDij
such that p 2 Bs jDij but q /2 Bs jDij. Let Di

c be a general fiber. Then Di
c �s H and

(Z \Di
c) ( Z is nonempty. By induction we get that (Z �HdimZ) > 0. �

So far we have constructed a degree function on curves. Now we extend it to all
algebraic cycles.

Definition 6.4.9. Let S be a set and g : S ! R a function. The generic minimum of g,
denoted by genmin(g) 2 R [ f1g, is the supremum of c 2 R such that fs : g(s) < cg is
finite.

Lemma 6.4.10. Let X be a normal, projective variety over a field k of characteristic 0
and Z � X an irreducible subvariety of dimension r � 2. Let jDj be an ample, algebraic
pencil given by π : X 99K C. Assume that jDj is in general position for Z. Let d 2 N be
the smallest such that C has infinitely many points of degree d. Then

d � (Z � jDjr) = genmin
{(

(Z \D�) � jDjr�1
)

: λ 2 �
}
.
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Proof. With finitely many exceptions, Z \D� is reduced and(
Z �D� � jDjr�1

)
=
(
(Z \D�) � jDjr�1

)
. �

�

We can summarize these results as follows.
Theorem 6.4.11. Let X be a normal, projective variety of dimension � 2 over a field
k of characteristic 0. Let P := fjDij : i 2 Ig be an ample, complete, compatible set of
algebraic pencils. Then P determines a similarity class of degree functions degP on all
algebraic r-cycles on X for every 1 � r � dimX. Furthermore, degP �s degH for some
ample divisor H.

Proof. First, (6.4.8) defines degP on curves. Next assume that we already extended
degP to cycles of dimension � r � 1.

Fix now an r-dimensional, irreducible cycle Z0. Pick fDi
� : λ 2 �g in general posi-

tion for Z0. If Z is in general position for jDijt then, by (6.4.10),

genmin
{

degP(Z \H�) : λ 2 �
}

genmin
{

degP(Z0 \H�) : λ 2 �
} =

(Z �Hr)

(Z0 �Hr)
.

Thus the formula

degP(Z) :=
genmin

{
degP(Z \H�) : λ 2 �

}
genmin

{
degP(Z0 \H�) : λ 2 �

}
defines a degree function similar to degH on those r-cycles that are in general position
for jDij. It is normalized by the condition degP(Z0) = 1.

For any Z we can choose jDij in general position for Z and Z0, so the definition
works for any Z. �

Remark 6.4.12. To be precise, we proved that if Z1, Z2 are nonzero, effective r-cycles
then

degP(Z1)

degP(Z2)
=

(Z1 �Hr)

(Z2 �Hr)
.

This implies that degP = cr �degH where the constant depends on the dimension. There
does not seem to be any way of assigning a specific value to the constants cr.

6.5. Degree functions and linear equivalence

Definition 6.5.1. Let X be a normal variety, jDj an algebraic, non-composite pencil
given by π : X 99K C and jDjt = fD� : λ 2 �g the corresponding t-pencil.

We say that D� is a true member of jDjt if there is a c 2 C(k) such that Dc is
generically reduced and D� = redDc.

If jDj is a non-composite, linear pencil with parameter curve C �= P1, then Dc is a
true member of jDjt for all but finitely many c 2 P1(k), but in general there may not
be any true members.

Assume that X is projective and let deg be an ample degree function on divisors.
We say that D� is a generically minimal member of jDjt if

degD� = genminfdegD� : λ 2 �g.
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The corresponding index set is denoted by �gmin � �. (This notion a priori depends on
deg, but this will not be important for us.)

If jDj is non-composite and linear, then a true member is also generically minimal.
Understanding the converse will be a key question for us.

The following example shows that a linear pencil can have generically minimal
members that are not true members.

Example 6.5.2. Start with the pencil on P2 given in affine coordinates as∣∣(u2 + v2 + u)(v2 + u), (u2 + v2 + v)(u2 + v)
∣∣.

Its general member is a quartic with a node at the origin, but it has two members
that split into conics.

Next make a change of variables u = x + iy, v = x � iy. The resulting pencil jDj
is still defined over Q but now it has a conjugate pair of reducible members. Thus we
obtain that(

(x+ iy)2 + (x� iy)2 + (x� iy)
)(

(x+ iy)2 + (x� iy)2 + (x+ iy)
)

=
(2x2 + 2y2 + x� iy)(2x2 + 2y2 + x+ iy) =
(2x2 + 2y2 + x)2 + y2 and(
(x� iy)2 + (x+ iy)

)(
(x+ iy)2 + (x� iy)

)
=(

x2 � y2 + x+ i(y � 2xy)
)(
x2 � y2 + x+ i(y � 2xy)

)
=

(x2 � y2 + x)2 + (y � 2xy)2

both give degree 4 false members of jDjt.

Lemma 6.5.3. Let X be a normal, projective variety over a perfect field k and deg an
ample degree function on divisors. Let jDj be a rational, algebraic pencil with param-
eter curve C and corresponding topological pencil jDjt = fD� : λ 2 �g. Then there is a
cofinite subset �� � �gmin such that the fD� : λ 2 ��g are linearly equivalent to each
other.

Proof. If jDj is linear, then we can take �� correspond to irreducible members of jDj.
Otherwise we can take �� correspond to irreducible members of jDj after a quadratic
extension of k. �

Lemma 6.5.4 (Sub-membership test). Let X be a normal, projective variety over a
perfect field k and deg an ample degree function on divisors. Let jDj be a non-composite,
algebraic pencil with parameter curve C and corresponding topological pencil jDjt.
Assume that some D� 2 jDjt is generically smooth along a geometrically irreducible
subvariety W � D�. Then

(1) D� is contained in a member of jDj.
(2) C has k-point.
(3) If jDj is rational then it is linear.

Proof. As we noted in (6.3.2), a member D� of jDjt is either contained in a member
of jDj, or every irreducible component of it is geometrically reducible. In the latter
case if a geometric irreducible component of D� contains W then so do its conjugates,
hence D� is singular along W . The rest follow from (6.1.13). �



100 6. TOPOLOGICAL GEOMETRY

Lemma 6.5.5 (True membership test). Let X be a normal, projective variety over a
perfect field k and deg an ample degree function on divisors. Let jDjt = fD� : λ 2 �g be
a non-composite, rational, algebraic t-pencil.

Assume that D� is a generically minimal member that is generically smooth along
a geometrically irreducible subvariety W � D�. Then jDjt is linear and D� is a true
member.

Proof. By (6.5.4), jDj is linear and there is a c 2 C(k) such that D� � Dc. Since jDj is
linear, all but finitely many of its members are generically minimal. If D� � Dc then
degLD� � degLDc = degL jDj and equality holds if and only if D� = Dc, that is, if and
only if D� is a true member of jDjt. �

Lemma 6.5.6. LetX be a normal variety and A1, A2 reduced divisors without common
irreducible components. Let jDjt be a t-pencil in general position for the irreducible
components of A1 + A2. Then there is a cofinite subset �� � �mem such that, for every
λ1 6= λ2 2 ��, the subsets

(6.5.6.1) (Ai [D�i) n
(
(A1 [D�1) \ (A2 [D�2)

)
are connected.

Proof. Let A0 � A1 be an irreducible component. All the A0 \D� are distinct divisors,
and only finitely many of them have an irreducible component that is contained in
A1 \ A2. For all the others, A0 \D� contains an irreducible divisor A0� � A0 that is not
contained in A2 or in any D� for µ 6= λ. This A0� connects A0 to D�1 inside (6.5.6.1). We
can apply this to each irreducible component of the Ai.

Thus, with finitely many exceptions, D� is irreducible and each irreducible compo-
nent of A1 is connected to it inside (6.5.6.1). Thus (6.5.6.1) is connected. �

Theorem 6.5.7. Let X be a normal, projective, geometrically irreducible variety of
dimension � 2 over an infinite, perfect field. Assume that we have an ample degree
function deg on divisors. Let A1, A2 be reduced divisors without common irreducible
components. Then A1, A2 are linearly equivalent if and only if there is a closed subset
W � X of codimension � 2 such that the following holds:

Let jDjt = fD� : λ 2 �g be any algebraic t-pencil in general position for the ir-
reducible components of A1 + A2 and such that Bs jDjt 6� W . Then there is a cofinite
subset �� � �gmin such that, for every λ1 6= λ2 2 ��, the divisors A1 +D�1 and A2 +D�2

are generically minimal members of an algebraic t-pencil jGjt (which depends on the
Ai, D�i).

Proof. Assume that A1 � A2 and choose W � SingX. Then jDjt has a smooth base
point, hance it is rational by (6.1.13). Then, by (6.5.3) we can choose �� such that the
corresponding members are linearly equivalent. Thus D�1 � D�2 and then A1 +D�1 �
A2 + D�2. Thus they span an linear t-pencil jGjt. By (6.5.6) A1 + D�1 and A2 + D�2 are
generically minimal members of jGjt.

Conversely, we may choose jDjt such that it is linear, ample, has a smooth base
point, and all but finitely many of its generically minimal members are geometrically
irreducible. Since

Bs jDjt = D�1 \D�2 � Bs jGjt.
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we see that jGjt also has a smooth base point, hence it is rational by (6.1.13). Next note
that Ai+D�i is generically smooth along the geometrically irreducible subvariety D�i,
hence jGjt is linear by (6.5.4), the Ai [D�i are members by (6.5.6) and true members
by (6.5.5).

Thus A1 +D�1 � A2 +D�2 , and also A1 � A2. �

Corollary 6.5.8. Let X be a normal, projective, geometrically irreducible variety of
dimension � 2 over an infinite, perfect field and deg an ample degree function on
divisors. Then jXj and deg determine linear equivalence.

Proof. By (6.5.7), jXj and deg determine linear equivalence of reduced divisors. By
(6.5.9) this gives linear equivalence for all diviusors. �

Lemma 6.5.9. Let X be a proper, normal variety over an infinite field. Let T (X) �
WDiv(X) denote the subgroup generated by all A1 � A2 such that A1 � A2 and the Ai
are reduced. Then T (X) is the subgroup of all divisors linearly equivalent to 0.

Proof. Let π : X 0 ! X be a proper, birational morphism such that X 0 is projective.
Let H 0 be an ample divisor on X 0 and set H = π�(H

0). In general H is not ample, but
if A is an divisor on X then jA + mHj gives a birational map and Bs jA + mHj has
codimension � 2 for m� 1.

Suppose given an effective divisor
∑n

i=1 aiAi on X. For large enough m and a gen-
eral member Hm 2 jmHj, there is an integral divisor A0 that is distinct from A1, . . . , An
and such that A1 +Hm � A0 2 T (X). Thus

Hm +
∑n

i=1aiAi �
(
A0 + (a1 � 1)A1 +

∑n
i=2aiAi

)
2 T (X).

By induction on
∑
ai, we see that for all sufficiently large m, for any d >

∑
ai and

general members H(1)
m , . . . , H

(d)
m , there is an integral divisor A1 such that

H(1)
m + � � �+H(d)

m +
∑
aiAi � A1 2 T (X).

Given two linearly equivalent effective divisors A =
∑n

i=1 aiAi and B =
∑m

j=1 bjBj,
choose d > maxf

∑
ai,
∑
bjg. By the above argument, we get A1 and B1 as above. We

can thus arrange that A1 �B1 2 T (X), hence A�B 2 T (X) as claimed. �

6.5.10 (Proof of (6.0.1)). Since k is uncountable, every t-pencil on X is algebraic by
(6.3.5). Thus we know which t-pencils are algebraic. Then X has a degree function by
(6.4.11), and we conclude by (6.5.8).





CHAPTER 7

The set-theoretic complete intersection property (scip)

Let X be a normal, projective variety over some field K and C � X an irreducible
curve. In Sections 7.1 and 7.2 we study which finite subsets of C are obtained as the
intersection of C with a divisor, a condition that depends only on the topology of the
pair jCj � jXj.

Somewhat surprisingly, at the most basic level the answer is governed by the base
field K. More precisely, it is determined by the qualitative behavior of the groups of
K-points of Abelian varieties over K. There are three classes of fields K for which the
“size” of A(K) is about the same for every Abelian variety over K.

� Finite fields: For these A(K) is finite. More generally, if K is locally finite then
A(K) is a torsion group.
� Number fields: For these A(K) is finitely generated by the Mordell-Weil theo-

rem. More generally, the same holds for fields that are finitely generated over
a prime field [LN59].
� Geometric fields: For these A(K) has infinite rank. This holds for example if
K is algebraically closed, except for Fp. These are called anti–Mordell-Weil
fields [IL19]; see (7.5.5) for the main examples.

Roughly speaking, our results show how to read off closely related properties of K
from the topology of jXj in the first two cases and to recognize rational curves on X
in the third case.

The conclusions are most complete for locally finite fields.
Theorem 7.0.1. Let X be an irreducible, quasi-projective variety of dimension � 2
over a perfect field K. The following are equivalent.

(1) For every irreducible curve C � X and every finite, closed subset P � C, there
is a divisor D � X such that C \D = P (as sets).

(2) K is locally finite.
(3) A(K) is a torsion group for every commutative algebraic group A over K.

We have a more complicated characterization of the Mordell-Weil case.
Theorem 7.0.2. Let X be an irreducible, quasi-projective variety of dimension � 2
over a field K. The following are equivalent.

(1) For every irreducible curve C � X there is a finite, closed subset � � C such
that for every finite, closed subset P � C, there is a divisor D � X such that
P � C \D � P [ � (as sets).

(2) A(K) has finite Q-rank for every Abelian variety A over K.
In the geometric cases our considerations yield a Zariski-topological characteriza-

tion of rational curves. The complete statement in (7.2.7) needs several definitions, so
here we state it somewhat informally.
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Proposition 7.0.3. Let X be an irreducible, quasi-projective variety of dimension n �
2 over an anti–Mordell-Weil field and C � X an irreducible, geometrically reduced
curve. One can decide using only the topology of the pair jCj � jXjwhether C is rational
or not.

The last result is especially useful if X contains many rational curves, for example
for X = Pn. However, in Sections 7.3–7.4 we get better results by observing that, from
the topological point of view,

(hyperplane) [ (line) � Pn

is a very unusual configuration. This leads to the following simpler special case of
(1.3.1):
Theorem 7.0.4. Let L be a field of characteristic 0 and K an arbitrary field. Let YL be
a normal, projective, geometrically irreducible variety of dimension n � 2 over L such
that jYLj is homeomorphic to jPnK j. Then K �= L and YL �= PnL.

7.1. Set-theoretic complete intersection property

Definition 7.1.1. Let X be a variety and Z � X a closed, irreducible subset. We say
that Z has the set-theoretic complete intersection property—or that Z is scip—if the
following holds.

(1) Let DZ � Z be a closed subset of pure codimension 1. Then there is an effec-
tive divisor DX � X such that Supp(DX \ Z) = DZ .

In some cases only ‘nice’ subvarieties DZ � Z are set-theoretic complete intersections.
It is usually hard to formulate this in general, but the next variant allows us to ignore
finitely many ‘bad’ points of Z.

We say that Z is generically scip if there is a finite (not necessarily closed) subset
�Z � Z such that the following holds.

(2) Let DZ � Z be a closed subset of pure codimension 1 that is disjoint from �Z .
Then, for every finite (not necessarily closed) subset �X � X nDZ , there is an
effective divisor DX � X that is disjoint from �X and such that Supp(DX \
Z) = DZ .

As a simple example, the quadric cone Q � P4 is not scip (over C) but it is generically
scip with �Z = fvertexg and �X arbitrary.

The introduction of �Z means that we do not have to worry about some very sin-
gular points on Z. This is especially clear on curves, where we may assume that �Z

contains all singular points. The introduction of �X makes finding DX harder. How-
ever, if X is normal and �X contains all non-Cartier centers of X (10.3.19), then DX

is a Cartier divisor. Thus we can usually work with the Picard group of X (for which
there are solid references), rather than the class group (for which modern references
seem to be lacking). We will mostly work with generically scip, but the following is an
open question.

Question 7.1.2. Does scip imply generically scip?

It is clear that these notions depend only on the topological pair jZj � jXj.
At the beginning we study the case when Z is an irreducible curve, but later we

need to understand many cases when Z is reducible, and not even pure dimensional.
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We check in (7.1.11) that being generically scip is invariant under purely insepa-
rable morphisms and purely inseparable base field extensions. Thus, in order to save
considerable trouble with non-reduced group schemes, we usually work over perfect
base fields.

Lemma 7.1.3. Let X be a normal, quasi-projective variety over a perfect field k and
C � X an integral, generically scip curve. Then

coker
[
Pic(X)! Pic(C)

]
is a torsion group.

If X is in addition factorial, then the same conclusion holds under the assumption
that C � X is integral and scip.

Proof. We may assume that �Z � SingC and �Z [�X contains all non-Cartier centers
of X (10.3.19). Let p 2 C n �Z be a point. By assumption there is an effective, Cartier
divisor Dp such that Supp(Dp \C) = fpg. We do not know the intersection multiplicity
at p, so we can only say that OX(Dp)jC �= OC(m[p]) for some m > 0. (Here we use that p
is a regular point.) That is, OC(p) is torsion in coker

[
Pic(X)! Pic(C)

]
. Since the OC(p)

generate Pic(C), we are done.
For the case thatX is factorial and C is scip, becauseX is factorial all Weil divisors

are Cartier, and we can apply the same argument to any p 2 C n SingC. �

The rest of Sections 7.1 and 7.2 is essentially devoted to trying the understand the
converse of (7.1.3). Let us see first that the direct converse does not hold.

Example 7.1.4. Let C � P2 be a smooth cubic over a number field. By the Mordell-
Weil theorem Pic(C) is finitely generated. Choose points fpi 2 C : i 2 Ig such that
OC(1) and the OC(pi) form a basis of Pic(C)
Q.

Let X be obtained by blowing up the points pi 2 C � P2. Let Ei � X be the
exceptional curves and let CX � X denote the birational transform of C. Note that
Pic(X) is spanned by the Ei and the pull-back of OP2(1). Thus Pic(X) ! Pic(CX) is an
injection with torsion cokernel.
Claim 7.1.5. CX � X is not generically scip.

Proof. Choose ni > 0 and let p 2 CX be a closed point such that [p] �
∑
ni[pi]. Assume

that fpg = Supp(CX \D) for some effective divisor D � X. Then
OX(D)jCX

�= OCX
(m[p]) �= OCX

(∑
mni[pi]

)
for some m > 0. Since Pic(X) ! Pic(CX) is an injection, this implies that D �∑
mni[Ei]. But then D =

∑
mni[Ei] and so CX \D = fpi : i 2 Ig. �

The following is a partial converse of (7.1.3).
Lemma 7.1.6. Let X be a projective variety over a field k and C � X a reduced,
irreducible curve. Assume that

coker
[
Pic�(X)! Pic�(C)

]
is a torsion group.

Then C is scip and generically scip.

Proof. Let L be an ample line bundle such that H1(X,Lm 
 T 
 IC) = 0 for every
m � 1 and every T 2 Pic�(X), where IC � OX denotes the ideal sheaf of C. Then
H0(X,Lm 
 T ) ! H0(C,Lm 
 T jC) is surjective for every m � 1. Set d = degC L. For
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a point p 2 C let P be a Cartier divisor on C whose support is p and set r = degP .
(We can take P = p if p is a regular point.) Then LrC(�dP ) 2 Pic�(C), thus there is an
m � 1 and T 2 Pic�(X) such that

LmrC (�mdP ) �= T�1jC .
This gives a section sC 2 H0(C,Lm 
 T jC) whose divisor is mdP . It lifts to a section
s 2 H0(X,Lm 
 T ) and D := Z(s) works, verifying that C is scip.

To verify that C is generically scip, we must choose a section nonvanishing on a
finite set �X . We may assume that �X consists of closed points, choose m large enough
that we can lift a section of Lm 
 T from C [ �X to X, and extend sC to a section on
C [ �X nonvanishing on �X , and then lift to X, to achieve this. �

The next example shows that C can be scip even if coker
[
Pic�(X) ! Pic�(C)

]
is

non-torsion.

Example 7.1.7. Again let C � P2 be a smooth cubic over a number field. Choose a
finite subset Li 2 Pic�(C), closed under inverse, that generates a full rank subgroup.

Choosing general sections in each L�1
i (3), their zero sets Pi � C are irreducible and

distinct. Let Si ! P2 denote the blow-up of Pi and Ci � Si the birational transform of
C. Then OSi

(Ci) is a nef line bundle on Si and OSi
(Ci)jCi

�= Li.
Finally consider the diagonal embedding C �

∏
iCi �

∏
i Si =: X. We claim that

C � X is scip.
The key point is that fT jC : T 2 Pic(X), T is nef and deg T jC = 0g contains a full

rank subgroup of Pic�(C). By Fujita’s vanishing theorem [Laz04, 1.4.35], there is an
ample line bundle L such that H1(X,Lm 
 T 
 IC) = 0 for every m � 1 and every nef
T . The rest of the argument in the proof of (7.1.6) works.

7.1.8 (Cokernel of Pic(X)! Pic(Y )). (See (10.3.2) for definitions and notation involv-
ing the Picard group.)

If X is a proper variety then Pic(X) is an extension of NS(X) by Pic�(X). While
NS(X) is always a finitely generated abelian group, Pic�(X) can be trivial or very
large, depending on the ground field and X. However, Pic�(X) is an algebraic group
and Pic�(X)(k)/Pic�(X) is torsion. Thus, if p : Y ! X is a morphism, we aim to
understand p� : Pic(X)! Pic(Y ), in terms of

(7.1.8.1) p� : Pic�(X)! Pic�(Y ) and p� : NS(X)! NS(Y ).

We have better theoretical control of these maps since the first is a map of Abelian
varieties and the second a map of finitely generated abelian groups.

Proposition 7.1.9. Let p : Y ! X be a morphism of proper k-varieties. Then
rankQ coker

[
Pic(X)! Pic(Y )

]
� rankQ coker

[
Pic�(X)! Pic�(Y )

]
(k)� rankQ NS(X)

Proof. Because 0 ! Pic�(X) ! Pic(X) ! NS(X) ! 0 is exact, and the same exact
sequence exists for Y , by the snake lemma there is an exact sequence

ker
[
NS(X)! NS(Y )]! coker

[
Pic�(X)! Pic�(Y )

]
! coker

[
Pic(X)! Pic(Y )

]
so

rankQ coker
[
Pic(X)! Pic(Y )

]
�

rankQ coker
[
Pic�(X)! Pic�(Y ))

]
� rankQ ker

[
NS(X)! NS(Y )].
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and the result follows on noting that

rankQ ker
[
NS(X)! NS(Y )] � rankQ NS(X)

and

rankQ coker
[
Pic�(X)! Pic�(Y )

]
= rankQ coker

[
Pic�(X)! Pic�(Y )

]
(k)

since the maps Pic�(Z)
Q! Pic�(Z)(k)
Q are isomorphisms for proper k-varieties
and A 7! A(k)
Q is an exact functor of commutative group varieties (10.4.5). �

The first application is a characterization of locally finite fields.
Theorem 7.1.10. Let X be an irreducible, quasi-projective variety of dimension � 2
over a perfect field k. The following are equivalent.

(1) k is locally finite.
(2) Every irreducible curve C � X is scip.
(3) Every irreducible curve C � X is generically scip.

Proof. Assume first that k is locally finite and let X � X be a compactification. Let
C � X be an irreducible curve with closure C. If k is locally finite then Pic�(C)(k) is
torsion by (10.4.2 (1)), hence C is scip and generically scip by (7.1.6), and so is C � X.
It remains to prove that (2)) (1) and (3)) (1). We handle the case of (3) first.

Note that if (3) holds for X then it holds for every open subset of it, we may thus
assume that X is normal (or even smooth). Let X � X be a normal compactification.

If k is not locally finite then let C � X
ns be an irreducible curve with a single node

that is in X. Note that Pic�(X) is an Abelian variety (10.3.2) and Pic�(C) contains a
k-torus (10.4.3). Thus coker

[
Pic�(X) ! Pic�(C)

]
contains a k-torus, hence its Q-rank

is infinite (10.4.2). Thus rankQ coker
[
Pic(X) ! Pic(C)

]
= 1 by (7.1.9) and so C is not

generically scip by (7.1.3).
If CnX consist ofm1 points, then the kernel of the restriction map Pic(C)! Pic(C)

has rank � m1, thus we still have rankQ coker
[
Pic(X) ! Pic(C)

]
= 1, hence C is not

generically scip by (7.1.3).
To handle (2), we again may pass to an open subset, and so we may assume that

X is smooth, hence factorial. This allows us to apply (7.1.3) to deduce that C is not
scip. �

We will use this in (9.3.2) below to strengthen the results of [WK81].
Lemma 7.1.11. Let p : X 0 ! X be a morphism between normal, projective varieties.
Let C 0 � X 0 be an irreducible curve. Set C := p(C 0) and assume that k(C 0)/k(C) is
purely inseparable.

Then C generically scip) C 0 generically scip.

Proof. Let �X � X be a finite subset that contains all non-Cartier centers and such
that C 0 n p�1(�X)! C n �X is a bijection.

Pick any q0 2 C 0 n p�1(�X) and set q = p(q0). There is a divisor D(q) such that
C \ D(q) = fqg. Then D(q) is Cartier, hence its pull-back gives a divisor D(q0) such
that C 0 \D(q0) = fq0g. �
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7.2. Mordell-Weil fields

The Mordell-Weil theorem says that if A is an Abelian variety over a number field
k then A(k) is a finitely generated group. Our results are not sensitive to torsion in
A(k), this is why we need the concept of Q–Mordell-Weil fields where rankQ A(k) is
always finite; see (7.5.3).

Q–Mordell-Weil fields have a nice characterization involving complete intersec-
tions on curves.

Definition 7.2.1. Let X be a variety and C � X a curve.
(1) C is scip with defect � � C if, for every closed, finite subset P � C, there is an

effective divisor D = D(C,P ) � X such that P � Supp(D \ C) � P [ �.
(2) C is scip with finite defect if it is scip with defect � for some finite subset

� � C.
It is clear that these depend only on the topological pair jCj � jXj.
Note that being scip with finite defect is invariant under birational maps that are

isomorphisms at the generic point of C, we just need to add to � all the indeterminacy
points that lie on C.

Let X, Y be irreducible varieties and π : Y ! X a dominant, finite morphism. Let
CX � X be a curve with reduced preimage CY � Y . If CY is scip with finite defect �Y

then CX is scip with finite defect �X := π(�Y ).
Thus most questions about these notions can be reduced to normal, projective

varieties.

Lemma 7.2.2. Let X be a normal, projective variety over a perfect field k and C � X
an irreducible curve with normalization π : C ! C. Then C is scip with finite defect if
and only if

(7.2.2.1) rankQ coker
[
Pic�(X)! Jac(C)

]
(k) <1.

Proof. Note first that the difference between

rankQ coker
[
Pic�(X)! Jac(C)

]
(k) and

rankQ coker
[
Pic(X)! Pic(C)

]
is at most rankQ NS(X).

Assume that C is scip with finite defect. By (10.3.22) there is a finite set �X � X
such that C n �X is smooth and every Weil divisor on X not containing �X is Cartier
along C n�X . Let the defect set be � � C n�X and � � C its preimage. Let � � Pic(C)
be the subgroup generated by all q 2 �.

Pick any closed point p 2 C n �X . By assumption we have an effective Cartier
divisor Dp such that p 2 Supp(Dp \ C) � fpg [ �. This shows that, for some m > 0,

m[p] 2
〈
�, Im

[
Pic(X)! Pic(C)

]〉
.

Since these f[p] : p 2 C n �g generate Pic(C), we get that

rankQ coker
[
Pic(X)! Pic(C)

]
� rankQ �.

Conversely, assume that 7.2.2.1 holds. Using embedded resolution of curves, we
may assume that C is smooth, so C = C. Then there is a finite subset fFi : i 2 Ig �
Jac(C), closed under inverses, that generates coker

[
Pic�(X)! Jac(C)

]
modulo torsion.



7.2. MORDELL-WEIL FIELDS 109

Fix a point p0 2 C n � and an ample line bundle L on X such that degC L = c deg p0

for some c > 0 and L, restricted to c, has a section with zero set D containing p0. Set
d0 = deg p0 and choose r1 such that r1[p0] + Fi � Gi, where the Gi are effective and
disjoint from �X .

Now pick any p 2 C n �X and set d = deg p. Then

L
(
�c[p0] + d[p0]� d0[p]

)
jC 2 Jac(C).

So, by assumption, there are nonnegative mi and T 2 Pic�(X) such that

L
(
�c[p0] + d[p0]� d0[p]

)
jC �Q OC

(∑
imiFi

)

 T�1.

Set e := d� c+ r1

∑
mi. We can rewrite this as

(L
 T )jC �Q OC
(
d0[p]� e[p0] +

∑
imiGi

)
.

So, for sufficiently divisible natural numbers r > 0,

(Lr 
 T r)jC �= OC
(
rd0[p]� re[p0] + r

∑
imiGi

)
.

If e � 0, then for large enough r, the constant 1 section on the right side lifts to a
section of Lr 
 T r. If e > 0, then(

Lr(1+e) 
 T r
)
jC �= OC

(
rd0[p] + re(D � [p0]) +

∑
imiGi

)
.

As before, for large enough r, the constant 1 section of the right side lifts to a section of
Lr(1+e)
T r. Combining the two cases, C is scip with defect � = Supp(p0+D+

∑
Gi). �

Lemma 7.2.3 (Curves with large Jacobians). Let X be a geometrically normal, pro-
jective variety of dimension � 2 and A an Abelian variety over k. Then there is an
irreducible, projective curve C � Xns such that there is a Q-injection (that is, with
finite kernel)

A ↪!Q coker
[
Pic�(X)! Jac(C)

]
.

Proof. Let C � A_ �X be a curve that is a general, irreducible, complete intersection
of ample divisors; we use [Poo08] in case k is finite. Let C � X be the image of the
second coordinate projection π : C ! C. Then C � Xns and C is the normalization of
C. (In fact, C �= C if dimX � 3 and k is infinite.) By (10.3.13) the natural map

A�Pic�(X) = Pic�(A_)�Pic�(X)! Jac(C)

is Q-injective, hence we have a Q-injection A ↪!Q coker
[
Pic�(X)! Jac(C)

]
. �

Theorem 7.2.4. Let X be an irreducible, quasi-projective variety of dimension � 2
over a field k. The following are equivalent.

(1) k is Q–Mordell-Weil.
(2) Every irreducible curve C � X is scip with finite defect.

Proof. By (7.5.4 (3)) we may assume that k is perfect. As we observed in (7.2.1), it is
enough to prove (1)) (2) for normal, projective varieties. If k is Q–Mordell-Weil then
(2) holds for these by (7.2.2).

Conversely, if every irreducible curve C � X is scip with finite defect then the
same holds for the smooth locus Xns � X. Let X 0 � Xns be a normal compactification.
If C 0 � X 0 has nonempty intersection with Xns then C 0 is also scip with finite defect.
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Now let A be an Abelian variety over k. By (7.2.3) there is an irreducible, projective
curve C 0 � X 0 and a Q-injection

A ↪!Q coker
[
Pic�(X 0)! Jac(C

0
)
]
.

By (7.2.2) coker
[
Pic�(X 0)! Jac(C

0
)
]
(k) has finite Q-rank, and so does A(k). Thus k is

Q–Mordell-Weil. �

By (7.2.2), being scip with finite defect depends on the interaction of Pic�(X) and
Jac(C). The following definition is designed to get rid of the influence of Pic�(X).

Definition 7.2.5. Let X be a variety, C � X an irreducible curve. We say that C is
absolutely scip with finite defect if the following holds.

(1) Let C 0 6= C be any irreducible curve. Then there are finite subsets � � C and
C \ C 0 � �0 � C 0 such that for every finite subset P � C there is an effective
divisor D � X such that P � Supp

(
D \ (C [ C 0)

)
� P [ � [ �0.

Note that P is a subset of C only. This has the following effect.
Let �0 � Jac(C

0
) be the subgroup generated by the preimages of �0. Let �0X � Pic(X)

be the preimage of �0 under Pic(X)! Jac(C
0
). Then the class of D has to be in �0X .

If C 0 is general ample curve then the kernel of Pic(X) ! Jac(C
0
) is torsion, thus

�0X is a finitely generated group.
Now when we run the proof of (7.2.2) for C � X, instead of the whole Pic(X), we

have only �0X to choose D from. The condition (7.2.2.1) now becomes

rankQ coker
[
�0X ! Pic(C)

]
<1.

Since �0X a finitely generated, this holds if and only if rankQ Pic(C) < 1, and we get
the following.
Proposition 7.2.6. Let X be a normal, projective variety of dimension � 2 over a
perfect field k and C � X an irreducible curve. Then C is absolutely scip with finite
defect if and only if Pic(C) has finite Q-rank. �

This is especially useful over fields where the opposite of the Mordell-Weil theorem
happens, these are the anti–Mordell-Weil fields (7.5.5). For varieties over such fields
we can recognize rational curves using only their set-theoretic intersection properties.

Putting together (7.2.6) with (7.5.5) gives the topological characterization of ratio-
nal curves.
Corollary 7.2.7. Let k be a perfect, anti–Mordell-Weil field, X an irreducible, quasi-
projective k-variety of dimension � 2 and C � X an irreducible curve. Then C is
absolutely scip with finite defect if and only if every irreducible component of Ck is
rational. �

7.3. Reducible scip subsets

Definition 7.3.1. Let X be a variety and Z � X a closed subset. We say that Z is scip
if the following holds.

(1) Let DZ � Z be a closed subset of pure codimension 1 that has nonempty
intersection with every irreducible component of Z. Then there is an effective
divisor DX � X such that Supp(DX \ Z) = DZ .
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We say that Z is generically scip if the following holds.
(2) There is a (not necessarily closed) finite subset �Z � Z such that, if DZ in

(1) is disjoint from �Z , then, for every (not necessarily closed) finite subset
�X � X nDZ , we can find DX � X as in (1) that is also disjoint from �X .

It is clear that these depend only on the topological pair jZj � jXj. Also, if (7.3.1 (2))
holds for some �Z then it also holds for every larger �0Z � �Z . We usually just take
the union � := �Z [ �X large enough.

If Z is scip (resp. generically scip) then any union of its irreducible components is
also scip (resp. generically scip).

Example 7.3.2. In Pn with coordinates x0, . . . , xn, set L1 = (x1 = � � � = xi = 0) and
L2 = (xi+1 = � � � = xn = 0). We claim that L1 [ L2 is generically scip. First we discuss
the case �X empty. Given divisors DZi

� Li not containing L1 \ L2 = (1:0: � � � :0), they
can be given as zero sets of polynomials

DZ1 = Z
(
g1(x0, xi+1, . . . , xn)

)
and DZ2 = Z

(
g2(x0, x1, . . . , xi)

)
.

We may assume that gi(1, 0, . . . , 0) = 1. Then

DX := Z
(
gdeg g2

1 + gdeg g1

2 � xdeg g1 deg g2

0

)
satisfies Supp

(
DX \ (L1 [ L2)

)
= DZ1 [DZ2.

We can modify this construction to allow for nonempty sets �X . We may assume
that �X consists of closed points by choosing a specialization of each point of �X . Then
we can choose g1, g2 so that deg g1 deg g2 is high enough that H1(OPn(deg g1 deg g2) 

IL1[L2[�X

is zero. Hence every section of O(deg g1 deg g2) on L1 [ L2 [ �X extends to a
section of O(deg g1 deg g2) on Pn. Then we choose a section that agrees with gdeg g2

1 +

gdeg g1

2 � xdeg g1 deg g2

0 on L1, L2 and does not vanish at any point of �X .
We prove a partial converse in (7.3.6).

Next we prove a general result about reducible scip subschemes.

Notation 7.3.3. For a k-scheme Y we use k[Y ] := H0(Y,OY ) to denote the ring of reg-
ular functions. If Y is normal and proper then k[Y ] = k and only if Y is geometrically
integral.

If Y is reduced then k(Y ) denotes the ring of rational functions. Y is irreducible
if and only if k(Y ) is a field. If Yi are the irreducible components of Y then k(Y ) �=
�ik(Yi).

Proposition 7.3.4. Let X be a normal, projective k-variety such that ρ(X) = 1. Let
Y,W � X be reduced, irreducible subvarieties such that Y \W is 0-dimensional. As-
sume that k is not locally finite. Then Y [W is generically scip (7.3.1) if and only if the
following hold.

(1) Y and W are generically scip,
(2) Y \W is irreducible,
(3) either k[red(Y \W )]/k[W ] or k[red(Y \W )]/k[Y ] is purely inseparable, and
(4) if char k = 0 then Y \W is reduced.

Proof. Assume first that Y [W is generically scip. Choose any � that contains �(Y [W )
(8.3.2) and the non-Cartier centers of X (10.3.19). Let L be an ample line bundle on X
such thatH0(X,L)! H0(Y \W,LY \W ) is surjective. Choose sections sY , sW 2 H0(X,L)
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that are nowhere zero on �. Write Z(sY jY ) =
∑

i aiAi and Z(sW jW ) =
∑

j bjBj. By
assumption, for every i, j there is a divisor Dij � X such that DijjZ[W = cijAi + dijBj

for some cij, dij > 0. The Dij are Cartier since they are disjoint from �.
For each j a suitable positive linear combination of the Dij gives a divisor Dj such

that DjjY is a multiple of Z(sY jY ) and DjjW is a multiple of Bj. Then we can take a
suitable positive linear combination D of the Dj such that DjY is a multiple of Z(sY jZ)
and DjW is a multiple of W (sW jW ).

Since ρ(X) = 1, after passing to a suitable power we may assume that

(7.3.4.1) D = Z(s) for some s 2 H0(X,Lm) and m > 0.

As we check in (8.3.4) below, this implies that

(7.3.4.2) sjY = uY s
m
Y jY for some uY 2 k[Y ]� and

sjW = uW s
m
W jW for some uW 2 k[W ]�,

and hence

(7.3.4.3) (sY /sW )mjY \W = uW jY \W � u�1
Y jY \W 2 Im

[
k[W ]� � k[Y ]� ! k[Y \W ]�

]
.

At the beginning we can choose sY /sW to be an arbitrary element of k[Y \W ]�, hence
we conclude that

(7.3.4.4) k[Y \W ]�
/
k[W ]� � k[Y ]� is a torsion group.

Now (10.4.11) shows that either k[red(Y \W )]/k[W ] or k[red(Y \W )]/k[Y ] is purely in-
separable, proving (3). Since Y,W are irreducible, k[Y ] and k[W ] are finite field exten-
sions of k. Thus k[red(Y \W )] is a finite field extension of k, hence Y \W is irreducible.
Finally (4) follows from (10.4.9).

Conversely, assume that (1)–(4) hold. Let AY and BW be effective divisors on Y and
W that are disjoint from �, obtained as restrictions of Cartier divisors from X. Since
ρ(X) = 1, there is a power Lm and sections σY 2 H0(Y, LmjY ) and σW 2 H0(W,LmjW )
defining AY and BW .

Suitable powers of σrY and σrW can be glued to a section of σY [W 2 H0
(
Y [W,LmrjY [W

)
if and only if

(7.3.4.5) σY σ
�1
W 2 k[Y \W ]�

/
k[W ]� � k[Y ]� is torsion.

This is guaranteed by (3) and (4) using (10.4.11).
Once AY [ BW is defined as the zero set of a section σY [W , we can lift (a possibly

higher power of) it to a section σX 2 H0(X,LN) that is nonvanishing on �X , and
DX := SuppZ(σX) shows that Y [W is generically scip. �

Corollary 7.3.5. Let X be a smooth, projective k-variety such that ρ(X) = 1 and
char k = 0. Let C � X be a geometrically connected curve and D � X a divisor. If
C [D is generically scip then (C �D) = 1. �

The following strong converse to (7.3.2) also illustrates the big difference between
fields of characteristic 0, fields of positive characteristic and subfields of Fp.
Corollary 7.3.6. Let k be a field, D � Pnk an irreducible divisor and C 6� D an irre-
ducible, ample-sci (10.2.1) curve. Then C [D is scip (resp. generically scip) if and only
if one of the following holds.

(1) char k = 0, C is a line and D is a hyperplane.
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(2) char k > 0, Supp(C \ D) is a single kins-point and C, D are both scip (resp.
generically scip).

(3) k is locally finite and D is scip (resp. generically scip).

Proof. Assume first that char k = 0. By (7.3.5) (C �D) = 1, so degC = 1 and degD = 1.
If char k > 0 but k is not locally finite, then Supp(C \D) is a single kins-point by (7.3.4).
If C [ D is scip (resp. generically scip) then C and D are both scip (resp. generically
scip). This shows that the conditions of (2) are necessary. Their sufficiency also follows
from (7.3.4). �

Note that if C is smooth and rational, then it is scip. If n � 4 and D is smooth then
it is scip. Let D � Pn be a smooth hypersurface and n � 3. If degD � n then there are
lots of smooth rational curves that meet D in 1 point only. If degD � n+ 2 then there
should be few such curves, but there are examples of arbitrary large degree.

Looking at the above proofs shows that there should be even fewer generically
scip reducible subsets if ρ(X) > 1, but for now we have the following slightly weaker
result.
Proposition 7.3.7. LetX be a normal, projective k-variety where k is not locally finite.
Let Y,W � X be reduced, irreducible subvarieties such that Y \W is 0-dimensional.
Assume that Y [W is generically scip (7.3.1). Then

(1) Y \W is irreducible,
(2) either k[red(Y \W )]/k[W ] or k[red(Y \W )]/k[Y ] is purely inseparable, and
(3) if char k = 0 then

dimk ker
[
k[Y \W ]! k[red(Y \W )]

]
� ρ(X)� 1

deg[k : Q]
.

Proof. Choose � to contain �(Y [ W ) and the non-Cartier centers of X (10.3.19).
As in (10.3.6), let WDiv(X,�) denote the group of Weil divisors whose support is
disjoint from �. These are all Cartier by our choice of �. We get restriction maps
rY : WDiv(X,�) ! WDiv(Y,�) and rW : WDiv(X,�) ! WDiv(W,�). These descend
to maps of the Picard groups rY : Pic(X) ! Pic(Y ) and rW : Pic(X) ! Pic(W ),
which do not depend on �. Set KY (X) := ker rY , KW (X) := ker rW and KYW (X) =
KY (X) \KW (X).

As in (10.3.6), the kernels of rY and rW define closed subgroups KY (X) � Pic(X)
and KW (X) � Pic(X). Their intersection is denoted by KYW (X).

LetB be a divisor in WDiv(X,�) whose class [B] lies inKYW (X). ThenBjY = Z(sY ),
where sY is unique up to k[Y ]�, and BjW = Z(sW ), where sW is unique up to k[W ]�;
here we use that � � �(Y [W ) and (8.3.1). Restricting both to Y \W we get

sY jY \W � s�1
W jY \W 2 k[Y \W ]�

/(
k[W ]� � k[Y ]�

)
,

which defines a homomorphism

KYW (X)! k[Y \W ]�
/(
k[W ]� � k[Y ]�

)
.

As in (10.4.6), we get a homomorphism of algebraic groups

∂YW : KYW (X)!
(
RY \W
k Gm

)/(
RW
k Gm �RY

k Gm

)
.
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Note that KYW (X,�) \ Pic�(X) is an Abelian variety (10.3.9.7), hence a positive di-
mensional subgroup of it has no morphisms to a linear algebraic group. Set

NSYW (X) := KYW (X)
/(
KYW (X) \Pic�(X)(k)

)
.

Thus ∂YW factors through
NSYW (X)!

(
RY \W
k Gm

)/(
RW
k Gm �RY

k Gm

)
.

Let �YW (X) denote its image.
By the above, �YW (X) is the image of a subgroup of ker

[
NS(X) ! NS(Y )

]
(modulo

torsion) and the restriction map NS(X)! NS(Y ) has rank at least 1. All we need from
this is that

rankQ �YW (X) � ρ(X)� 1.

Now we start to follow the proof of (7.3.4). The departure from it happens at
(7.3.4.5), where now σ is not a section of Lm, but of some Lm(B) for some B 2 KYW (X).
Thus we conclude that
(7.3.7.1) (s/t)mjY \W = uW jY \W � u�1

Y jY \W � γ 2 Im
[
k[W ]� � k[Y ]� ! k[Y \W ]�

]
,

for some γ 2 �YW (X). We can arrange s/t to be an arbitrary element of k[Y \W ]�,
hence we conclude that
(7.3.7.2) k[Y \W ]�

/
k[W ]� � k[Y ]� � �YW (X) is a torsion group.

Now we use (10.4.11) to get that Y \ W is irreducible and (10.4.9) implies (2).
Finally we get that

rankQ ker
[
k[Y \W ]! k[red(Y \W )]

]
� rankQ �YW (X) � ρ(X)� 1.

Thus (3) follows from (10.4.2 (3)). �

In characteristic 0 we can reformulate the bound of (7.3.7 (3)) as follows.
Corollary 7.3.8. Let X be a normal, projective variety over a field k of characteristic
0. Let Z,W � X be reduced, irreducible subvarieties such that Z\W is 0-dimensional.
Assume that Z [W is generically scip (7.3.1). Then Z \W is irreducible and

dimk k[Z \W ] � maxfdimk k[Z], dimk k[W ]g+
ρ(X)� 1

deg[k : Q]
. �

Example 7.3.9. Combining the ideas of (7.3.2) with (7.3.4) we get a method to rec-
ognize k-points. The assumptions are restrictive, but this gives the first indication
that one can get detailed scheme-theoretic information from the topology. However,
scip and generically scip turn out to be too restrictive in general; searching for a more
flexible variant lead to the notion of linkage in Section 8.7.
Claim 7.3.10. Let X be a smooth, projective k-variety of dimension � 7 such that
ρ(X) = 1. Then p 2 X is a k-point if and only if there are 3-dimensional, set-theoretic
complete intersections Z,W � X such that

(1) Supp(Z \W ) = fpg and
(2) Z [W is generically scip.

Proof. Assume that p 2 X is a k-point and let Z,W � X be 3-dimensional, smooth,
complete intersections such that Z \W = fpg as schemes. Lefschetz theorem tells us
that if DZ � Z is any divisor then (some multiple of) it is a complete intersection.
Arguing as in (7.3.2) we see that Z [W is generically scip.
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Conversely, k[Z] = k[W ] = k since Z,W are set-theoretic complete intersections
(10.2.2.1), thus (7.3.4) says that p 2 X(k). �

Note that the bound dimX � 7 can be improved to dimX � 5 if the Noether-
Lefschetz theorem applies over k; see (9.7.6) for such cases.

7.4. Projective spaces

We study the scip property for the union of a curve and of a divisor. As we observed
in Section 7.3, this happens very rarely, and it leads to the following stronger version
of (7.0.4)
Theorem 7.4.1. Let L be a field of characteristic 0 and K an arbitrary field. Let YL
be a normal, projective, geometrically irreducible L-variety of dimension n � 2 and
� : jPnK j � jYLj a homeomorphism. Then

(1) YL �= PnL,
(2) K �= L, and
(3) � is the composite of a field isomorphism ϕ : K �= L and of an automorphism

of PnK .
We will not build on (7.4.1) in later sections – instead, the proof serves as a first

example of the kind of arguments we will make afterwards. Thus, the proof of (7.4.1)
uses a result from Sections Section 8.5 without circularity.

We start with an easy to prove but interesting special case of (7.4.1).

7.4.2 (Proof of (7.4.1) when YL �= PnL). Let H � PnK be a hyperplane and ` � PnK a line
not contained in H. Then ` [ H is scip by (7.3.1 (2)) hence so is �(`) [ �(H) � PnL.
So �(H) � PnL is a hyperplane by (7.3.6 (1)). By taking intersections, we see that �
gives an isomorphism of the projective geometries KPn and LPn. By the Veblen-Young
theorem [VY08] this is induced by a field isomorphism ϕ : K �= L.

Composing � with the natural isomorphism induced by ϕ�1, we get a homeomor-
phism 	 : jPnK j ! jPnK j that is the identity on K-points. It remains to show that it is
the identity on all points. Let C � PnK be a K-rational curve. It has infinitely many K-
points and these are fixed by 	. Thus C \	(C) is infinite, hence C = 	(C). However,
we do not yet know that 	jC is the identity.

Let p 2 PnK be a closed point. Assume that there are K-rational curves C� � PnK
such that fpg = \C�. Then f	(p)g = \	(C�) = \C� = fpg, as needed.

It remains to construct such curves C�. For this we can work in an affine chart
p 2 An

K � PnK with coordinates xi. Note that K(p)/K is a finite, separable extension,
hence can be generated by a single element zp 2 K(p). We can thus write xi(p) = hi(zp)
for some hi 2 K[t].

Let g(t) 2 K[t] be the minimal polynomial of zp; we can then identify zp with a root
of g in K.

For i 2 f1, . . . , ng and a 2 K let Ci;a be the image of

τi;a : t 7!
(
h1(t), h2(t), . . . , hn(t)

)
+ ag(t)ei,

where ei is the ith standard basis vector.
The Ci;a are K-rational curves, hence stabilized by �.

Claim 7.4.3. \i;aCi;a = fpg.
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Proof. First, the τi;a all map zp 2 A1(K) to p, so p 2 \i;aCi;a. To see the converse, assume
that p 6= q 2 \i;aCi;a. After permuting the coordinates we may assume that pn 6= qn. If
q = τ1;a(z

0) then hn(z0) = qn. The equation hn(�) = qn has finitely many solutions z0j and
they are all different from zp. Then, for all but finitely many a 2 K, h1(z0i) + ag(z0i) 6= qi
for every i. Thus q 62 C1;a. �

In positive characteristic the above proof and (7.3.4) give the following.
Claim 7.4.4. Let K,L be perfect fields that are not locally finite, n � 2 and � : jPnK j �
jPnLj a homeomorphism. Then � induces a bijection of sets Pn(K) $ Pn(L) (but we do
not know that the linear structure is preserved).

Proof. Let H � PnK be a hyperplane and ` � PnK a line not contained in H. Then ` [H
is scip by (7.3.1 (2)) hence so is �(`) [ �(H) � PnL. So �(H \ `) = �(H) \ �(`) is an
Lins-point by ((7.3.6 (2))). Since L is perfect, Lins = L. Thus every K-point is sent to an
L-point. Applying the same argument to ��1, we see that every L-point is sent to a
K-point, and so � is a bijection. �

The following lemma, which essentially says that pencils determine higher dimen-
sional linear systems, is longer to state than to prove.
Lemma 7.4.5. Let Y be a normal, projective variety over a field L. Let K be an infinite
field and e0, . . . , en 2 KPn independent points. Assume that we have a map

� : KPn ! (effective Weil divisors on Y )

with the following property.
(1) For r = 1, . . . , n there are Zariski open subsets ; 6= Ur�1 � he0, . . . , er�1i such

that, for every p 2 Ur�1, the divisors f�(q) : q 2 hp, erig are L-members of a
linear pencil on Y .

Then there is a Zariski open subset W � KPn such that the divisors
f�(q) : q 2 Wg

are L-members of a linear system of dimension � n on Y . �

7.4.6 (Proof of (7.4.1) in general). First note that K is not locally finite by (7.1.10).
For any H 2 jHjset, its image �(H) is ample by (8.5.15). Thus �(H) is geometrically

connected, and so are the �-images of the lines since they are set-theoretic complete
intersections of divisors �(Hi) (10.2.3).

Set Z := ��1(Sing(YL)) and pick any K-point x0 /2 Z. Let ` be a line through x0 and
H a plane through x0 but not containing `. Then `[H is scip, hence so is �(`)[�(H).
Since �(`) and �(H) are both geometrically connected, (7.3.7 (2)) shows that y0 :=
�(x0) is an L-point and (7.3.8) gives that

(7.4.6.1) dimL L
[
�(`) \ �(H)

]
� 1 +

ρ(Y )� 1

deg[L : Q]
.

Since y0 is a smooth point of Y ,
(
�(`) ��(H)

)
= dimL L

[
�(`)\�(H)

]
. So the �(H) have

bounded intersection number with a curve that is an intersection of ample divisors,
hence they form a bounded family.

Let jDj � jHj be a pencil of hyperplanes whose base locus contains x0, and jDjt =
fD� : λ 2 �g the corresponding t-pencil (6.3.1). Thus f�(D�) : λ 2 �g is a t-pencil on
YL.
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There are infinitely many hyperplanes among the fD�g and, as we noted, their
�-images form a bounded family of divisors. Thus f�(D�) : λ 2 �g is algebraic (6.3.4).
Since y0 is a smooth L-point, f�(D�) : λ 2 �g is linear (6.5.4) and the images of the
K-hyperplanes are true members (6.5.5). Thus, by (7.4.5), the f�(H) : H 2 jHjsetg
span an n-dimensional linear system jHjY , which is basepoint-free since already the
f�(H) : H 2 jHjsetg have no point in common. So jHjY gives a morphism g : Y ! PnL.
Since any hyperplane H has nonempty intersection with every curve, the same holds
for �(H), so g : Y ! PnL is finite and jHjY is ample.

We can also obtain y0 as �(H1) \ � � � \ �(Hn), or as a fiber of g : Y ! PnL. Since
charL = 0, general fibers of g are reduced. Thus g : Y � PnL is finite and of degree 1,
hence an isomorphism. The rest now follows from (7.4.2). �
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7.5. Appendix: Special Fields

We discuss various classes of fields that were used earlier.
Proposition 7.5.1 (Locally finite fields). For a field k the following conditions are
equivalent.

(1) Every finitely generated subfield of k is finite.
(2) k is an algebraic extension of a finite field.
(3) k is isomorphic to a subfield of Fp for some p > 0.
(4) A(k) is a torsion group for every Abelian variety A over k.
(5) There is a C > 0 such that rankQ A(k) � C for every Abelian variety A over k.

Proof. The only non-obvious claims are (4) and (5). If k is not locally finite then it
contains either Q or Fp(t). In both cases, there is an Abelian variety A over k with
arbitrarily large rankQ A(k). For example, if E is an elliptic curve of rank � 1 then Em

has rank � m. �

Definition 7.5.2. If one of the equivalent conditions in 7.5.1 hold then we say that k
is locally finite1.

Definition 7.5.3 (Q–Mordell-Weil fields). A field k is Mordell-Weil (resp. Q–Mordell-
Weil) if for every Abelian variety A over k, the group of its k-points A(k) is finitely
generated (resp. has finite Q-rank).

Remark 7.5.4. (1) By [LN59], every finitely generated field is Mordell-Weil.
(2) Weil restriction (cf. [BLR90, Sec.7.6]) shows that these properties are invari-

ant under finite field extensions. Since every Abelian variety is a quotient of
a Jacobian, it is equivalent to ask that Jac(C) have these properties for every
smooth projective curve C over k (10.4.5).

(3) It is nor clear how much the class of Q–Mordell-Weil fields differs from the
class of Mordell-Weil fields. If char k = p > 0 and a 2 A(k1=p) then ap 2 A(k).
Thus k is Q–Mordell-Weil iff its inseparable closure kins is Q–Mordell-Weil.

Note also that Fp is Q–Mordell-Weil but not Mordell-Weil.
(4) By [Fal94] if k is Q–Mordell-Weil and char k = 0, then every curve of genus
� 2 has only finitely many k-points.

Definition 7.5.5 (Anti–Mordell-Weil fields). Following [IL19] a field k is called anti–
Mordell-Weil if

(1) the Q-rank of A(k) is infinite for every positive dimensional abelian variety.

Remark 7.5.6. (i) In particular, an anti–Morell-Weil field k is not locally finite. If the
latter holds then the Q-rank of T (k) is infinite for every k-torus T (10.4.2 (4)), hence
(7.5.5 (1)) can be restated as:

(2) The Q-rank of A(k) is infinite for every positive dimensional semi-abelian
variety A.

(ii) If char k = 0, then k is not a finite extension of Q by the Mordell-Weil theo-
rem, hence the Q-rank of U(k) is infinite for every unipotent group (10.4.2 (3)). Thus
(7.5.5 (1)) and (7.5.6 (2)) are further equivalent to:

1The terminology is not standard in English; it is an analog of the notion of locally finite group.
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(3) The Q-rank of A(k) is infinite for every positive dimensional commutative
algebraic group A.

(iii) Warning. Note that if char k = p > 0 then U(k) is p-power torsion for every
unipotent group; this creates a crucial difference between 0 and positive characteris-
tics for us.

(iv) Examples of anti–Mordell-Weil fields are the following.
(4) algebraically closed fields, save for Fp,
(5) R and all real closed fields,
(6) Qp, more generally quotient fields of Henselian, local domains,
(7) large fields [Kob06, FP10, FP19] that are not locally finite, where a field k

is large (also called ample, fertile or anti-mordell) if C(k) is either empty or
infinite for every smooth curve C.

The last case implies the earlier ones.
Definition 7.5.7 (Hilbertian fields). A field k is Hilbertian if for every irreducible
polynomial f(x, y) 2 k[x, y] such that ∂f/∂y 6= 0, there are infinitely many c 2 k
such that f(x, c) 2 k[x] is irreducible. (We follow [FJ08, Chap.12] with adding the
separability condition.)

Equivalently, for every smooth, irreducible curve C and every basepoint-free linear
system jM j that defines a separable map C ! P1, there are infinitely many irreducible
members Mc 2 jM j. This also implies that, for every irreducible variety X over k, and
every mobile linear system jM j that defines a separable map X ! PN , there is a dense
set � � jM j(k) such that M� 2 jM j is irreducible for λ 2 �.
Remark 7.5.8. Hilbert proved that number fields are Hilbertian. More generally,
every finitely generated, infinite field is Hilbertian. A finite, separable extension of a
Hilbertian field is Hilbertian, and so is any purely inseparable extension. See [Lan62,
Chap.VIII] or [FJ08, Chaps.12–13] for these and many other facts.
Theorem 7.5.9. Let k be a Q–Mordell-Weil field of characteristic 0. Then k is Hilber-
tian, hence BH(k) = 1.

Proof. The hardest part is a theorem of [Fal94] which implies that a smooth, pro-
jective curve of genus � 2 has only finitely many k-points. The rest follows from
(7.5.10). �

Theorem 7.5.10. Let k be an infinite field. Assume that every irreducible curve of
geometric genus � 2 has only finitely many k-points. Then k is Hilbertian.

Proof. Let C be an irreducible, projective curve and π : C ! P1 a finite, separable
morphism of degree d � 2. Pick p 2 P1(k). If π�1(p) is reducible, then one of its irre-
ducible components has degree � d/2. Let π(r) : C(r) ! P1 denote the r-fold symmetric
fiber product of π : C ! P1 with itself, that is, the quotient of the r-fold fiber prod-
uct C �P1 � � � �P1 C by the symmetric group Sr permuting the factors. Then the set of
reducible k-fibers equals

RedFib(π) := [r�d=2π(r)
(
C(r)(k)

)
� P1(k).

Let B � C(r) be an irreducible component. Taking its preimage in C �P1 � � � �P1 C and
projecting to the first component gives a subvariety C 0 � C whose degree over P1 is
� r � deg(B/P1). Since C 0 = C, we see that deg(B/P1) � 2.
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Thus the complement of RedFib(π) is infinite by (7.5.11). �

Proposition 7.5.11. Let k be an infinite field such that every irreducible curve of
geometric genus � 2 has only finitely many k-points. Let fCi : i 2 Ig be finitely many
irreducible, projective curves and πi : Ci ! P1 finite, separable morphisms of degree
di � 2. Then

(7.5.11.1) P1(k) n [i2I πi
(
Ci(k)

)
is infinite.

Proof. We may discard any curve Ci that has only finitely many k-points. We may thus
assume that the Ci are geometrically integral. By (7.5.14) there are automorphisms
σj of P1 such that the branch loci of σj � πi : Ci ! P1 are all disjoint. For j = 1, 2, 3 and
i1, i2, i3 2 I let

πi1;i2;i3 : Ci1;i2;i3 ! P1

denote the triple fiber product of the σj � πij : Cij ! P1. We see in (7.5.13) that each
Ci1;i2;i3 is a geometrically integral curve of geometric genus � 2. It has thus finitely
many k-points. Therefore

(7.5.11.2) [i1;i2;i32I πi1;i2;i3
(
Ci1;i2;i3(k)

)
is a finite subset of P1(k). Its complement is the union of the three translates of
(7.5.11.1). �

The claims about the curves Ci1;i2;i3 are geometric, hence we can check them over
k. We start with double fiber products.
Lemma 7.5.12. Let C1, C2 be irreducible, smooth, projective curves over k and πi :
Ci ! P1 finite, separable morphisms of degree di � 2 whose branch loci are disjoint.
Then C1 �P1 C2 is irreducible, smooth and

g
(
C1 �P1 C2

)
= d1g2 + d2g1 + (d1 � 1)(d2 � 1).

Proof. Over any point p 2 P1, one of the πi is étale, hence the fiber product is smooth.
C1 �P1 C2 � C1 � C2 is the pull-back of the diagonal of P1 � P1. It is thus ample, hence
connected and so irreducible. Hurwitz’s formula now gives the genus. �

We see that g
(
C1 �P1 C2

)
� 2, unless g1 = g2 = 0 and d1 = d2 = 2. Taking triple

products gives the following.
Corollary 7.5.13. Let C1, C2, C3 be irreducible, smooth, projective curves over k and
πi : Ci ! P1 finite, separable morphisms of degree di � 2 whose branch loci are pairwise
disjoint. Then C1 �P1 C2 �P1 C3 is irreducible, smooth and of genus � 2. �

7.5.14 (Cosets covering a group). Let G be a group, H1, . . . , Hn (left or right) cosets of
subgroups such that G = [iHi. [Neu54] proves that then the index of one of the Hi in
G is � n.

Next let G be a group acting on a set S and S1, S2 � S finite subsets. Then fg 2
G : g(S1) \ S2 6= ;g is a union of jS1j � jS2j cosets of point stabilizers. If G acts without
finite orbits, then these stabilizers have infinite index. Thus we conclude that there
is a g 2 G such that g(S1) \ S2 = ;.
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In our proofs the Hilbertian condition is mostly used through the following conse-
quence.
Lemma 7.5.15. Let C be an irreducible, geometrically reduced, projective curve over
a Hilbertian field k. Let � � C be a finite subset and Z � C a finite subscheme. Let L
be a line bundle on C such that degL � degZ+ degωC + 3. Then every sZ 2 H0(Z,LjZ)�

can be lifted to sC 2 H0(C,L) such that (sC = 0) is irreducible, reduced and disjoint
from �.

Proof. The condition sjZ = c � sZ for some c 2 k determines a linear subsystem
jL, sZ j � jLj. The degree condition guarantees that it is basepoint-free and separable.
Hence it has infinitely many irreducible members. Almost all of them are disjoint
from �. �

It turns out that versions of (7.5.15) hold for some non-Hilbertian fields and in our
proofs a weakening of it is sufficient. We discuss this in Section 8.10.





CHAPTER 8

Linkage

In light of (3.1.14), the problem of reconstructing a variety from its topological
space is at its core equivalent to the problem of reconstructing linear equivalence on
divisors. The basic technical tool we use for understanding linear equivalence is the
notion of linkage.

This chapter and the next are devoted to deducing (1.3.1) from (1.5.1). In other
words, we must show that the homeomorphism � automatically preserves linear
equivalence of divisors, which we denote by �.

As an intermediate step, in (8.1.1) we introduce a variant, called linear similarity
of ample divisors and denoted by �sa.

We first show, under mild assumptions on the dimension, that every homeomor-
phism preserves �sa, and then show that every homeomorphism preserving �sa also
preserves linear equivalence.

8.1. Linear similarity and linear equivalence

Definition 8.1.1 (Linear similarity of ample divisors). Let X be a normal variety and
PDiv(X) the set of prime divisors on X. We define a relation on PDiv(X)�PDiv(X) by
declaring that D1 �sa D2 iff

(1) D1, D2 are Q-Cartier, ample and
(2) m1D1 � m2D2 for some nonzero integers m1,m2.

Note that if rankQ Cl(X) � 1 then D1 �sa D2 for any two ample, prime divisors on X.
In these cases the relation �sa carries no extra information.

If X is a proper k-variety (or, more generally, if H0(X,OX) = k), then m1D1 � m2D2

implies that m1,m2 have the same sign. We choose m1,m2 > 0.

The first step of the proof finds �sa.
Proposition 8.1.2. Let X be a normal, projective variety of dimension � 3 over a field
k. Assume that k is not locally finite. Then jXj determines �sa.

The proof is actually a quite short argument in Section 8.5, which is surprising
since � and �sa seem very closely related at first sight. We show how to recognize

(1) irreducible, ample Q-Cartier divisors (8.5.15),
(2) linear similarity of irreducible, ample Q-Cartier divisors (8.5.17), and
(3) irreducible Q-Cartier divisors (8.5.18).

Once we know jXj and �sa, then we also know �.
Theorem 8.1.3. Let X be a normal, projective, geometrically irreducible variety over
a field k of characteristic 0. Assume that

(1) either dimX � 4,
(2) or dimX � 3 and k is a finitely generated field extension of Q.

123
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Then jXj and �sa together determine �. (See (8.9.13) for a more general version.)
The proof is longer; we recognize the following objects/properties step by step.

(1) k-points (8.7.8).
(2) Isomorphism of residue fields of closed points (8.7.10).
(3) Isomorphism of reduced, 0-dimensional subvarieties (8.7.11).
(4) Transversality of 0-dimensional intersections of subvarieties (8.8.5).
(5) Two irreducible curves having the same degree (8.9.5).
(6) Two irreducible divisors having the same degree (8.9.6).
(7) numerical equivalence of ample divisors (8.9.10).

We can now use (6.3.4) to recognize algebraic pencils of divisors. Using (6.4.11), we
can construct an ample degree function on divisors, which by (6.5.8) determines linear
equivalence.

The proof of (1.3.1) is then completed by (1.5.1).
The main technical tool for all this is the study of linkage of divisors.

8.2. Basic notions

8.2.1 (Linkage of divisors). Let X be a normal, projective, irreducible k-variety and
L an ample line bundle on X. Let Z1, Z2 � X be closed, irreducible subvarieties such
that dim(Z1 \ Z2) = 0. We consider the following

8.2.1.1 (Linkage problem). We say that si 2 H0(X,Lmi) with zero sets Hi := (si =
0) are L-linked on Z1 [ Z2 if there is an s 2 H0(X,Lr) with zero set H := (s = 0) such
that

Supp(H1 \ Z1) [ Supp(H2 \ Z2) = Supp
(
(Z1 [ Z2) \H

)
.

Note that if the Picard number of X is 1, then this is clearly a question involving only
the underlying topology jXj. In fact, by (8.1.2), this is almost always a question about
jXj.

8.2.1.2 (Sufficient condition). If sr1
1 jZ1\Z2 = c � sr2

2 jZ1\Z2 for some nonzero c 2 k� and
r1, r2 2 N, then the Hi := (si = 0) are L-linked on Z1 [ Z2.

Next note that sijZ1\Z2 can be an arbitrary element ofH0(Z1\Z2,LjZ1\Z2) �= H0(Z1\
Z2,OZ1\Z2) for L sufficiently ample. Thus we obtain the following.

8.2.1.3 (Identification of points). If the sufficient condition (8.2.1.2) is necessary
and any two H1, H2 are L-linked, then H0(Z1 \ Z2,OZ1\Z2) �= k. That is, Z1 \ Z2 is a
reduced k-point of X.

This gives us a topological way to identify k-points and also check whether an
intersection is transverse or not.

8.2.1.4 (When is condition (8.2.1.2) necessary?). We know that Supp(sijZi
= 0) =

Supp(sjZi
= 0). Thus if

(1) the Zi are geometrically normal and irreducible, and
(2) the Supp(sijZi

= 0) are irreducible, then

(8.2.1.4.1) smi
i jZi

= ci � sni jZi
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for some nonzero ci 2 k� and mi, ni 2 N. Thus we conclude that there is a constant
c 2 k� such that

(8.2.1.4.2) sm1n2
1 jZ1\Z2 = c � sm2n1

2 jZ1\Z2 ,

as needed.

It remains to deal with the conditions (8.2.1.4 (1)) and (8.2.1.4 (2)). It turns out
that normality can be avoided, this is worked out in Section 8.3. Instead of geometric
irreducibility, the key condition is geometric connectedness, which is guaranteed if the
Zi are set-theoretic complete intersections of ample divisors. Thus the troublesome
condition is (8.2.1.4.b).

8.2.1.5 (Irreducibility of H\Z). Let Z � X be an irreducible subvariety and H � X
a general ample divisor. When is H \ Z irreducible?

Bertini’s theorem says that this holds if dimZ � 2. Since we also need dim(Z1 \
Z2) = 0, we must have dimX � 4. For the best results we also need Z1 \ Z2 to be a
single point, which usually can be arranged only if dimX � 5. This is the case when
the methods work best.

There are two ways to lower the dimension. First, it turns out that we get almost
everything if one of the Zi has dimension � 2, the other can be a curve. Thus we get
all results if dimX � 4, as in (1.3.1 (1)).

If k is finitely generated over Q, then a theorem of Hilbert guarantees that H \ Z
is irreducible for most ample divisors H even if dimZ = 1. This property defines
Hilbertian fields (7.5.7), and, for such fields, we can work with varieties of dimension
� 3; leading to (1.3.1 (2)).

In order to give unified treatments, we introduce the Bertini-Hilbert dimension of
fields in (8.6.5).

8.3. Preparations: Sections and their zero sets

In this section we discuss foundational results about sections and their zero sets
that are needed in our study of linkage.

8.3.1. Let k be a field and let X be a normal, geometrically integral, proper k-variety.
For a line bundle L on X and sections s1, s2 2 H0(X,L) with corresponding divisors
Z(si) (i = 1, 2) we have Z(s1) = Z(s2) if and only if s1 = s2 � c for some c 2 k�. We would
like to relax the normality assumption on X as much as possible while retaining the
conclusion of this statement.

Let Y be a reduced noetherian scheme, L a line bundle on Y and s 2 H0(Y,L) a
section that does not vanish at any generic point of Y . It has scheme-theoretic zeros
Z(s) and divisor-theoretic zeros; the latter is the Weil divisor

∑
� lengthk(�)(L/sOY )[η],

where the summation is over all codimension 1 points of Y . The scheme-theoretic
zeros determine the divisor-theoretic zeros, but the converse does not always hold.

We consider two genericity conditions.
(8.3.1.1) Every generic point of Supp(Z(s)) is a regular codimension 1 point of Y .
(8.3.1.2) Y is S2 along Supp(Z(s)).

Since Y is reduced and s does not vanish at any generic point of Y the scheme
Z(s) is a Cartier divisor over a dense open subset of Y , and if (8.3.1.1) holds then over
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a dense open of Y the associated Weil divisor is Cartier and agrees with the Cartier
divisor given by the restriction of Z(s).

If (8.3.1.2) holds and s does not vanish at any generic point of Y , then the zero
set Z(s) has no embedded points. Indeed these assumptions imply that the map s :
OY ! L is injective which together with [Sta15, Tag 031Q] yields that Z(s) is S1

and therefore has no embedded points [Sta15, Tag 031Q]. It follows that in this case
the scheme Z(s) is determined by the associated Weil divisor. In this case we do not
distinguish between the two divisors, refer to it simply as the zero set, and denote bit
by Z(s).

Notation 8.3.2. For a reduced, noetherian scheme Y , let �(Y ) � Y denote the set of
points y 2 Y such that OY;y is either of dimension 0, or of dimension 1 but not regular,
or not S2.

Lemma 8.3.3. Let Y be a reduced, noetherian, excellent scheme. Then
(1) �(Y ) is finite, and
(2) a section s of a line bundle L on Y satisfies conditions (8.3.1.1) and (8.3.1.2) if

and only if Z(s) is disjoint from �(Y ).

Proof. The ring OY;y has dimension 0 if and only if y is a generic point. Since Y is
excellent, its regular locus Y reg � Y is open and dense. The points such that OY;y is of
dimension 1 but not regular are among the generic points of Y n Y reg.

All the points of Y reg are S2. To prove the finiteness on non-S2 points in Y n Y reg,
we may assume that Y is affine. Let g be a global section of OY that vanishes along
Y n Y reg but does not vanish at any generic point of Y . The non-S2 points in Y n Y reg

are the non-S1 points of the subscheme (g = 0), that is, its associated points. Since Y
is noetherian, all 3 of these give finitely many points in �(Y ).

Statement (2) is immediate from the definition of �(Y ) and the above discussion.
�

Lemma 8.3.4. Let Y be a reduced, noetherian scheme, L a line bundle on Y and
s1, s2 2 H0(Y,L) sections that do not vanish at any point of �(Y ). Then Z(s1) = Z(s2)
if and only if s1 = s2 � u for some uniquely determined u 2 H0(Y,OY )�.

Proof. We may assume that Y is affine given by a ring A and that L is trivial. We
then view s1 and s2 as elements of A.

Let s2 2 A/(s1) denote the image of s2. The assumption Z(s1) = Z(s2) implies that
s2 vanishes at all generic points of Spec(A/(s1)). Since A/(s1) is S1, it has no embedded
points, thus s2 2 (s1) � A. Similarly s1 2 (s2), and therefore (s1) = (s2) (equality of
ideals). The lemma follows. �

Example 8.3.5. Let Y � P4
k be the union of fxjx1 = x2 = 0g and of fxjx3 = x4 = 0g.

Note that [1:0:0:0:0] is a non-S2 point and H0(Y,OY ) = k. Consider s(a, c) = ax1 +
cx3 2 H0(Y,OY (1)), and observe that its divisor Z(s(a, c)) is independent of a, c 2 k�.
However, s(a, c) = s(a0, c0) � u for some H0(Y,OY )� if and only if a/c = a0/c0.

Notation 8.3.6. Let Y be a reduced scheme, B ( Y a closed subset and L a line
bundle on Y . For m > 0 set

(8.3.6.1) �B(Y,L,m) := fs 2 H0(Y,Lm) : Supp(Z(s)) = Bg,

https://stacks.math.columbia.edu/tag/031Q
https://stacks.math.columbia.edu/tag/031Q
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(8.3.6.2) ��B(Y,L,m) := fs 2 H0(Y,Lm) : Supp(Z(s)) � Bg,

(8.3.6.3) �B(Y,L) := qm�B(Y,Lm) and ��B(Y,L) := qm��B(Y,L,m).

These are all unions of k[Y ]�-orbits (7.3.3). Note that �B(Y,L,m) is a set (it is not
closed under addition in �(Y,L)) and �B(Y,L) and ��B(Y,L) are monoids.

In view of (8.5.1) and (8.5.17), �B(Y,L), is a very natural object to consider.

Lemma 8.3.7. Let Y be a reduced, projective scheme over a field, B � Y a closed
subset that is disjoint from �(Y ), and L a line bundle on Y .

(1) If B is irreducible then �B(Y,L,m) consists of at most one k[Y ]�-orbit.
(2) ��B(Y,L,m)/k[Y ]� is finite.
(3) ��B(Y,L)/k[Y ]� is a submonoid of a finitely generated free monoid.

Proof. The first claim follows from (8.3.4). Indeed, if �B(Y,L,m) is nonempty then B
is the support of an effective Weil divisor and since B is irreducible it follows that B is
the closure of a codimension 1 point η 2 Y . If s1, s2 2 �B(Y,L,m) are two sections then
the associated Weil divisors are equal to ni[η] for positive integers ni (i = 1, 2). The two
integers n1 and n2 must be equal. Indeed, if not we obtain that a positive multiple of
[η] is trivial, which is impossible since Y is a reduced projective scheme over a field. It
follows that Z(s1) = Z(s2)

To see the other two statements, let Bi � B be the irreducible, divisorial compo-
nents. Taking the length along each Bi defines a map of monoids

��B(Y,L)! �iN,
which by 8.3.4 induces an inclusion

��B(Y,L)/k[Y ]� � �iN
proving (iii). If s 2 ��B(Y,L,m) and Z(s) =

∑
imiBi then, computing the degrees (with

respect to some ample divisor) gives that
∑

imi degBi = deg L, hence mi � deg L for
every i and (ii) follows. �

8.3.8. Next we look at the evaluation of a section of a line bundle L at a point or at
a 0-dimensional subscheme V . The twist is that we can not distinguish 2 sections if
their zero sets have the same support, and we also can not distinguish various powers
of L from each other. Thus for us the outcome of evaluation is not a single element of
H0(V,LjV ), but a submonoid of �mH0(V,LmjV ). Our aim is then to understand when
this submonoid is small. As a further twist, we need to study this question not on the
original scheme X, but on many of its subschemes W � X.

Notation 8.3.9. Let X be a normal, projective, irreducible k-scheme, L a line bundle
and D an effective divisor on X. Let W � X be a closed, integral subscheme and
V � W nD a 0-dimensional subscheme. Set

RW
V (D,L,m) := Im

[
�W\D(W,LjW ,m)! H0(V,LmjV )

]
and

RW
V (D,L) := qm�0 RW

V (D,L,m).

Note that RW
V (D,L) is a monoid that is closed under multiplication by k[W ]� =

H0(W,OW )� and, if D \ �(W ) = ;, then RW
V (D,L)/k[W ]� is a submonoid of a finitely

generated free monoid by (8.3.7 (3)).
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The following elementary observations turn out to be crucial.
Proposition 8.3.10. Using the notation and assumptions of (8.3.9), assume also that
D := Z(s) for some s 2 H0(X,Lr), D \W is irreducible and disjoint from �(W ). Then

(1) RW
V (D,L) �= hs, k[W ]�iSat, the saturation in RW

V (D,L) of the submonoid gen-
erated by s and k[W ]�.

(2) If k[W ] = k then the saturation of RW
V (D,L) in

∐
m�0H

0(V,LmjV ) depends
only on D,L and V (but not on W ).

Proof. The first assertion follows from (8.3.7 (1)). Indeed, sjW is the unique section of
LrjW (up to k[W ]�) that defines Supp(D \W ). Therefore

(8.3.10.1) RW
V (D,L, rm) = smjW � k[W ]�jV = smjV � k[W ]�jV .

For other values, RW
V (D,L,m0) is either empty or consists of a single k[W ]�-orbit.

For the second statement note that if k[W ] = k then k[W ]� = k� and the k�-action
on H0

(
V,LmjV

)
is independent of W . �

Remark 8.3.11. Even if we fix the isomorphism type of k[W ], in general the image of
the restriction map σ : k[W ] ! k[V ] depends on W . This is the main reason why we
prefer to work with geometrically connected W .

We also get uniqueness if k[W ]/k is Galois and V is irreducible, or if k[W ] = k[Vred]
and it is separable over k, but neither of these conditions is easy to guarantee.

8.4. Néron’s theorem and consequences

Definition 8.4.1. Let X be an irreducible variety. Following [Ser89], a subset T �
X(k) is called thin if there is a generically finite morphism π : Y ! X such that
T � π(Y (k)) and there is no rational section σ : X 99K Y .

Remark 8.4.2. This notion is most interesting for finitely generated, infinite fields.
For such fields, A1(k) � A1(k) is not thin; this is essentially due to Hilbert.

Example 8.4.3. A rather typical example to keep in mind is the following. The map
A1 ! A1 given by x! x2 shows that the set of all squares is a thin subset of A1(k).

We also need a version of this for arbitrary fields K:

Definition 8.4.4. A subset T � X(K) is field-locally thin if for every finitely generated
subfield k � K, the intersection T \X(k) is thin.

Theorem 8.4.5. Let k be a finitely generated, infinite field. Let U � P1
k be an open

subset and π : TU ! U a smooth, projective morphism of relative dimension 1. Then
there is a dense set N(TU) � U(k), such that the restriction map

Pic(TU)! Pic(Tu) is injective for all u 2 N(TU).

Moreover, N(TU) contains the complement of a thin set.

Proof. This is [Nér52b, Thm.6]. �

Remark 8.4.6. A stronger version is proved in [Sil83, Thm.C], though it applies only
to number fields and finite extensions of Fp(t).
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Corollary 8.4.7. Let K be a field that is not locally finite. Let S be a normal, projective
surface over K and jCj = fCu : u 2 P1g a linear pencil of curves with finitely many
basepoints fp1, . . . , prg. Assume that a general Cu is smooth and S is smooth along it.
Let fBj : j 2 Jg be the irreducible components of the reducible members of jCj, plus one
of the irreducible members. Let mij be the intersection multiplicity of Bj with a general
Cu at pi; this is independent of u.

Then there is a dense set N(S, jCj) � P1(K) such that, for u 2 N(S, jCj), all the
Q-linear relations among

[p1(u)], . . . , [pr(u)] 2 Pic(Cu)

Im[Cl(S)! Pic(Cu)]

are generated by
∑

imij[pi(u)] = 0 for all j 2 J .
Moreover, N(S, jCj) contains the complement of a field-locally thin set.

Proof. Note that the point pi is contained in every Cu; the notation [pi(u)] indicates
that we take its class in Pic(Cu), which depends on u.

The restriction of Bj to Cu is
∑

imij[pi(u)], so we do need to have the equations∑
imij[pi(u)] = 0. The interesting part is to show that there are no other relations.
Let T be the normalization of the closure of the graph of jCj : S 99K P1. The pro-

jection π1 : T ! S is birational, with exceptional curves Ei � T sitting over pi. Let
BT
j � T denote the birational transform of Bj. Note that

BT
j � π�1Bj �

∑
imijEi.

The second projection π2 : T ! P1 is generically smooth and the irreducible compo-
nents of its reduçible fibers are exactly the BT

j .
Let U � P1 be the largest open set over which π2 is smooth. By restriction we get

TU ! U . The Picard group of TU is then

Pic(TU) = Cl(T )
/
hBT

j : j 2 Ji.

Choose now a finitely generated subfield k � K such that S, jCj, the pi and the Bj are
defined over k.

Note that Cl(Tk) = π�1 Cl(Sk) +
∑

i[Ei], and killing π�1 Cl(Sk) gives an isomorphism

Cl(TUk )
/
π�1 Cl(Sk) �= hEi : i 2 Ii

/
h
∑

imij[pi] : j 2 Ji.

Thus all the linear relations among [E1], . . . , [Er] 2 Cl(TUk )/π�1 Cl(Sk) are generated by∑
imij[Ei] = 0 for all j 2 J .
We now apply (8.4.5) to get N(TUk ) � P1(k) such that, for u 2 N(TUk ), all the linear

relations among

[p1(u)], . . . , [pr(u)] 2 Pic(Cu)
/

Im[Cl(Sk)! Pic(Cu)]

are generated by
∑

imij[pi(u)] = 0 for all j 2 J .
This is not exactly what we want since Cl(SK) may be much bigger than Cl(Sk).

However, by (10.4.5), if some Lk is in Im[Cl(SK)! Pic(Cu)], then Lr
k is in Im[Cl(Sk)!

Pic(Cu)] for some r > 0. (With a little more work one can prove the Corollary for
Z-linear relations, but this is not important for us.) �



130 8. LINKAGE

8.5. Linear similarity

Definition 8.5.1. Let X be a normal, integral, separated scheme. Following (8.1.1),
two Weil Z-divisors D1, D2 are linearly similar, denoted D1 �s D2, if there are nonzero
integers m1,m2 such that m1D1 � m2D2.

The set of all effective divisors linearly similar to a fixed divisor D is naturally an
infinite union of linear systems, we denote it by jQDjset.

Let jQDjirr � jQDjset be the subset of irreducible (but not necessarily reduced)
divisors.

Remark 8.5.2. (i) We will use this notion mostly when the Di are effective and X
is a normal scheme over a field k. If X is proper, or, more generally, when H0(X,OX)
is a finite k-algebra, then m1D1 � m2D2 implies that m1,m2 have the same sign. We
always choose m1,m2 > 0.

(ii) If rankQ Cl(X) � 1 then any 2 effective divisors are linearly similar. Thus this
notion is nontrivial only if rankQ Cl(X) > 1.

Some of the linear systems jD0jset � jQDjset may be small and behave exceptionally
so we introduce the following definition:

Definition 8.5.3. A subset W � jQDjset is called stably dense if W \ jmDjset is Zariski
dense in jmDjset for m� 1.

Remark 8.5.4. Note that jQDjirr need not be dense in jQDjvar, but, if k is infinite, D
is ample and dimX � 2 (more generally, if D is has Kodaira dimension � 2 and there
are no fixed components) then, by (10.1.15), jQDjirr is stably dense in jQDjset.

Remark 8.5.5. If dimX = 1 then jQDjirr is frequently empty. This presents a serious
technical difficulty in our treatment. However, if degD > 0 then jQDjirr is stably dense
in jQDjset provided the Bertini-Hilbert dimension, defined in (8.6.5) below, is equal to
1. This will be shown in (8.6.4).

8.5.6. For a sub-monoid M � Cl(X) of effective classes one can consider a generaliza-
tion of the Cox ring construction. Namely, choose for each m 2 M an effective divisor
Dm on X with class m and set

Cox(X,M) := �m2MH0(X,OX(Dm)).

This is a graded k-vector space, well-defined up to non-canonical isomorphism. We
would like to endow Cox(X,M) with the structure of a ring compatible with the
monoid structure on M . Let Xreg � X be the regular locus, which has complement
of codimension � 2 since X is assumed normal. To obtain the ring structure on
Cox(X,M) it suffices to construct isomorphisms

(8.5.6.1) OX(Dm)jXreg 
 OX(Dm0)jXreg ’ OX(Dm+m0)jXreg

for all m,m0 2M . Furthermore, these isomorphisms should satisfy a suitable associa-
tivity condition for triples of elements. This can conveniently be summarized as fol-
lows. Let Pic(Xreg) be the groupoid of invertible sheaves on Xreg and let Pic(Xreg,M

gp)
be the preimage of Mgp � Cl(Xreg) under the natural map

Pic(Xreg)! Cl(Xreg).
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The data of compatible choices of isomorphisms (8.5.6.1) is then equivalent to the data
of a section of the map of Picard categories

(8.5.6.2) Pic(Xreg,M
gp)!Mgp.

By [AGV73, XVIII, 1.4.15], the obstruction to finding such a section lies in

Ext2(Mgp, H0(X,O�X)),

which vanishes since Z has projective dimension 1. The choice of section of (8.5.6.2) is
not unique in general. In fact, by loc. cit. the group of sections, up to equivalence de-
fined by compatible automorphisms of line bundles, is given by Ext1(Mgp, H0(X,O�X)),
which may be nonzero if Mgp has torsion and H0(X,O�X)) is not divisible. It follows
that in general Cox(X,M) admits a ring structure as expected but the resulting ring
is not uniquely defined in general.

8.5.7. We will be interested in the Cox rings for M , where M is the union of 0 and the
image of jQDj in Cl(X), in which case we write Cox(X, jQDj) for Cox(X,M).

8.5.8 (Restriction and linear similarity). Let X be a normal variety, Z � X a subva-
riety and D1, D2 effective divisors on X. If D1 �s D2 then (aside from some problems
that appear for non-Cartier divisors), D1jZ �s D2jZ . For us the main interest will be
the converse: if D1jZ �s D2jZ , when can we conclude that D1 �s D2?

Let D be an irreducible divisor. We say that a subvariety Z � X detects linear
similarity to D if for any effective divisor D0 such that Supp(D \ Z) = Supp(D0 \ Z)
we have D0 �s D. It is not always easy to see when this happens, but the following is
quite useful.

Criterion 8.5.9. Assume that Z \ SingX has codimension � 2 in Z, the kernel of
Cl(X) ! Pic(Z n SingX) is torsion, D is disjoint from �(Z) (see definition 8.3.2) and
D \ Z is irreducible. Then Z detects linear similarity to D.

Proof. If Z \ SingX has codimension � 2 in Z then we have a restriction map from
rank 1 reflexive sheaves on X (that are locally free along �(Z)) to rank 1 reflexive
sheaves on Z (that are locally free along �(Z)) and such a rank 1 reflexive sheaf on Z
is determined by the divisors of its sections by 8.3.4. �

Lemma 8.5.10. Let X be a geometrically normal, projective variety over an infinite
field k and D1, . . . , Dr irreducible divisors on X. Then linear similarity to the Di is
detected by general, ample, complete intersections of dimension � 2.

Proof. Let Z � X be a general, ample, complete intersection surface. Then Cl(X) !
Cl(Z) is an injection by (10.2.5) and Z \ Di is irreducible and reduced for every i by
Bertini’s theorem (10.1.15). �

Lemma 8.5.11. LetX be a normal, projective variety and C � Xns a smooth, projective
curve. Assume that the kernel of Cl(X)! Pic(C) is torsion and the following holds.

(?) Let D \ C = fp1, . . . , prg. Then the points p1, . . . , pr�1 are linearly independent
over Im[Cl(X)! Pic(C)]. More precisely,

rankQ
(
hp1, . . . , pri \ Im[Cl(X)! Pic(C)]

)
= 1.

Then C detects linear similarity to D.
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Proof. Let D0 be another effective divisor such that Supp(D0 \C) = Supp(D \C). Note
that both D,D0 are Cartier along C. Thus DjC =

∑
di[pi] and D0jC =

∑
d0i[pi]. By

condition (?)
m01
∑
d0i[pi] = m1

∑
di[pi]

for some m01,m1 > 0, hence m01D
0 � m1D is in the kernel of Cl(X) ! Pic(C). Thus

m2(m01D
0 �m1D) � 0 for some m2 > 0. �

Theorem 8.5.12. Let k be a field that is not locally finite. Let X be a geometrically
normal, projective variety of dimension n � 2 over k, fDi : i = 1, . . . , rg irreducible Weil
divisors and H1, . . . , Hn�1 ample divisors. Then, for m1 � m2, . . . ,mr � 1, there is a
dense subset

U � jm1H1jset � � � � � jmn�1Hn�1jset

such that, for u 2 U , the corresponding complete intersection curve Cu detects linear
similarity to each Di.

Proof. By 8.5.10 there is a Zariski open

U2 � jm2H2jvar � � � � � jmn�1Hn�1jvar

such that Cl(X) ! Cl(H2 \ � � � \ Hn�1) is an injection for (H2, . . . , Hn�1) 2 U2 and the
Di \H2 \ � � � \Hn�1 are irreducible. This reduces us to the case n = 2.

Thus from now on we have a normal, projective surface X over k, fDi : i = 1, . . . , rg
irreducible Weil divisors on X and an ample divisor H on X.

Now choose a pencil jCj � jmHj such that
(1) D0 + � � �+Dr 2 jCj for some irreducible curve D0,
(2) all other members of jCj are irreducible,
(3) the general member of jCj is smooth and X is smooth along it.

Applying (8.4.7) to it we get a dense subset of jCjset where the requirements hold. �

Remark 8.5.13. Most likely one can choose U such that it contains the complement
of a field-locally thin set.

Lemma 8.5.14. Let X be a geometrically normal, projective variety over an infinite
field k and D1, . . . , Dr irreducible divisors on X. Then linear similarity to the Di is
detected by a dense subset of complete intersection curves if k is weakly Hilbertian.

Proof. By (8.5.12) the map Cl(X) ! Cl(C) is injective for a dense subset of complete
intersection curves C � X, and the assumption that k is weakly Hilbertian (8.10.1)
implies that such a general curve X is also irreducible and the lemma follows from
(8.5.11). �

Lemma 8.5.15. Let X be a geometrically normal, projective variety over a field k.
Assume that either

(1) k is not locally finite and dimX � 2, or
(2) k is infinite, locally finite and dimX � 3.

Then an irreducible divisor H is Q-Cartier and ample if and only if for every divisor
D � X and distinct closed points p, q 2 X nD, there is a divisor H(p, q) � X such that

(i) H \D = H(p, q) \D,
(ii) p /2 H(p, q) and



8.5. LINEAR SIMILARITY 133

(iii) q 2 H(p, q).

Proof. If H is Q-Cartier and ample then the restriction map

(8.5.15.1) H0
(
X,OX(mH)

)
� H0

(
D,OD(mHjD)

)
+ OX(mH)


(
k(p) + k(q)

)
is surjective for some m > 0. We can thus find a section s(p, q) 2 H0

(
X,OX(mH)

)
as

needed.
Conversely, by (8.5.10) and (8.5.12) we can choose an ample divisor D � X that

detects linear similarity to H. Then assumption (8.5.15 (i)) guarantees that H(p, q) �s

H. Assumption (8.5.15 (ii)) implies that H is Q-Cartier at p. Since p, q are arbitrary
points (if we also vary D), H is Q-Cartier and a multiple of it separates points.

Finally, for m 2 N let Bm � X �X be the set of point pairs that are not separated
by any member of jmHj. Then Bm is closed, Bm1 � Bm2 if m2 j m1 and we have just
proved that \m2NBm = ;. Thus Bm = ; for some m. �

Corollary 8.5.16. Let X be a geometrically normal, projective variety over a field k
and jHj � jXj a closed, irreducible subset of codimension 1. Assume that

(1) either k is not locally finite and dimX � 2,
(2) or k is infinite, locally finite and dimX � 3.

We can then decide, using only jHj � jXj, whether jHj supports an ample divisor. �

Together with (8.5.15), the next result proves (8.1.2).
Lemma 8.5.17. Let X be a geometrically normal, projective variety over a field k and
H1, H2 irreducible, Q-Cartier, ample divisors. Assume that

(1) either k is not locally finite and dimX � 3,
(2) or k is infinite, locally finite and dimX � 5.

Then the following are equivalent.
(3) H1 �s H2.
(4) jQH1jirr = jQH2jirr.
(5) Let Z1, Z2 � X be any pair of disjoint, irreducible subvarieties of dimension
� 2 if k is locally finite and � 1 otherwise. Then there is an irreducible, Q-
Cartier, ample divisor H 0 such that Supp(H 0 \ Zi) = Supp(Hi \ Zi) for i = 1, 2.

Proof. The implication (3), (4) is clear. If (3) holds then choose m1,m2 � 1 such that
m1H1 � m2H2 and

H0
(
X,OX(m1H1)

)
� H0

(
Z1,OX(m1H1)jZ1

)
+H0

(
Z2,OX(m2H2)jZ2

)
is surjective. As in (8.5.15 (ii)), the kernel separates points on X n (Z1 [ Z2). Thus, by
Bertini’s theorem (10.1.15), we can then find an irreducible divisor H 0 2 jm1H1j =
jm2H2j whose restriction to Zi is miHijZi

.
Finally assume (5). By (8.5.10) and (8.5.12) we can choose both Z1, Z2 normal, dis-

joint and such that they detect linear similarity to the Hi. Then we have the chain of
linear similarities

(8.5.17.1) H1
(by Z1)�s H 0

(by Z2)�s H2.

�
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8.5.18 (Variants for reducible divisors). With X as in (8.5.17), we can also get some
results when the Hi are reducible. For this write Hi =

∑
j aijHij. We argue as above,

except at the end, instead of (8.5.17.1) we get that∑
ja
0
1jH1j

(by Z1)�s H 0
(by Z2)�s

∑
ja
0
2jH2j,

where a0ij > 0 if and only if aij > 0. Thus (8.5.17 (5)) is equivalent to the following.
(1) There are Q-Cartier, ample, effective divisors H1, H2 such that SuppHi =

SuppBi and H1 �s H2.
It is hard to get precise information out of this, but we obtain the following.

(2) If the irreducible components of H2 are Q-Cartier and all but one of the irre-
ducible components of H1 are Q-Cartier, then the remaining irreducible com-
ponent of H1 is also Q-Cartier.

We can thus recognize irreducible Q-Cartier divisors using the following criterion.
Corollary 8.5.19. An irreducible divisor D � X is Q-Cartier if and only if there are
irreducible, Q-Cartier, ample divisorsA1, A2 such that (8.5.18 (1)) holds forB1 := D+A1

and B2 := A2.

Remark 8.5.20. Using (8.5.15)) and (8.5.17 we get our first topological invariance
claims. Namely, let XK , YL be normal, projective varieties such that jXj � jY j. Assume
that either L is not locally finite and dimY � 3, or dimY � 5. Then

(1) If X is Q-factorial then so is Y .
(2) If rankQ Cl(X) = 1 then rankQ Cl(Y ) = 1.

Note that by (9.3.2), P2
Fp

is homeomorphic to smooth surfaces with arbitrary large
Picard number, so some restriction on the dimension is necessary in (8.5.17).

8.6. Bertini-Hilbert dimension

8.6.1. Let X be a projective variety over a field k and let L be an ample line bundle
on X. We are looking for sections s 2 H0(X,L) that satisfy 3 properties:

(1) The zero set Z(s) is irreducible.
(2) The values of s at some points xi 2 X are specified. More generally, given a

0-dimensional subscheme Z � X, we would like to specify sjZ .
(3) The zero set Z(s) avoids a finite set of points � � X.

To formalize these, let X be a scheme over a field k, Z � X a subscheme, L an ample
line bundle on X and sZ 2 H0(Z,LjZ). Set

(8.6.1.1) H0(X,L, sZ) :=
{
s 2 H0(X,L) : sjZ = csZ for some c 2 H0(X,OX)

}
.

This is a vector subspace of H0(X,L). If X is integral then for the corresponding
linear systems we use the notation jL, sZ j � jLj. For a finite subset � � X, let

(8.6.1.2) jL, sZ ,�cj := fD 2 jL, sZ j : D \ � = ;g
denote the subset of those divisors that are disjoint from �. Finally we use

(8.6.1.3) jL, sZ ,�cjirr := fD 2 jL, sZ ,�cj : D is irreducible.g
For our applications, we are free to replace L by Lm. Thus we are most interested
in the case when H0(X,L)! H0(Z,LjZ) is surjective and the linear system jL, sZ j is
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very ample on X n Z. In this situation conditions (2) and (3) above are easy to satisfy
and the key issue is the irreducibility of Z(s).

Next we discuss 3 cases when we can guarantee irreducibility.

Lemma 8.6.2. Let X be an irreducible, projective variety of dimension � 2 over an
infinite field k. Let � � X be a finite subset and Z � X a finite subscheme. Let L be
an ample line bundle on X and let sZ 2 H0(Z,LjZ) be a nowhere zero section over Z.
Then,

jLm, smZ ,�
cjirr

contains an open and dense subset of jLm, smZ j for m� 1.

Proof. The linear system jLm, smZ j is very ample on X n Z, so this follows from the
Bertini theorem (10.1.16). �

Next we consider Hilbertian fields (7.5.7). Here jLm, smZ ,�
cjirr need not be open,

but it is still quite large. In light of (8.6.2), we need to primarily consider the case of
curves.
Lemma 8.6.3. Let C be an irreducible, projective curve over a Hilbertian field k. Let
� � C be a finite subset and Z � C a finite subscheme. Let L be an ample line bundle
on C and sZ 2 H0(Z,LjZ)�. Then, jLm, smZ ,�

cjirr contains the complement of a thin
subset (8.4.1) of jLm, smZ j for m� 1.

Proof. As before, jLm, smZ , j is very ample on C n Z, hence this follows from a basic
property of Hilbertian fields (7.5.7). �

For the following applications in Sections 8.7–8.8 we only need a weaker version of
the conclusion in (8.6.3)/ Namely, we only need jLm, smZ ,�

cjirr to be nonempty for some
m > 0. This led to the definition of weakly Hilbertian fields (8.10.1). The following is
essentially the definition but we state it as a lemma to emphasize the similarity to
(8.6.3).
Lemma 8.6.4. Let C be an irreducible, projective curve over a weakly Hilbertian field
k. Let � � C be a finite subset and Z � C a finite subscheme. Let L be an ample line
bundle on C. Then jLm, smZ ,�

cjirr is nonempty for some m > 0. �

Note that although we ask for only 1 irreducible divisor, by enlarging � we see
that we get infinitely many. In fact, the sets

jLm, smZ ,�
cjirr � jLm, smZ j

seem to be quite large, though we do not know how to formulate this precisely.
For most of the proofs we need to know the smallest dimension where linear sys-

tems are guaranteed to have many irreducible members. This leads to the following
definition.

Definition 8.6.5. Let k be a field that is not locally finite. We define the Bertini-
Hilbert dimension of k—denoted by BH(k)—by setting

(1) BH(k) = 1 if k is weakly Hilbertian (8.10.1), and
(2) BH(k) = 2 otherwise.

Remark 8.6.6. In view of (8.6.2), the distinction is only about curves. If k is Hilbertian
then BH(k) = 1 by (8.6.3).
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Remark 8.6.7. We do not make a definition for locally finite fields. If k is locally finite
and L is an ample line bundle on an irreducible curve C, then every smooth point
p 2 C is the co-support of some section of some Lm. This would suggest that BH(k)
should be 1, but in some applications setting BH(Fq) = 2 or even BH(Fq) = 1 would
seem the right choice.

8.7. Linkage of divisors and residue fields

Definition 8.7.1. Let X be a normal, projective k-variety and Z,W � X closed sub-
sets. Two irreducible divisors HZ �s HW are (topologically, directly) linked on Z [W
if there is a 3rd irreducible divisor H �s HZ �s HW such that

H \ Z = HZ \ Z and H \W = HW \W, as sets.

This makes it clear that linkage depends only on jXj and �s, but it is technically
simpler to work with the following equivalent line bundle version.

Let L be an ample line bundle on X. Then HZ , HW 2 jQLjirr are (topologically,
directly) L-linked on Z [W if the following equivalent conditions holds.

(1) There is an m > 0 and a section s 2 H0(X,Lm) such that (s = 0)\Z = HZ \Z
and (s = 0) \W = HW \W (as sets).

If k is infinite, then, by Bertini’s theorem this is equivalent to:
(2) There is an HX 2 jQLjirr such that HX \ Z = HZ \ Z and HX \W = HW \W

(as sets).
Thus, L-linking depends only on (jXj,�sa).

As we see below, this notion is not interesting if Z \ W = ; and it has various
problems if dim(Z \W ) � 1. Thus we focus on the case when dim(Z \W ) = 0.

A key observation is that linkage carries very significant information about
� residue fields of Z \W in every characteristic, and
� the scheme structure of Z \W in characteristic 0.

Proposition 8.7.2. Let X be a normal, projective k-variety and Z,W � X closed
subsets such that dim(Z \W ) = 0. Let L be an ample line bundle on X and HZ , HW 2
jQLjirr. Then HZ , HW are L-linked on Z[W if and only if (using the notation of (8.3.9))

RZ
Z\W (HZ ,L) \RW

Z\W (HW ,L) 6= ;.

Proof. Assume that H = Z(s) gives the L-linkage for some s 2 H0
(
X,Lm

)
. Then

sjZ 2 �Z\HZ
(
Z,LjZ ,m

)
and sjW 2 �W\HW

(
W,LjW ,m

)
have the same restriction to

Z \W .
Conversely, if sZ 2 H0

(
Z,LmjZ

)
and sW 2 H0

(
W,LmjW

)
have the same image in

H0
(
Z \W,LmjZ\W

)
, then they glue to a section sZ[W 2 H0

(
Z [W,LmjZ[W

)
, and then

sm
0

Z[W lifts to a section of H0
(
X,Lm0m

)
for some m0 > 0. �

8.7.3. The conditions in (8.7.2) give the strongest restriction if

(8.7.3.1) RZ
Z\W (HZ ,L)/k� and RW

Z\W (HW ,L)/k�

both have Q-rank 1. However, in general these objects are essentially extensions of a
finite rank monoids by k[Z]� (resp. k[W ]�).
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We get further interesting consequences if we relax these restrictions. The general
situation seems rather complicated. In our applications it is advantageous to work
with a non-symmetric situation:

(2) H0(Z,OZ) = k, and
(3) RW

Z\W (HW ,L)/k[W ]� has Q-rank 1.
Note that (1) holds if Z is geometrically connected and reduced. In applications we
achieve this by choosing Z to be ample-ci (10.2.1).

We see in (8.3.10 (1)) that (2) holds if dimW � BH(k) (with some additional mild
genericity conditions).

Next we study the case when linking is always possible.

Definition 8.7.4 (Free linking). Let X be a normal, projective k-variety and L an
ample line bundle on X. Let Z,W � X be closed, integral subvarieties such that
dim(Z \W ) = 0.

We say that L-linking is free on Z [W if there is a finite subset � � X such that
two divisors HZ , HW 2 jQLjirr are L-linked on Z [W whenever they are disjoint from
�. (In practice, any � � �(Z [W ) will work; cf. (8.3.2).)

As in (8.7.1), free L-linking depends only on (jXj,�sa).

In the rest of the section we discuss various cases when the topological notion of
free linking makes it possible to obtain information about the residue fields of closed
points.

8.7.5. Let X be a normal, projective k-variety and L an ample line bundle on X. Let
Z,W � X be closed, irreducible, positive dimensional subvarieties such that dim(Z \
W ) = 0. We are interested in the following conditions:

(1) L-linking is free on Z [W .
(2) k[Z \W ]�

/
k[Z]� � k[W ]� is a torsion group.

(3) One of the following holds.
(a) char k = 0, Z\W is reduced, and either k[Z\W ] = k[Z] or k[Z\W ] = k[W ].
(b) char k > 0, and either k

[
red(Z \W )

]
/k[Z] or k

[
red(Z \W )

]
/k[W ] is purely

inseparable.
(c) k is locally finite.

Remark 8.7.6. Note that (8.7.5 (2)) implies (8.7.5 (1)) by (8.7.2) and the equivalence
of (8.7.5 (2)) and (8.7.5 (3)) is proved in (10.4.11). We will prove, under additional as-
sumptions, that these three conditions are equivalent – we do not know if they are
equivalent in general.

Below we will show that (8.7.5 (1)) implies (8.7.5 (3)) if W is geometrically con-
nected and dimW � BH(k). A careful study of the proof shows that the first assump-
tion is not necessary, and the validity of (9.7.9) would imply that (8.7.5 (1)) always
implies (8.7.5 (2)).

Proposition 8.7.7. Let X be a normal, projective, geometrically irreducible k-variety
and L an ample line bundle on X. Let Z,W � X be closed, irreducible, positive di-
mensional subvarieties such that dim(Z \ W ) = 0. Assume that W is geometrically
connected and dimW � BH(k).

Then conditions (1)-(3) in (8.7.5) are equivalent.



138 8. LINKAGE

Proof. By 8.7.6 we need to show that (8.7.5 (1)) implies (8.7.5 (3)). Assuming (8.7.5 (1)),
choose sZ 2 H0(X,Lm) with associated divisor HZ such that Supp(Z(sZ)) = SuppHZ

is disjoint from �(Z [W ).
By (8.6.2) and (8.6.4), for every sZ\W 2 k[Z \W ]�, there is an n > 0 such that snZ\W

extends to sW 2 H0(X,Ln) and W \HW is irreducible, where HW := Supp(Z(sW )).
If HZ , HW are L-linked, then there is an s 2 H0(X,Lm) as in (8.7.1). (We can use

the same m, if we pass to suitable powers of s, sZ , sW .)
By (8.3.7), there are uZ 2 k[Z]�, uW 2 k[W ]� = k�, a finitely generated subgroup

�Z � k(Z)�, γZ 2 �Z and a natural number r such that

(8.7.7.1) srW = srjW � uW and srZ = srjZ � uZ � γZ .
Therefore
(8.7.7.2)
srW jZ\W � s�rZ jZ\W = uW jZ\W � u�1

Z jZ\W � γ
�1
Z jZ\W 2 k

� � k[Z]� � �Z jZ\W . = k[Z]� � �Z jZ\W .
Next note that sW jZ\W = snZ\W where sZ\W is arbitrary. Thus snZ\W s

�1
Z jZ\W is an arbi-

trary element of k[Z \W ]� (up to n-torsion). Therefore we get that

(8.7.7.3) k[Z \W ]�
/(
k[Z]� � �Z jZ\W

)
is torsion. Thus we obtain that

(8.7.7.4) k[Z \W ]�/k[Z]�

has finite Q-rank. By (10.4.9) we are in one of four cases.
(1) k is locally finite; giving (8.7.5 (3) (c)).
(2) char k > 0 and k[Z] ↪! k

[
red(Z \W )

]
is a purely inseparable extension; giving

(8.7.5 (3) (b)).
(3) char k = 0 and k[Z] �= k

[
Z \W ]; giving (8.7.5 (3) (c)).

(4) deg(k/Q) <1.
In the latter case k is Hilbertian. Once k is Hilbertian, at the beginning of the proof
we can choose Z \HZ to be irreducible; in which case �Z = f1g by (8.3.7 (1)). Thus in
this case we need to show that

k[Z \W ]�
/
k[Z]�

is torsion and (10.4.9) implies that Z \W is reduced. �

Using (8.7.7) we get a topological way of recognizing k-points.
Corollary 8.7.8. Let k be a perfect field that is not locally finite, and X a normal,
projective, geometrically irreducible k-variety of dimension > 1 + BH(k). Let L be an
ample line bundle and p 2 X a closed point. Assume that either char k > 0 or p is a
smooth point of X. The following are equivalent.

(1) p is a k-point.
(2) There are ample-isci (10.2.1) subvarieties Z,W such that

(a) dimZ = 1, dimW = BH(k),
(b) Supp(Z \W ) = fpg and
(c) L-linking is free on Z [W .

Proof. Statement (2) implies (1) by (8.7.7). Conversely, we can take Z,W to be general
complete intersections of ample divisors containing p. �
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Remark 8.7.9. If char k = 0 and (8.7.8 (2)) holds then Z \W is a k-point, even if X is
singular there. However, for a singular k-point it may not be possible to find Z,W such
that Z \W = fpg (as schemes). Thus the method does not yet provide a topological
way of identifying singular k-points if char k = 0.

Corollary 8.7.10. Let k be a perfect field that is not locally finite, and X a normal,
projective, geometrically irreducible k-variety of dimension > 1 + BH(k). Let L be an
ample line bundle and p, q 2 X closed points. Assume that either char k > 0 or p is a
smooth point. The following are equivalent.

(1) There is a k-embedding k(p) ↪! k(q).
(2) There are irreducible subvarieties Z,W such that

(a) dimZ = 1, dimW = BH(k),
(b) Supp(Z \W ) = fpg,
(c) q 2 Z,
(d) W is L-isci, and
(e) L-linking is free on Z [W .

Proof. If (2) holds then k(p) �= k[Z] by (8.7.7) and (2) (c) gives an embedding k[Z] ↪!
k(q).

Conversely, given k(p) ↪! k(q), the required Z is constructed in (10.2.9) and then
choose W to be a general complete intersection containing p. �

Reversing the role of p, q we the obtain a criterion to decide whether k(p) �= k(q).
Note, however, that we get no information about deg

(
k(p)/k

)
. Using (8.7.4) we see that

the conditions (2.a—e) depend only on (jXj,�sa), thus we obtain the following.
Corollary 8.7.11 (Isomorphism of 0-cycles from jXj and �sa). Let k be a perfect field
that is not locally finite, and X a normal, projective k-variety of dimension > 1+BH(k).
Let Z1, Z2 � X be reduced 0-dimensional subschemes. Assume that either char k > 0 or
Z1, Z2 � Xns. We can then decide, using only

(
jXj,�sa

)
, whether Z1, Z2 are isomorphic

as k-schemes. �

8.7.12 (Imperfect fields). If k is an imperfect field, we can apply the above results to
kins. This results in the following changes in the statements.

In (8.7.8 (1)) we characterize kins-points.
In (8.7.10 (1)) we characterize k-embeddings kins(p) ↪! kins(q).
In (8.7.11) we characterize isomorphisms Z1 �k kins �= Z2 �k kins.

Remark 8.7.13. Let X a normal, projective, geometrically irreducible k-variety of
dimension > 1 + BH(k). Then char k > 0 if and only if the following holds.

There is an integral curve C � X and a point p 2 C, such that L-linking is
free on C [W for every ample-sci subvariety W of dimension BH(k), for which
Supp(C \W ) = fpg.

Indeed, if char k = 0 then for any p 2 C we can choose W such that C \ W is non-
reduced, and then L-linking is not free on C [W by (8.7.7).

Conversely, we use (10.2.9) to get p 2 C such that k(p)ins = k[C]ins, and then (8.7.7)
and (8.7.12) show that L-linking is free on C [W if char k > 0.
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8.8. Minimally restrictive linking and transversality

Definition 8.8.1. LetX be a normal, projective k-variety, let Lbe an ample invertible
sheaf on X, and let Z,W1,W2 � X be closed, irreducible, geometrically connected
subvarieties such that dim(Z \ Wi) = 0. We say that L-linking on W2 determines
L-linking on W1 if there is a finite subset � � X such that the following holds.

Let HZ , HW 2 jQLjirr be divisors disjoint from the � such that W2 \ HW is
irreducible. Then(

HZ , HW are
linked on Z [W2

)
)
(

HZ , HW are
linked on Z [W1

)
.

In applying this notion we always assume that dimWi � BH(k), hence the above
conditions are not empty.

We say that L-linking is minimally restrictive on W1, if L-linking on W2 deter-
mines L-linking on W1, whenever Supp(Z \W1) = Supp(Z \W2).

The key result—and rationale for the definition—is the following.
Proposition 8.8.2. Let k be a field of characteristic 0, X a normal, projective, geomet-
rically irreducible k-variety and L an ample line bundle on X. Let Z,W1,W2 � X be
closed, integral, geometrically connected subvarieties such that dimZ � 1, dimWi �
BH(k) and dim(Z \Wi) = 0. Then the following are equivalent.

(1) Z \W1 � Z \W2 as schemes.
(2) L-linking on W2 determines L-linking on W1.

Proof. Pick HZ = Z(sZ) and HW = Z(sW ). By assumption W2 \HW is irreducible and
disjoint from �(Z [W2). Thus, by (8.3.10 (1)),

RW2
Z\W2

(HZ ,L) =
〈
sW jZ\W2 , k[W2]�

〉
Q =

〈
sW jZ\W2

〉
Q � k

�,

where the last equality holds since W2 is geometrically connected. So, by (8.7.2),
HZ , HW are linked on Z [W2 if and only if, for some r > 0,

(8.8.2.1) srW jZ\W2 2 RZ
Z\W2

(HZ ,L) �
∐
m

H0
(
Z \W2,L

mjZ\W2

)
.

Now observe that if (1) holds then for m sufficiently big the restriction map

H0
(
Z \W2,L

mjZ\W2

)
! H0

(
Z \W1,L

mjZ\W1

)
is surjective. Thus if (1) holds then (8.8.2.1) implies that

(8.8.2.2) srW jZ\W1 2 RZ
Z\W1

(HZ ,L) �
∐
m

H0
(
Z \W1,L

mjZ\W1)
)
,

proving (2).
To see the converse, let N be the kernel of

ρ : H0
(
Z \W1,OZ\W1

)� ! H0
(
Z \W1 \W2,OZ\W1\W2

)�
.

It is a direct sum of a commutative, unipotent group over k and of the k(pi)
� for every

pi 2 W1 nW2. N is positive dimensional if and only if Z \W1 6� Z \W2. We distinguish
two cases, depending on whether rankQ N(k) =1 or not.
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Next choose any σ2 2 H0
(
Z \W2,LjZ\W2

)�. If rankQ N(k) =1 then the restriction
of σ2 to Z \W1 \W2 can be lifted in 2 different ways to

σZ , σW 2 H0
(
Z \W1,LjZ\W1

)�
such that σZσ�1

W is non-torsion in∐
m

H0
(
Z \W1,L

mjZ\W1

)�/
RZ
Z\W1

(HZ ,L).

We can now glue σ2, σW to a section of H0
(
Z \ (W1 [W2),LjZ\(W1[W2)

)� and then lift
(some power of) it to sW 2 H0(X,L) such that both Wi \ Z(sW ) are irreducible and
disjoint from �(Z [W1[W2). Similarly, we can glue σ2, σZ to a section of H0

(
Z \ (W1[

W2),LjZ\(W1[W2)

)� and then lift (some power of) it to sZ 2 H0(X,L) such that Z\Z(sZ)
is irreducible and disjoint from �(Z [W1 [W2).

By construction, sZ jZ\W2 = sW jZ\W2, hence Z(sZ) and Z(sW ) are L-linked on Z[W2,
but sZ jZ\W1 and sW jZ\W1 are multiplicatively independent, hence Z(sZ) and Z(sW ) are
not L-linked on Z [W2.

We are left with the case when rankQ N(k) < 1. In this case deg(k/Q) < 1 by
(10.4.2), hence k is Hilbertian (7.5.7. We can thus choose sZ such that Z \HZ is irre-
ducible and disjoint from �(Z [W2). So, by (8.3.10 (1)),

RZ
Z\W2

(HZ ,L) =
〈
sZ jZ\W2

〉
Q � k[Z]� =

〈
sZ jZ\W2

〉
Q � k

�.

This implies that RZ
Z\W2

(HZ ,L) has trivial intersection with N . We can thus again
choose σZ , σW 2 H0

(
Z \ W1,LjZ\W1

)� such that σZσ�1
W is non-torsion, and complete

the proof as before. �

Corollary 8.8.3. Let k be a field of characteristic 0, X a normal, projective k-variety
and L an ample line bundle. Let Z,W � X be closed, integral, geometrically connected
subvarieties such that dim(Z \W ) = 0. Assume that dimX > dimZ + BH(k)

Then L-linking is minimally restrictive on Z [W if and only if Z \W is reduced.

Proof. Set W1 := W in (8.8.2) and let W2 run through all ample-sci subvarieties of di-
mension BH(k) (10.2.1) that intersect Z exactly along Z\W1. Then apply the following
(8.8.4). �

Lemma 8.8.4. Let X be a projective k-variety. Fix 1 � r < dimX, let Z � X be a
subscheme of codimension > r and P � Z a reduced, finite subscheme. Let W(Z, P )
be the set of all irreducible, r-dimensional, ample-sci (10.2.1) subvarieties W � X for
which Supp(Z \W ) = P . Then⋂

W2W(Z;P )

W = P (scheme theoretically).

Proof. By definition we have P � W for all W 2 W(Z, P ), so P �
⋂
W2W(Z;P ). Thus it

suffices to show the reverse inclusion.
If
⋂
W2W(Z;P ) W is not contained in P , then it either contains a closed point not in

P , or it contains a nonzero tangent vector at some point of P . So it suffices to show
that for each point not in P or nonzero tangent vector at a point in P , there exists
some W 2 W(Z, P ) not containing that point or tangent vector.
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We will show that, for L sufficiently ample, and s1, . . . , sdimX�r generic sections
of H0(L) vanishing on P , the intersection of the vanishing loci of s1, . . . , sdimX�r will
suffice. Because we are looking for a generic solution, we can work freely over an
algebraically closed field.

Assume L is ample enough that the restriction map from H0(L) to H0(L j P 0)
is surjective for each subscheme P 0 of X that consists of either the union of P and
another point Q or P with one of the points replaced by a double point.

Then for each Q 2 X n P , the condition that si vanishes on Q is a codimension 1
condition, so the condition that s1, . . . , sdimX�r all vanish onQ is a codimension dimX�
r condition. Since Z n P has dimension < dimX � r, the condition that all of s1, . . . , sr
vanish on at least one point of Z n P is a codimension > 0 condition and thus does
not hold generically, and hence the contrary condition that Supp(Z \W ) = P holds
generically.

Furthermore, for each Q in X n P , the condition that Q 2 W is a codimension
dimX � r > 0 condition and thus does not hold generically.

Finally, for each tangent vector at a point p 2 P , W contains that tangent vector if
and only if it contains the scheme P 0 obtained by replacing p with the corresponding
doubled point. This happens if and only if each of the si vanish on P 0, and these are
all codimension 1 conditions, so this does not happen generically. �

The following consequence of (8.8.3) allows us to understand intersection multi-
plicities topologically.
Theorem 8.8.5 (Determining transversality from jXj and �sa). Let k be a field of
characteristic 0, X a normal, projective, geometrically irreducible k-variety of dimen-
sion> 1+BH(k). LetH � X be an irreducible, ample divisor and C � X an irreducible,
geometrically connected curve. Assume that C\H � Xns. The following are equivalent.

(i) All intersections of C \H are transversal.
(ii) C \H is reduced.

(iii) L-linking is minimally restrictive on C [H for some ample line bundle L.

Proof. The equivalence of (ii) and (iii) follows from (8.8.3) and the equivalence of (i)
and (ii) is a basic property of intersection mutiplicities; see for example [Ful98b,
8.2]. �

Remark 8.8.6. Note that there are several weaknesses of the current form of the
above equivalences. First, we do not yet know how to decide which are the smooth
points of X. We usually go around this by saying that some assertion holds outside
some codimension � 2 subset. Second, we also do not yet know how to decide whether
a curve C is geometrically connected or not. However, if C is ample-sci (10.2.1), then
C is geometrically connected (10.2.3).

The above arguments also show the following.
Corollary 8.8.7. Let k be a field of characteristic 0, X a k-variety, Z � X an irre-
ducible, geometrically connected subvariety of codimension r > BH(k) and p 2 Z a
closed point such that X is smooth at p. Then Z is smooth at p if and only if there is
an irreducible, ample-sci subvariety W � X of dimension r such that p 2 Supp(Z \W )
and L-linking is minimally restrictive on W . �

Interchanging the roles of Z,W gives the following dual version.
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Corollary 8.8.8. Let k be a field of characteristic 0, X a k-variety, W � X an ir-
reducible, geometrically connected subvariety of dimension r > BH(k) and p 2 W a
closed point such that X is smooth at p. Then W is smooth at p if and only if there is
an irreducible, ample, complete intersection subvariety Z � X of codimension r such
that p 2 Supp(Z \W ) and H-linking is minimally restrictive on W . �

8.8.9. The argument in (8.8.2) also applies in positive characteristic, except that then
the kernel of

H0
(
Z \W,OZ\W

)� ! H0
(
red(Z \W ),Ored(Z\W )

)�
is p-power torsion. Thus multiplicative independence is not changed as we pass from
Z \ W to red(Z \ W ). We get that, if k is not locally finite, then the following are
equivalent.

(1) Supp(Z \W1) � Supp(Z \W2).
(2) L-linking on W1 determines L-linking on W2.

Thus, while L-linking carries scheme-theoretic information in characteristic 0, it de-
tects only the underlying reduced subscheme positive characteristic.

8.9. Recovering linear equivalence

8.9.1. In this section we discuss how to compute intersection numbers (C �D) of curves
and divisors on a proper k-variety X. General theory tells us that we should write
the scheme-theretic intersection C \ D as the union of 0-dimensional subschemes
fZi : i 2 Ig and then

(C �D) =
∑

i2I lengthk OZi
.

From the topology we see right away the points pi := redZi, but neither the nilpotent
structure of Zi nor deg[k(pi) : k] is visible to us.

We can use (8.8.5) to check that all intersections are transversal. To be precise,
this works only if X is smooth along C \D, and the latter is a problematic condition
to check.

If the field k is algebraically closed, then deg[k(pi) : k] = 1, and we are done.
However, if the field is not algebraically closed, we would need to compute deg[k(pi) :
k]. However, this we cannot do.

Nonetheless, by (8.7.11), we can determine when deg[k(p1) : k] = deg[k(p2) : k] for
two points. (This again with the caveat that X should be smooth along the pi.)

The end result says that, although we are not able to compute (C �D) itself, we can
decide whether (C1 �D) = (C2 �D) for two curves or (C �D1) = (C �D2) for two divisors.
This turns out to be sufficient for our applications.

The rest of the section is pure algebraic geometry, technically independent of pre-
vious results. However, the somewhat unusual assumptions and restrictions are dic-
tated by the needs of (8.8.5) and (8.7.11).

8.9.2. Let L be a very ample line bundle on a reduced, projective curve over an alge-
braically closed field. The zero set of a general section of L consist of degC L distinct
points. However, if we work over a non-closed field k, then the zero set of a general
section s 2 H0(C,L) is a union of points of the form Spec ki for some field extensions
ki/k, that depend on the choice of the section in a rather unpredictable way. We may
thus aim to find sections s 2 H0(C,L) whose zero set is arithmetically simple. If k is
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Hilbertian, we can chose the zero set to be irreducible. Another direction would be to
find zero sets that consist of low degree points. This is, however, impossible already
for genus 1 curves over Q.

Next we show that an intermediate result is possible. For any finite set of curves
Ci and line bundles Li, one can find sections that consists entirely of points with a
fixed (separable) residue field, at the expense of a lack of control over the particular
field or its degree.
Theorem 8.9.3. Let C be a geometrically reduced, projective curve over a field k with
irreducible components fCi : i 2 Ig. Let L be an ample line bundle on C and � � C a
finite set. Then for infinitely many m > 0, there is a separable field extension K/k and
a section s 2 H0(C,Lm) such that

(1) (s = 0) is disjoint from � [ SingC, and
(2) Ci\ (s = 0) is isomorphic to the disjoint union of

(
m/ deg(K/k)

)
�degCi

L copies
of SpecK for every i.

Proof. For m1 large enough there is a separable morphism π : C ! P1 such that
Lm1 �= π�OP1(1). By (6.2.1) there is a separable point p 2 P1 that is disjoint from
π(� [ SingC) and such that π�1(p) is a reduced, disjoint union of copies of p. Let
s0 2 H0(P1,OP1(m2)) be a defining equation of p. Then s := π�s0 2 H0(C,Lm1m2) has the
required properties. �

Corollary 8.9.4. Let X be a projective variety over a field k, L an ample line bundle,
fCi : i 2 Ig a finite set of geometrically reduced curves and � � X a finite subset. Then
there is an m > 0, a section s 2 H0(X,Lm) and a separable field extension K/k such
that

(1) (s = 0) is disjoint from � [ Sing([iCi), and
(2) Ci\ (s = 0) is isomorphic to the disjoint union of

(
m/ deg(K/k)

)
�degCi

L copies
of SpeckK for every i. �

Theorem 8.9.5. Let X be a projective variety over an infinite field, H an ample,
Cartier divisor, fCi : i 2 Ig finitely many irreducible, geometrically reduced curves.
The following are equivalent.

(1) (Ci �H) is independent of i.
(2) There is an irreducible divisor G �sa H such that the (scheme theoretic) inter-

sections fCi \G : i 2 Ig are reduced and isomorphic to each other.
Moreover, we can choose G such that

(3) G 2 jmHj for some m� 1,
(4) G is disjoint from any given finite subset � � X, and
(5) theG\Ci are disjoint from any given closed subsetB ( X that does not contain

any of the Ci.

Proof. Assume that (2) holds and G � mH. Then m(Ci � H) = degk(Ci \ G), proving
(1). To see the converse, let C denote the union of the Ci. Set L := OX(H)jC . Choose
m � 1 such that H0

(
X,OX(mH)

)
! H0

(
C,OC(mHjC)

)
is surjective and there is a

section s 2 H0
(
C,OC(mHjC)

)
as in (8.9.3). Then G := (s = 0) works. �

Corollary 8.9.6. Let X be a normal, projective variety over an infinite field, H an
irreducible, ample, Cartier divisor, fDi : i 2 Ig finitely many irreducible, geometrically



8.9. RECOVERING LINEAR EQUIVALENCE 145

reduced divisors and B � X a closed subset of codimension � 2 containing SingX. The
following are equivalent.

(1) (Di �Hn�1) is independent of i.
(2) There are irreducible,H-sci curves A (10.2.1) that are disjoint from B and such

that the (scheme theoretic) intersections A \Di are reduced and isomorphic to
each other.

Proof. As before, (2) ) (1) is clear. For the converse, we look for A contained in a
general complete intersection surface S � X. This reduces us to the special case when
dimX = 2. Then the Di are curves, so (8.9.6) follows from (8.9.5). �

The main technical result is somewhat hard to state. To make it clearer, we list
a series of six questions that one could ask about a variety X. The first four we al-
ready know how to answer using jXj only. Then we show that we can also answer the
remaining two.

Queries 8.9.7. Let X be a normal, projective variety.
(1) Given an irreducible divisor H � X, is it Q-Cartier and ample?
(2) Given two irreducible, ample divisors H1, H2 � X, are they linearly similar?
(3) Given an irreducible, geometrically connected curve C � X, and an irre-

ducible, geometrically connected divisor D � X, is C \ D reduced or (C \
D) \ SingX 6= ;?

(4) Given two 0-dimensional, closed subschemes Z1, Z2 � X, is Z1
�= Z2 or (Z1 [

Z2) \ SingX 6= ;?
(5) Given two irreducible, ample divisors H1, H2 � X, are they Q-linearly equiv-

alent?
(6) Given two irreducible, ample divisorsH1, H2 � X, are they numerically equiv-

alent?

Clarification 8.9.8. In (3) and (4) we do not assume to know which part of the answer
applies. That is, we get the correct answer ifX is nonsingular at the points C\D (resp.
Z1 [ Z2) but we do not know whether the answer is correct or not otherwise. We also
do not assume that we can decide which points are nonsingular.

In the applications we avoid this problem by working in the complemnmt of an
arbitrary codimension � 2 subset; see (8.9.9.3).

Note that if X is a normal, projective variety over a field of characteristic zero and
dimX > 1 + BH(k), then we know how to answer Queries 1–4 by (8.5.15), (8.5.17),
(8.8.5) and (8.7.11). The assumptions in these results dictated the Queries.

Proposition 8.9.9. Let X be a normal, projective variety of dimension � 2 over a field
of characteristic 0. Assume that we know how to answer (8.9.7 (1))–(8.9.7 (4)). Then we
can also answer (8.9.7 (5)) and (8.9.7 (6)).

Proof. We need to string together the five claims below. In each of them the first part
is the information we seek, the second shows how it can be obtained using (8.9.5) and
(8.9.6), and the preceding Claims.
Claim 8.9.9.1. Let C1, C2 be irreducible curves, not contained in SingX, and H an
ample divisor. Then

(1) (C1 �H) = (C2 �H) iff
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(2) for every finite subset � � C1[C2 there is an irreducible divisorG �s H disjoint
from �, such that Ci \G are reduced and C1 \G �= C2 \G (as k-schemes).

Proof. This just restates (8.9.5). Here we use the answer to (8.9.7 (3)). �

Claim 8.9.9.2. Let C1, C2 be irreducible curves, not contained in SingX. Then
(1) C1 � C2 iff
(2) (C1 �H) = (C2 �H) for every ample divisor H.

Proof. The follows from (6.4.3.1) and (8.9.9.1). �

Claim 8.9.9.3. Let D1, D2 be irreducible, geometrically connected divisors on X and H
an ample divisor. Then

(1) (D1 �Hn�1) = (D2 �Hn�1) if and only if
(2) For every codimension � 2 subset B � X there are irreducible, H-sci curves A

that are disjoint from B and such that the A \ Di are reduced, and A \ D1
�=

A \D2 (as k-schemes).

Proof. This uses (8.9.5) and the answers to (8.9.7 (3)) and (8.9.7 (4)). �

Claim 8.9.9.4. Let D1, D2 be irreducible, geometrically connected divisors on X. Then
(1) D1 � D2 iff
(2) (D1 �Hn�1) = (D2 �Hn�1) for every ample divisor H.

Proof. This follows from (6.4.3.3) and the answer to (8.9.9.3). This gives the answer
to (8.9.7 (5)). �

Claim 8.9.9.5. Let H1, H2 be irreducible, ample divisors. Then
(1) H1 �Q H2 iff
(2) H1 �sa H2 and H1 � H2.

Proof. This needs the answer to (8.9.7 (2)) and (8.9.7 (4)). We get the answer to (8.9.7 (6)).
�

This completes the proof of (8.9.9). �

The culmination of our work so far is the following.
Theorem 8.9.10. Let X be a normal, projective variety of dimension > 1 + BH(k) over
a field k of characteristic 0. Then we can decide using jXj only when 2 irreducible,
ample divisors are numerically equivalent.

Proof. Under our assumptions, we know how to answer (8.9.7 (1))–(8.9.7 (4)) by (8.5.15),
(8.5.17), (8.7.11) and (8.8.5). Thus (8.9.9) implies the Theorem. �

Corollary 8.9.11. Let X be a normal, projective variety of dimension > 1+BH(k) over
a field k of characteristic 0. Let H be an irreducible, ample divisor on X. Then we can
decide using jXj only when a t-pencil is algebraic and linearly similar to H.

Proof. Let fD� : λ 2 �g be a t-pencil. By (6.3.4), it is algebraic and linearly similar to
H iff

(1) D� is Q-Cartier and ample for all but finitely many λ 2 �.
(2) D� �s H for all but finitely many λ 2 �.
(3) There is an infinite subset �� � � such the fD� : λ 2 ��g are numerically

equivalent to each other.
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The first of these we can decide by (8.5.15) and the second by (8.5.17). Once we know
these, then all but finitely many of theD� are ample. So their numerically equivalence
is decided by (8.9.10). �

Corollary 8.9.12. Let X be a normal, projective variety of dimension > 1+BH(k) over
a field k of characteristic 0. Let H be an irreducible, ample divisor on X. Then for each
1 � r � dimX we can determine the similarity class of degH( ) on r-cycles, using jXj.
Proof. Using (8.9.11) we determine the set HP of all Q-Cartier, algebraic pencils lin-
early similar to H.

By (6.4.7), HP is an ample, complete and compatible set of algebraic pencils. Thus,
by (6.4.11), HP determines the similarity class of degH( ) on r-cycles for every r. �

We now come to the final result of our work in Chapters 6 to 8.
Theorem 8.9.13. Let X be a normal, projective variety of dimension > 1 + BH(k) over
a field k of characteristic 0. Then linear equivalence of divisors is determined by jXj.
Proof. Let H be any irreducible, ample divisor on X. We get the similarity class of
degH( ) on divisors using (8.9.12). Once we have an ample degree function on divisors,
linear equivalence is obtained by (6.5.8). �
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8.10. Appendix: Weakly Hilbertian fields

Definition 8.10.1 (Weakly Hilbertian fields). We call a field k weakly Hilbertian if, for
every irreducible, geometrically reduced, projective curve C over k and every ample
line bundle L on C, there is an n > 0 and a nonzero section s 2 H0(C,Ln) such that
(s = 0) � C is irreducible. We discuss other versions of the definition in (8.10.3–
8.10.4).

Having only one section with irreducible zero set is not very useful, but we show in
(8.10.3) that there are infinitely many, and they can be chosen with much flexibility.

The Hilbertian field condition (7.5.7) requires that such an s exists in every 2-
dimensional, basepoint-free subspace of H0(C,L). Going from 2-dimensional sub-
spaces to all of H0(C,L) is a minor change, but allowing powers of L gives much
more flexibility.

A convenient aspect is that if K/k is a finite extension then K is weakly Hilbertian
iff k is; this does not hold for Hilbertian fields.

Most ‘well known’ fields are either Hilbertian or not even weakly Hilbertian, but
there are many fields that are weakly Hilbertian but not Hilbertian, for example Qsolv,
the maximal, solvable, Galois extension of Q; see (8.10.13).

Notation 8.10.2. For a field k let CL(k) denote the set of all pairs (C,L) where C
is a projective, irreducible, geometrically reduced curve over k and L an ample line
bundle on C. Such a pair is called nonsingular iff C is nonsigular.

If Z � C is a finite subscheme and sZ 2 H0(Z,LjZ), then let H0(C,L, sZ) �
H0(C,L) denote the subspace of those sections whose restriction to Z is a constant
multiple of sZ . We use H0(C,L)� � H0(C,L) to denote the nonzero sections.

Theorem 8.10.3. Let k be a field that is not locally finite. The following are equivalent.
(1) For every (C,L) 2 CL(k) there is an n > 0 and s 2 H0(C,Ln)� such that (s = 0)

is irreducible.
(2) For every (C,L) 2 CL(k) there are infinitely many si 2 H0(C,Lni)� such that

the (si = 0) are irreducible and distinct.
(3) For every nonsingular (C,L) 2 CL(k), closed subscheme Z � C and nowhere

zero sZ 2 H0(Z,LjZ), there is an n > 0 and s 2 H0(C,Ln, snZ)� such that (s = 0)
is irreducible.

(4) For every (C,L) 2 CL(k), closed subscheme Z � C and nowhere zero sZ 2
H0(Z,LjZ), there are infinitely many si 2 H0(C,Lni , sni

Z )� such that the (si = 0)
are irreducible and distinct.

Proof. (4)) (2)) (1) and (4)) (3) are clear.
In order to show that (2) ) (4), we apply (8.10.5) to Z � C. We get a finite, bira-

tional morphism π : C ! B and a line bundle LB � π�L on B with natural isomor-
phisms

H0(B,Ln
B) �= H0(C,Ln, snZ).

If ti 2 H0(B,Lni
B )� has irreducible zero set that is different from π(Z) then the cor-

responding si 2 H0(C,Lni)� also has irreducible zero set that is not contained in Z.
Thus (4) holds for (C,L, sZ) iff (2) holds for (B,LB).

Next consider (1) ) (2). Assume that only finitely many points ci 2 C occur as
irreducible zero sets of sections of powers of L. Since some of these points may be
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singular, let p : �C ! C denote the normalization andW � �C the union of all preimages
of the ci. Let

� � qn>0H
0( �C, p�Ln)�/k�

be the subsemigroup of all sections whose zero sets are contained in W . Then the
map from � to NjW j that sends a section to its order of vanishing at each point of W is
injective, so � has finite rank.

Assume first that k is not separably closed. Then there are closed points c 2 C nW
such that k(c)/k is a separable field extension of degree > 1. By (8.10.6) we get a finite
homeomorphism π : C ! B and an invertible sheaf LB � π�L such that none of the
sections in � descend to qn>0H

0(B,Ln
B)�. Since π is a homeomorphism, a closed subset

of B is irreducible iff its preimage in C is irreducible. Thus Ln
B has no sections with

irreducible zero set, proving (1)) (2) in this case.
If k is separably closed and not locally finite, we check in (8.10.8) and (8.10.18)

that it does not satisfy (1).
Finally we show that (3)) (1). Let π : C ! C denote the normalization and Z � C

the conductor subscheme of π.
Let s0 be a nowhere zero section of L in a neighborhood of π(Z). Set sZ := π�s0jZ .

Then H0
(
C, π�Ln, sn

Z

)
� H0

(
C,Ln), thus any section in H0

(
C, π�Ln, sn

Z

)
with an irre-

ducible zero set gives a required section in H0
(
C,Ln). �

Remark 8.10.4. Other versions of the properties (8.10.3 (1))–(8.10.3 (4)) are worth
considering. The following variants of (8.10.3 (2)) are especially natural.

(1) For every nonsingular (C,L) 2 CL(k) there are infinitely many si 2 H0(C,Lni)�

such that the (si = 0) are irreducible and distinct.
(2) For every (C,L) 2 CL(k) there is an n > 0 and infinitely many si 2 H0(C,Ln)�

such that the (si = 0) are irreducible, reduced and distinct.
It is clear that (2)) (8.10.3 (2))) (1).

We see in (8.10.15) that the p-adic fields Qp satisfy (1), but they are not weakly
Hilbertian by (8.10.18). We do not know whether (2) is equivalent to (8.10.3 (2)). The
examples in (8.10.12) all satisfy (2).

8.10.5 (Pinching points). Let X be a k-scheme and Z � X a closed subscheme that
is finite over k. The universal push-out of Spec k  Z ↪! X is a finite, birational
morphism π : X ! Y such that

OY = k + π�OX(�Z) � π�OX .

The image of Z is a point z 2 Y (k) and X n Z �= Y n fzg.
Let L be an invertible sheaf on X and sZ 2 H0(Z,LjZ) a nowhere zero section.

Choosing any extension ~sZ to some open neighborhood of Z � X, we get an invertible
subsheaf

L(sZ) := k � ~sZ + π�L(�Z) � π�L.

Note that L(sZ) is independent of the choice of ~sZ , and, for every n > 0, push-forward
gives a natural isomorphism

H0
(
Y,L(sZ)n

) �= H0(X,Ln, snZ).

Lemma 8.10.6. Let X be an irreducible k-scheme, L a line bundle on X and � �
qn>0H

0(X,Ln)�/k� a (multiplicative) semigroup of finite Q-rank. Let x 2 X be a closed
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point such that k(x)/k is separable of degree > 1. Let π : X ! Y be the pinching of x as
in (8.10.5). Then there is an invertible subsheaf LY � π�L such that

qn>0H
0(Y,Ln

Y )�/k� � qn>0H
0(X,Ln)�/k�

is disjoint from the saturation of �.

Proof. Fixing some s0 2 H0(fxg,Lx)
� specifies an isomorphism

qn2ZH
0(fxg,Ln

x )� �= Z� k(x)�.

(It is unfortunate notation-wise that Z is additive but k(x)� is multiplicative.) The
restriction of � to fxg generates a finite rank subgroup, denote it by �x � Z�k(x)�/k�.
Its projection to the second factor is ��x � k(x)�/k�.

If we choose another sx 2 H0(fxg,Lx)
�, then tx := sx/s0 2 k(x)�/k�. By (8.10.7) we

can choose sx such that ��x \
(
htxi
)

= 1. Thus snx � k� is disjoint from �\H0(fxg,Ln
x )/k�

for n > 0. �

Lemma 8.10.7. Let k be a field that is not locally finite. Let T1 be a k-torus and T2 (
T1 a subtorus. Let � � T1(k)/T2(k) be a subgroup of finite Q-rank. Then there is a
t 2 T1(k)/T2(k) such that

� \ hti� = 1.

Proof. By (10.4.2 (4)), the rank of T1(k)/T2(k) is infinite, so we can take �t 2 T1/T2 such
that h�ti intersects � only at the origin. �

Next we show that algebraically closed fields of characteristic 0 are not weakly
Hilbertian, they do not even satisfy (8.10.4 (1)). Note that a much stronger variant
of (8.10.8) could be true; see (9.7.10) and (8.10.10). The same methods work for real
closed fields. We do not know any other subfield of Q that does not satisfy (8.10.4 (1))
for smooth curves, though presumably there are many.
Proposition 8.10.8. Let K be an algebraically closed field of characteristic 0. There
is a smooth projective curve C and an ample line bundle L, defined over K, such that
every section of Lm has at least 2 distinct zeros for every m > 0.

Proof. Let π : C ! B be a nonconstant morphism between smooth, projective curves
such that g(C) � g(B) + 2 and g(B) � 1. Assume that there is b0 2 B(K) such that
π�1(b0) is a single point c0. Let � � Pic(B) be as in (8.10.9).

The Q-rank of Pic(B) is infinite by (7.5.6 (4)), so there is an ample L 2 Pic(B) no
power of which is in �. Then π�L has the required property. �

Lemma 8.10.9. Let π : C ! B be a nonconstant morphism between smooth, projective
curves defined over K, such that g(C) � g(B) + 2. Assume that there is b0 2 B(K) such
that π�1(b0) is a single point c0. Then

� :=
〈
L2 Pic(B) : π�Lm �= OC

(
n[c]
)

for some c 2 C(K), n,m > 0
〉
� Pic(B)

has finite Q-rank.

Proof. Embed C ↪! Jac(C) sending c0 to the origin. Set A := Jac(C)/π� Jac(B) with
quotient map σ : C ! A. Let L be a line bundle of degree d on B. If π�Lm � OC

(
n[c]
)

then σ(c) 2 A is an n-torsion point since π�L(�d[b0]) maps to the origin in A. Thus
there are only finitely many such c 2 C(K) by [Zha98], and the Q-rank of � is at most
the number of such torsion points. �
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For nodal rational curves, there is an elementary proof; see (8.10.17) for a more
advanced version of it.

Example 8.10.10. Nodal rational curves show that Q is not weakly Hilbertian. In
fact we show that for most line bundles, every section has at least as many zeros as
the number of nodes.

A rational curve with r nodes is obtained form P1 by identifying r point pairs. Thus
we start with 2r distinct points a1, . . . , a2r 2 A1 and identify ai with ar+i to get a nodal
rational curve C.

A line bundle on C is obtained by starting with some L = OP1(m) and specifying
isomorphisms Ljai �= Ljar+i

. Thus sections of the resulting line bundle are given by
polynomials p(x) of degree � m such that p(ai) = uip(ar+1) for every i where ui 2 Q�

specify the line bundle.
A polynomial with zeros fzj : j 2 Jg is s(x) = γ

∏
j(x � zj)

mj . Thus for nonzero
u1, . . . , ur we aim to solve the r equations

(8.10.10.1)
∏
j2J

( ai � zj
ar+i � zj

)mj

= uni ,

where mj, n 2 Z and zj 2 Q are unknowns with n 6= 0.
For every p choose an extension vp of the p-adic valuation to Q. The vp-valuation of

any d 2 Q� is 0 for all but finitely many p. We can thus choose p such that

(8.10.10.2) vp(ai) = vp(ai � aj) = 0 for every i 6= j.

Thus taking the valuation of (8.10.10.1) we get the equations

(8.10.10.3)
∑
j

mjvp

( ai � zj
ar+i � zj

)
= nvp(ui).

Choose the ui such that vp(ui) 6= 0 for every i. By (8.10.10.5) below, for every i we get a
σ(i) 2 J such that

(8.10.10.4) vp(ai � z�(i)) > 0 or vp(ar+i � z�(i)) > 0.

If r > jJ j then the same zj appears twice. Thus we have vp(ai1�zj) > 0 and vp(ai2�zj) >
0 for some i1 6= i2 and j. Then

vp(ai1 � ai2) � minfvp(ai1 � zj), vp(ai2 � zj)g > 0

gives a contradiction. �

Claim 8.10.10.5. Let (R, v) be a valuation ring and a, c 2 R� such that v(a) = v(c) =
v(a� c) = 0. Then

v
(a� z
c� z

)
> 0 , v(a� z) > 0 and v

(a� z
c� z

)
< 0 , v(c� z) > 0. �

Algebraic field extensions
The weak Hilbertian property is well behaved in algebraic field extensions.

Proposition 8.10.11. Let K/k be a separable, algebraic field extension.
(1) If K is weakly Hilbertian then so is k.
(2) If k is weakly Hilbertian and deg(K/k) <1, then so is K.
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Proof. For (1) we use (8.10.3 (3)). So we start with Ck,Lk, Zk, sZk
and by base change

we get CK ,LK , ZK , sZK
. Let sK be a section in H0(CK ,L

m
K , s

m
ZK

) with irreducible zero
set.

Let C 0K � CK be one of the irreducible components. All these data are defined over
a finite degree subextension k � K1 � K. Since Ck is nonsingular, C 0K1

! Ck is flat,
so normK1=k sends sections of (L0K1

)m to sections of Lmd
k , where d = deg(K1/k). Thus

sk := normK1=k(s
0
K1

) is a section in H0(Ck,L
md
k , smdZk

) with irreducible zero set.
To prove (2) we use (8.10.3 (2)). Let CK be an irreducible curve over K. Since K/k is

finite, CK can be viewed as an irreducible curve Ck over k. If LK is a line bundle over
CK , it gives a line bundle Lk and a natural identification H0(CK ,LK) = H0(Ck,Lk).
If sk 2 H0(Ck,L

n
k ) has an irreducible zero set, then so does the corresponding sK 2

H0(CK ,L
n
K). �

Corollary 8.10.12. Let k be a Hilbertian field and K/k a Galois extension that is not
separably closed. Then K is weakly Hilbertian.

Proof. By [Wei82], every nontrivial finite extension of such a field K is Hilbertian.
Thus, if K is not separably closed, then K is weakly Hilbertian by (8.10.11). �

Example 8.10.13. Qsolv, the composite of all Galois extensions of Q with solvable
Galois group, is weakly Hilbertian by (8.10.12), but not Hilbertian, as shown by the
polynomial y2 � x.

Lemma 8.10.14. Let K/k be a purely inseperable field extension. Then K is weakly
Hilbertian iff k is.

Proof. Going from K to k works as in the proof of (8.10.11 (1)).
Conversely, assume that k is weakly Hilbertian and let (CK ,LK) be a curve. It is

defined over a finite subextension k � K1 � K. Since K/K1 is purely inseprable, an
irreducible subvariety of CK1 stays irreducible over K. Thus it is enough to show that
(CK1 ,LK1) satisfies the weak Hilbertian property.

Now note that Kq
1 � k where q is a high enough power of the characteristic. Thus

K1
�= Kq

1 is weakly Hilbertian by the first part. �

Quotient fields of valuation rings

The behavior of Qp, Fp((t)), and, more generally, quotient fields of Henselian val-
uation rings, is very interesting. Smooth curves have weak Hilbertian properties but
singular curves do not.
Proposition 8.10.15. Let (R,m) be an excellent DVR with quotient fieldK and locally
finite residue field k. Let CK be a smooth, projective, irreducible curve over K and LK

an ample line bundle on CK . Then jLn
K j has infinitely many irreducible members for n

sufficiently divisible.

Proof. We extend CK to a flat morphism CR ! SpecR. We may assume that CR is
regular by [Sha66]. Then LK extends to a line bundle LR on CR.

Let E1, . . . , Er be the irreducible components of the central fiber Ck =
∑
miEi. The

intersection matrix (Ei � Ej) is negative semidefinite with [Ck] as the only null-vector.
Thus the intersection matrix of E2, . . . , Er is negative definite. We can thus find a
divisor F supported on E2, . . . , Er such that Ln1

R (F ) has degree 0 on E2, . . . , Er.
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By [Art62] the curves E2, . . . , Er can be contracted CR ! C�R and a suitable power
of Ln1

R (F ) descends to a line bundle L� on C�R.
Now we have a normal scheme with a flat morphism π : C�R ! R whose generic

fiber is CK and whose central fiber C�k is an irreducible curve. Furthermore there is a
line bundle L� whose restriction to CK is a power of LK .

Set E� = redC�k and pick any point p 2 E� that is regular both on E� and on C�R.
Since rankQ Pic(E�) = 1, after passing to a power of L�, we may assume that

(1) L�jE� has a section s0 that vanishes only at p,
(2) L�(�E�)/L�(�2E�) has a section s1 that does not vanish at p, and
(3) H1

(
C�R,L

�(�E�)
)

= H1
(
C�R,L

�(�2E�)
)

= 0.
By (3) we can lift s0 and s1 to s0 2 H0

(
C�R,L

�) and s1 2 H0
(
C�R,L

�(�E�)
)
. For all but 1

residue value of λ 2 R, DR(λ) := (s0 + λs1 = 0) is regular at p. Since p is its sole point
over k, DR(λ) is irreducible and reduced. �

Remark 8.10.16. The proof uses excellence, but the result might hold without it.
Note that a DVR of characteristic 0 is excellent [Sta15, 07QW]. In positive character-
istic, local rings of smooth curves are excellent and so are power series rings K[[t]].
However, there are many non-excellent DVRs; see [DS18] for especially simple exam-
ples.

Proposition 8.10.17. Let (R,m) be a Henselian valuation ring with quotient field K
and residue field k. For 2g � jkj there are rational curves C with g nodes over K such
that, for ‘most’ ample line bundles L over C, every section of Ln has at least g distinct
zeros.

Proof. We choose ai 2 R � A1(K) � P1
K such that ai 2 k (their reduction mod m)

are all distinct. As in (8.10.10), identifying ai with ag+i to get a nodal rational curve
C and a line bundle L on C is obtained by starting with some OP1(r) and specifying
isomorphisms OP1(r)jai �= OP1(r)jag+i

. Thus sections of Ln are given by polynomials f(x)
of degree � nr such that
(8.10.17.1) f(ai) = uni f(ag+1) for i = 1, . . . , g,

where the ui 2 K� determine L. We may assume that f(x) 2 R[x] nm[x] and denote
by f its image in k[x]. If the valuation of ui is not 0 for every i, this implies that

(8.10.17.2) f(ai) = 0 or f(ag+i) = 0 for i = 1, . . . , g.

Thus f has at least g distinct zeros, so f has at least g distinct prime factors since R
is Henselian. �

Corollary 8.10.18. The following fields are not weakly Hilbertian.
(1) Qp and �Q \Qp.
(2) Fp((t)) and Fp(t) \ Fp((t)).
(3) Separably closed fields.

Proof. The rings Zp, �Q\Zp, Fp[[t]] and Fp(t)\Fp[[t]] are all Henselian, hence not weakly
Hilbertian by (8.10.17).

Assume that K is separably closed. If K = Fp then K is not weakly Hilbertian by
definition. Otherwise K has nontrivial valuations. The value ring is Henselian since
K is separably closed. �
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Remark 8.10.19 (Locally finite fields). Let C be an integral, projective curve over a
locally finite field k and L an ample line bundle on C. Let c 2 C be any smooth point.
Then Ldeg c(� deg L� [c]) has degree 0, hence torsion since k is locally finite. Thus there
is an m > 0 and a section s 2 H0(C,Lm) such that red(s = 0) = fcg.

B. Poonen explained to us that, using geometric class field theory and the function
field Chebotarev density theorem, one can prove that Lm has a section with irre-
ducible and reduced zero set for all m � 1. However, the probability that a random
section has this property tends to 0 as m!1.



CHAPTER 9

Complements, counterexamples, and conjectures

9.1. A topological Gabriel theorem

In this section, we prove the following analogues of Gabriel’s reconstruction theo-
rem.

Notation 9.1.1. Given a scheme X and a ring A that is either a finite field, a fi-
nite extension of Z‘ for some prime ` (not necessarily invertible on X), or some field
Q‘ � A � Q‘, we write CX;A for the category of constructible étale A-modules. For
Q‘-subfields of Q‘, we take the definition as in [Gro77, Exposé VI, 1.5.3].

Given a field K, call a K-scheme X recognizable if K and X satisfy conditions (1),
(2), or (3) of (1.3.1). The main result of this section is the following.
Theorem 9.1.2. Fix a ring A as in (9.1.1).

(i) For a scheme X the Zariski topological space jXj is determined by the category
CX;A.

(ii) LetK and L be fields of characteristic 0 andXK , YL recognizable varieties overK
and L, respectively. Any equivalence CX;A ! CY;A is induced by a unique isomorphism
X ! Y of schemes.

The proof occupies the remainder of this section.

9.1.3. Note that by (1.3.1), to prove (9.1.2) it suffices to statement (i). So we fix the
scheme X, and to ease notation write simply C for the category CX;A in what follows.

Since we can pick out the F‘-modules from the Z‘-modules (using the criterion
that the `-fold sum of the identity map vanishes), to prove (9.1.2), it suffices to prove
it under the assumption that A either F‘ or a subfield Q‘ � A � Q‘.
Lemma 9.1.4. A constructible A-module M is isomorphic to a sheaf of the form ι�A
for some ι : Spec k ! X if and only if it is a (non-zero) simple object of C.

Proof. SinceM is constructible, its support is a constructible subset ofX. If it contains
two closed points x and y, then M contains the proper submodule ι!Mx, where ι : x!
X is the inclusion map. We conclude that M is supported at a single closed point
x 2 X, so that M = ι�M

0 for some M 0. Since M is simple, M 0 must be a simple vector
space, so it must have dimension 1. �

Definition 9.1.5. (i) An object F 2 C is irreducible if
(1) for every simple object s 2 C we have dimA Hom(F, s) � 1, and
(2) any pair of subobjects F 0, F 00 � F have non-zero intersection.

(ii) The support of an irreducible object F is the set Supp(F ) of simple quotients
of F .

(iii) Two irreducible objects F and F 0 are equivalent if Supp(F ) = Supp(F 0).
155
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(iv) An irreducible object F is a partial closure of an irreducible object G if there
are non-zero subobjects F 0 � F and G0 � G such that F 0 is equivalent to G0.

(v) An irreducible object F is closed if any partial closure of F has the same
support.

(vi) An irreducible object F is a closure of an irreducible object F 0 if F is a closed
partial closure of F 0.

We can associate two subsets of X to an irreducible object F : the support of the
sheaf F and the set Supp(F ) as defined above, which is identified with a subset of X
via Lemma 9.1.4. It is not hard to see that the support of the sheaf F is the Zariski
closure of the set of closed points, which is Supp(F ). We will safely conflate these
supports in what follows.
Lemma 9.1.6. The following hold for irreducible objects.

(1) If F is a closed irreducible object of C then the support of F is a closed irre-
ducible subset of X.

(2) The set of irreducible closed subsets ofX is in bijection with equivalence classes
of closed irreducible objects of C.

(3) An irreducible closed subset Y � X lies in an irreducible closed subset Z � X
if and only if there is a closed irreducible sheaf F with Supp(F ) = Z(k), a
closed irreducible sheaf F 0 with Supp(F 0) = Y (k), and a surjection F ! F 0.

Proof. If the support of F is not irreducible then there are two open subsets U, V �
Supp(F ) such that U \ V = ;. But then (jU)!FU and (jV )!FV are two non-zero sub-
sheaves with trivial intersection. Suppose the support of F is not closed. Consider the
inclusion Supp(F ) ↪! Supp(F ). Since F is constructible, there is an open subscheme
U � Supp(F ) � Supp(F ). The constant sheaf on Supp(F ) is then a partial closure of F ,
since j!F jU is equivalent to i!A, where j : U ! Supp(F ) and i : U ! Supp(F ) are the
natural open immersions.

The second statement follows from the first statement and the fact that constant
sheaves define all irreducible closed subsets.

The last statement follows from the fact that for any surjection F ! F 0 we have
Supp(F 0) � Supp(F ), combined with the fact that, if i : Y ! Z is a closed immersion,
the natural map AZ ! i�AY is a surjection of irreducible sheaves. �

Proposition 9.1.7. The Zariski topological space X is uniquely determined by the
category C.

Proof. It suffices to reconstruct the Zariski topology on the set of closed points X(k).
First note that we can describe the set itself as the set of isomorphism classes of
simple objects of C, by (9.1.4). Given a sheaf F , we can thus describe the support
Supp(F ) � X(k). By (9.1.6),we can reconstruct the set of irreducible closed subsets
Z � X(k). This suffices to completely determine the topology, since closed subsets are
precisely finite unions of irreducible closed subsets. �

This completes the proof of (9.1.2). �

Remark 9.1.8. It is natural to wonder if there are topological analogues of Balmer’s
monoidal reconstruction theorem [Bal05], or the theory of Fourier–Mukai transforms.
These ideas will be pursued elsewhere.
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Remark 9.1.9. In the above we work with the standard coefficient rings for étale
sheaves. However, the same argument shows that (9.1.2) also holds with other coef-
ficient rings such as Z (so CX;A) is the category of constructible sheaves of abelian
groups) or Q (defined directly, in contrast with Q‘).

9.2. Examples over finite fields

Let K be a locally finite field. The following example shows that, while
∣∣P1

K � P1
K

∣∣
determines K, one cannot recover the field K from the Zariski topology of P2

K .

Example 9.2.1. Let K,L be locally finite fields. Then
(1)

∣∣P1
K � P1

K

∣∣ � ∣∣P1
L � P1

L

∣∣ , K �= L.
(2)

∣∣P2
K

∣∣ � ∣∣P2
L

∣∣.
Both assertions are special cases of more general results. Item (2) is essentially

proved in [WK81]; we discuss a more general form of it in (9.3.1) below.
For (1), we show in (9.2.2) that, over any field K, one can recover K insep from

∣∣P1
K �

P1
K

∣∣. If K is locally finite then K = K insep and we are done.
Note that the finite field case follows already from the simpler (9.2.5).

Theorem 9.2.2. Let K be a perfect field. Then
∣∣P1

K � P1
K

∣∣ determines K, up to isomor-
phism.

We present three methods to extract information from
∣∣P1

K � P1
K

∣∣.
9.2.3 (Lines in P1

K � P1
K and their intersections). Start with K arbitrary. Consider all

irreducible curves C � P1
K � P1

K that are disjoint from some other curve C 0. These
come in 2 families:

A :=
{

P1
K � fpg : p 2 P1

K

}
and

B :=
{
fqg � P1

K : q 2 P1
K

}
.

Given A 2 A corresponding to p and B 2 B corresponding to q, we see that
A \B �= SpecK

(
K(q)
K K(p)

)
.

Lemma 9.2.4. Let K be a field and L1/K,L2/K finite extensions. Write L1 
K L2
�=

�i2IAi where the Ai are local K-algebras. Then jIj is at most the separable degree of
L1/K, and equality holds if L2 is the normal closure of L1/K.

Proof. If we replaceK by a purely inseparable field extension then jIj does not change.
We may thus assume that Li/K are separable. Each Ai is an L2-algebra, hence degK Ai
is divisible by degK L2. Thus

degK L1 � degK L2 = degK(L1 
K L2) � jIj � degK L2.

If L2 is the normal closure of L1/K then every Ai �= L2, hence we get that jIj =
degK L1. �

Corollary 9.2.5. Fix A 2 A corresponding to p 2 P1
K . Then the separable degree of

K(p)/K equals max
{
jA \Bj : B 2 B

}
.

In particular, we can determine—using
∣∣P1

K � P1
K

∣∣ only—which A 2 A corresponds
to a purely inseprable point p 2 P1

K .

Proof. The elements of jA\Bj correspond precisely to the factors of K(p)
K(q), where
B = fqg � P1. �
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The previous results determine P1
K

(
K insep

)
as a point set. To go further, we use the

following immediate consquence of (6.2.1).
Lemma 9.2.6. Let C � P1

K � P1
K be an irreducible curve. Then the separable degree of

the projection to the B-factor equals maxA2A;A 6=C jC \ Aj. �

9.2.7 (Bidegree in characteristic 0). Let C � P1
K � P1

K be an irreducible curve. If
charK = 0 then the coordinate projections C ! P1

K are separable, hence (9.2.6) tells
us that the bidegree of C equals(

max
A2A;A 6=C

jC \ Aj, max
B2B;B 6=C

jC \Bj
)
.

In particular, the bidegree is determined by
∣∣P1

K � P1
K

∣∣.
Since the bidegree determines the linear equivalence class, (1.5.1) shows that∣∣P1

K � P1
K

∣∣ determines K.

The above argument does not work in positive characteristic, since we do not know
which projections are separable. However, we can tell which projections are purely
inseparable, and this is what we exploit next.

9.2.8 (Determining Aut(P1
K)). Here we show how to compute the abstract group struc-

ture of Aut(P1
K) from

∣∣P1
K � P1

K

∣∣ if K is perfect. Once the abstract group structure is
known, we use [BT73] to conclude that

∣∣P1
K � P1

K

∣∣ determines K. This then concludes
the proof of (9.2.2).

Let C denote the set of all curves C � P1
K�P1

K such that both coordinate projections
are purely inseparable. By (9.2.6), the members of C are determined by

∣∣P1
K � P1

K

∣∣.
Using the A,B families from (9.2.3), any such C determines a bijection

σC : A! B.

Fix now one such curve C0, giving σ0. Then we get a subset
GA := fσ�1

0 � σC : C 2 Cg � SA,

which depends only on
∣∣P1

K�P1
K

∣∣ and C0, where SA denotes the group of permutations
of A.

Computing on P1
K�P1

K we see that GA is actually a subgroup generated by Aut(P1
K)

and the Frobenius F . (Since K is perfect, negative powers of the Frobenius also make
sense.) Moreover, GA

�= Aut(P1
K) o Z, so Aut(P1

K) is the commutator subgroup of GA.
Thus Aut(P1

K) is determined by
∣∣P1

K � P1
K

∣∣, and so is K by [BT73]. �

9.3. Surfaces over locally finite fields

The next result is a mild strengthening of [WK81].
Theorem 9.3.1. Let S1, S2 be smooth, projective surfaces over locally finite fields K1

and K2. Assume that every effective divisor on the Si is ample. Then jS1j � jS2j.
In view of (9.2.1 (1)), the assumption on every divisor being ample seems reason-

able. By contrast, we do not know what happens with higher dimensional varieties
over finite or locally finite fields. For example, it is not known whether jP3

K j determines
K, or at least the characteristic.

The proof is given in (9.5.8) below; the key property that makes it work is the
following.
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Proposition 9.3.2. Let S be a normal, projective surface over a field k. The following
are equivalent.

(1) k is locally finite and any 2 curves in S have a non-empty intersection.
(2) Let D � S be any 1-dimensional, closed subset and P � D a 0-dimensional

subset. Then there is an irreducible curve C � S such that D \ C = P if and
only if P \Di 6= ; for every 1-dimensional, irreducible component Di � D.

Proof. If jSj satisfies (2) then k is locally finite by (7.1.10). Applying (2) to an irre-
ducible curve D � S and P = ; shows that every irreducible curve C � S has
nonempty intersection with D.

For the converse we follow [WK81]. First we blow up P and normalize to get S1 !
S. Repeatedly blowing up points over P we get Sr ! S such that the intersection
matrix of Dr � Sr (the birational transform of D) is negative definite. By [Art62],
Dr � Sr can be contracted to get π : Sr ! T . By [CP16], there is an irreducible
hypersurface section CT � T that is disjoint from π(Dr). Let C � S be its birational
transform. �

9.4. Real Zariski topology

Let X be an algebraic variety over a real closed field R. It is then natural to con-
sider its real Zariski topology—denoted by jX1jR—which is the topology induced on
the set of R-points by the Zariski topology on jXj; see (9.4.2) for the precise definition.

It turns out that, over countable, real closed fields, the dimension is the only topo-
logical invariant. This applies to R = Q \ R, but we do not know what happens over
R.
Theorem 9.4.1. Let X1, X2 be irreducible, quasi-projective varieties over countable,
real closed fields R1 and R2. Assume that they both have smooth real points. Then
jX1jR1 � jX2jR2 if and only if dimX1 = dimX2.

The proof is completed in (9.5.8).

Definition 9.4.2 (Real Zariski topology). Let X be an algebraic variety defined over
R and X(R) its set of real points. We then get the real Zariski topology on X(R), whose
closed subsets are of the form W (R), where W � X is a closed subset. We denote this
topological space by jXjR.

Note that, unlike in the complex case, X(R) does not determine X. For example if
X = (x2

1 + � � � + x2
n = 0) � An, then jXjR consists of a single point. More generally, if

X � An has no smooth real points, then X(R) = (SingX)(R), so, X(R) does not even
detect the dimension of X. However, if X � An is irreducible and has smooth real
points, then X(R) � Rn uniquely determines X.

LetX be an algebraic variety defined over R. IfX has a smooth real point, then the
underlying set of jXjR is X(R) and the irreducible subsets are given as W (R), where
W � X is an irreducible closed subset that has a smooth real point.

More generally, one can work with any real closed field R, and its algebraic closure
C := R(

p
�1). We denote the real Zariski topology associated to an irreducible R-

variety X by jXjR. Adopting a more scheme-theoretic view point, we can view jXjR as
a subset of jXj

jXjR :=
{
Z 2 jXj : Z has smooth R-points.

}
.
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The key property that makes (9.4.1) work is the following analog of (9.3.2).
Lemma 9.4.3. Let R be a real closed field, Y an irreducible R-variety that has smooth
real points, and U, V ( Y closed subsets. Assume that dimU � dimY � 2.

Then there is an irreducible R-subvariety Y1 � Y of codimension 1 such that U � Y1,
V \ Y1 = V \ U and Y1 has a smooth real point.

Proof. We may assume that Y is affine. Let fgi : i 2 Ig be defining equations for U
(over C). Pick a smooth point y 2 Y n (U [ V ) and let fhj : j 2 Jg be polynomials such
that hjjV � 1 and y is an isolated smooth point of (hj = 0 : j 2 J). Let g be a general
positive linear combination

∑
ij cijg

2
i hj. Then Y1 := (g = 0) works. �

9.5. Countable Noetherian topologies

Here we prove (9.3.1) and (9.4.1) using only basic properties of Noetherian topolo-
gies and the key properties proved in (9.3.2) and (9.4.3).

The proofs rely on the observation that, if every closed subset is a complete inter-
section, then the Zariski topology carries relatively little information.

Definition 9.5.1 (Noetherian topology). We consider topological spaces M consisting
of an underlying point set jM j, and the set of closed, irreducible subsets Irr(M) � 2jM j.
We assume the following.

(1) Every closed subsets is a finite union of irreducibles, and minimal unions are
unique (up to order).

(2) Krull dimension is a dimension function dim : Irr(M)! Z. That is, if Z1 ( Z2

are irreducible and there is no irreducible subset satisfying Z1 ( Z3 ( Z2,
then dimZ2 = dimZ1 + 1. The dimension function is unique if we set dim ; :=
�1.

These conditions are satisfied by the underlying Zariski topology of an algebraic vari-
ety.

Given a subset I � Irr(M), let L(I) be the lattice generated by the subvareties
fZi : i 2 Ig, that is, we repeatedly take intersections, irreducibe decompositions and
finite unions. We write L(M) for L(Irr(M)). Note that L(M) determines M .

Definition 9.5.2 (Complete intersection properties). Let M =
(
jM j, Irr(M)

)
be a topo-

logical space satisfying the conditions of (9.5.1). We say that M satisfies the complete
intersection property if the following holds.

(1) Let U, V ( M be closed subsets and dimU < d < dimM . Then there is an
irreducible Z �M of dimension d such that U � Z and V \ Z = V \ U .

We saw in (9.4.3) that this is satisfied by the real Zariski topology.
We say that M satisfies the postive complete intersection property if the following

holds.
(2) Let V ( M be closed subset and U � V a finite subset. Then there is an

irreducible curve C � M such that U � C and V \ C = U if and only if every
positive dimensional irreducible component of V has nonempty intersection
with U .

Applying this to an irreducible V ( M and U = ; shows that every irreducible
curve C � M has nonempty intersection with V . In particular, if jXj satisfies (2)
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then dimX � 2. We do not know how to formulate a meaningful variant of (2) for
dimension � 3.

We saw in (9.3.2) that (2) is satisfied by the Zariski topology of a normal, projective
surface over a locally finite field if every effective divisor is ample.

The abstract homeomorphism results that underly (9.3.1) and (9.4.1) are the fol-
lowing.
Proposition 9.5.3. Two countable, irreducible, topological spaces satisfying 9.5.1 and
(9.5.2 (1)) are homeomorphic if and only if they have the same dimension.
Proposition 9.5.4. Any two countable, irreducible, 2-dimensional topological spaces
satisfying (9.5.1) and (9.5.2 (2)) are homeomorphic to each other.

By the see-saw argument (9.5.6), both of these are implied by the following.
Lemma 9.5.5. Let M1,M2 be an irreducible, topological spaces satisfying 9.5.1 and
(9.5.2 (1)) or (9.5.2 (2)). Let I � J � Irr(M1) be finite subsets. Then every dimension
preserving latice embedding ϕI : L(I) ↪! L(M2) extends to a dimension preserving
lattice embedding ϕJ : L(J) ↪! L(M2).

Proof. It is enough to prove this when L(J) is obtained from L(I) by adjoining a min-
imal element of L(J) nL(I). That is, an irreducible subset Z0 � X such that, for every
i 2 I, either Z0 � Zi or Zi \ Z0 2 L(I).

If Z0 � Zi for some i, then we can replace the M1 by jZij and conclude by induction.
Otherwise we are looking for W0 �M2 such that dimW0 = dimZ0 and

W0 \ [i2Iϕ(Zi) = ϕ
(
[i2I(Z0 \ Zi)

)
.

If the Mi satisfy (9.5.2 (1)) then the existence of such W0 follows from the definition.
If the Mi satisfy (9.5.2 (2)) then Z0 has nonempty intersection with every positive

dimensional irreducible component of [i2IZi, hence ϕ
(
[i2I(Z0 \ Zi)

)
has nonempty

intersection with every positive dimensional irreducible component of [i2Iϕ(Zi). Thus
W0 exists by definition. �

Lemma 9.5.6 (See-saw isomorphism). Two countable, abstract algebras A,B are iso-
morphic if the following hold.

(1) For any 2 finitely generated subalgebras A1 � A2 � A, every embedding ϕ1 :
A1 ↪! B extends to an embedding ϕ2 : A2 ↪! B.

(2) For any 2 finitely generated subalgebras B1 � B2 � B, every embedding ψ1 :
B1 ↪! A extends to an embedding ψ2 : B2 ↪! A.

Proof. Choose well-orderings A = fa1, a2, . . . g and B = fb1, b2, . . . g. We start with the
isomorphism A0 = h;i = B0. Assume next that we already have subalgebras and an
isomorphism ϕi : Ai �= Bi. If i is even, choose the smallest a0 2 A n Ai and extend ϕi
to ϕi+1 : hAi, a0i ↪! B. If i is odd, choose the smallest b0 2 B n Bi and extend ϕ�1

i to
ϕ�1
i+1 : hBi, b

0i ↪! A. �

Remark 9.5.7. The assumption of countability seems essential here. For example, by
the Baer-Specker theorem, ZN is not free, but every countable subgroup of it is free.
(This does not follow directly from (9.5.6). However, we can add a unary operation
prim( ) that sends u 2 ZN to the smallest u/m 2 ZN where m 2 N.)
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9.5.8 (Proof of (9.3.1) and (9.4.1)). In both cases, the topologies satisfy 9.5.1. In view
of (9.5.3) and 9.5.4 it remains to verify the following.

� The jSij in (9.3.1) satisfy the condition (9.5.2 (2)).
� The jXjR in (9.4.1) satisfies the condition (9.5.2 (1)).

As we already noted in (9.5.2), (9.5.2 (2)) is a restatement of (9.3.2 (2)) and (9.5.2 (1))
holds by (9.4.3). �

9.6. Affine schemes in general

An abstract characterization of spectra of commutative rings is given in [Hoc69].
Theorem 9.6.1. A topological space M is homeomorphic to j SpecAj for some commu-
tative ring A if and only if M is T0, quasi-compact, the quasi-compact open subsets
are closed under finite intersection and form an open basis, and every nonempty irre-
ducible closed subset has a generic point.

Moreover, for every M there are many such rings A.
As a special case one obtains that for every quasi-projective variety X, there are

many commutative rings A such that j SpecAj � jXj. If X is not affine, then these
rings are necessarily very far from being finitely generated.

9.7. Conjectures

More general form of (1.3.1)
It is possible that with more work the methods used here can be extended to

weaken the normality assumption in (1.3.1):

Question 9.7.1. Let K,L be fields and XK , YL seminormal, geometrically irreducible
varieties over K (resp. L). Let � : jXK j � jYLj be a homeomorphism. Assume that
charL = 0 and dimXL � 2. Then does the conclusion of (1.3.1) hold? That is, � is
the composite of a field isomorphism ϕ : K �= L and an algebraic isomorphism of
L-varieties X’

L
�= YL.

Positive characteristic
As the following examples show (1.3.1) is false as stated in positive characteristic.

Example 9.7.2. Let E be an elliptic curve over a field k of characteristic p > 0. Then
the morphism

FE=k � id : E �k E ! E(p) �k E
is a homeomorphism which is not induced by an isomorphism of schemes

E �k E ! E(p) �k E.
Indeed, such an isomorphism would have to respect the product structure, implying
that E ’ E(p) over k. So we get examples of non-algebraizable homeomorphisms by
choosing E such that E is not isomorphic to E(p) over k.

Example 9.7.3. For the second example, we assume that k has characteristic at least
5. Given a homogeneous polynomial f(x, y, z) of degree p, letDf � P3 denote the divisor
given by the equation wp � f(x, y, z). The projection map

(x, y, z, w) 7! (x, y, z) : P3 99K P2
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defines a morphism π : Df ! P2 which realizes Df as obtained from the p-th root
construction

Df = SpecOP2
O� O(�1)� � � � � O(�p+ 1),

with the multiplication structure defined by the inclusion O(�p) ! O associated to
the divisor f(x, y, z) = 0. In particular, Df is finite flat over P2. Since a general such
polynomial f (for example, f(x, y, z) = xp�1y+ yp�1w+wp�1x) has a finite set of critical
points, we see that for such f the scheme Df is a normal surface. By adjunction, we
have that KDf

�= ODf
(p� 3) is big. We will write Xf ! Df for a minimal resolution of

Xf ; the preceding considerations show that Xf is a smooth surface of general type.
Since π is purely inseparable, the map π is a homeomorphism, but not an isomor-

phism, as Df is not smooth. This gives counterexamples to (1.3.1) in positive charac-
teristic.

Note that the example described here comes from a purely inseparable homeo-
morphism X ! P . In particular, X and P have isomorphic perfections. This leads
naturally to the following question:

Question 9.7.4. Suppose X and Y are proper normal varieties of dimension at least
2 over uncountable algebraically closed fields with perfections Xperf and Y perf. Is the
map

Isom(Xperf, Y perf)! Isom(jXj, jY j)
a bijection?

In the spirit of Grothendieck and Voevodsky, it is also natural to ask the following
question.

Question 9.7.5. Is the perfection of a normal scheme of positive dimension over an
uncountable algebraically closed field uniquely determined by its proétale topos?

Noether-Lefschetz theorem over countable fields
The following is probably old, [Ter85] attributes a version of it to T. Shioda.

Conjecture 9.7.6. Let k be a field that is not locally finite, X a normal projective k-
variety of dimension � 3 and H an ample Cartier divisor. Then, for m � 1 and for
‘most’ k-divisors D 2 jmHj(k), the restriction maps

Pic(X)! Pic(D) and Cl(X)! Cl(D) are isomorphisms.

The traditional statement of the Noether-Lefschetz theorem says that the con-
clusion holds outside a countable union of proper, closed subvarieties of jmHj; see
[Gro05] for the Picard group and [RS06, RS09, Ji21] for the class group. This gives
a positive answer to the conjecture whenever k is uncountable. Using the ideas of
[And96, MP12, Amb18, Chr18], this implies the claim for all algebraically closed
fields, save the locally finite ones, see [Ji21, Sec.4.2]. See also [Ter85] for similar
results over Q for complete intersections in Pn.

Independence of intersection points
To start with an example, let E � P2 be an elliptic curve, and L � P2 a very general

line intersecting E at 3 points p1, p2, p3. Let [H] 2 Pic(E) denote the hyperplane class.
One can see that m1p1 + m2p2 + m3p3 � nH holds only for m1 = m2 = m3 = n. This is
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easy over C, gets quite a bit harder over Q if we want the line to be also defined over
Q. The following conjecture says that a similar claim holds for all smooth curves.
Conjecture 9.7.7. Let k be a field that is not locally finite. Let C be a smooth, pro-
jective curve of genus � 1 over k and L a very ample line bundle on C. For a section
s 2 H0(C,L) write fpi(s) : i 2 Ig (resp. fpi(s) : i 2 Ig) for the closed points (resp.
k-points) of (s = 0). Then, for ‘most’ sections, we have injections

(1) �i2IZ[pi(s)] ↪! Pic(C) (weak form),
(2) �i2IZ[pi(s)] ↪! Pic(Ck) (strong form).

It is not clear what ‘most’ should mean. It is possible that this holds outside a
field-locally thin set (8.4.1), but some heuristics suggest otherwise.

Proof for k = C. The following argument was explained to us by C. Voisin.
Let C be a smooth, projective curve over C, A ( Pic�(C) an algebraic subgroup and

� � Pic(C) a countable subgroup.
Let L be a line bundle of degree d on C. Let Z � C � jLj be the universal hypersur-

face, U � jLj the open subset parametrizing members that consist of d distinct points
and Z

(d)
U ! U the universal family of members in U plus an ordering of the d points.

If d > 2g then Z
(d)
U is irreducible by (9.7.8) below.

For integers n1, . . . , nd,m (where m 6= 0 and not all the ni are 0) and γ 2 �, let
Z(n,m, γ) � Z

(d)
U denote the set of those points that satisfy

(9.7.7.1) m
(
γ �

∑
ni[pi]

)
2 A.

We aim to prove that the union of all the Z(n,m, γ) does not cover Z(d)
U . Each Z(n,m, γ)

is closed and there are countably many of them. Thus their union covers Z
(d)
U if

and only if Z(n,m, γ) = Z
(d)
U for some (n,m, γ). That is, (9.7.7.1) holds for every

(p1, . . . , pd) 2 Z(d)
U . By (9.7.8), this means that (9.7.7.1) holds for every permutation of

the p1, . . . , pd. The permutation representation of Sd on Qd is the sum of two irreducible
subrepresentations; the diagonal and its complement. Thus either n1 = � � � = nd (what
we want) or

(9.7.7.2) mn
(
[p1]� [p2]

)
2 A+mγ 8p1, p2 2 C.

Now p1 = p2 gives that mγ 2 A hence

(9.7.7.3) mn
(
[p1]� [p2]

)
2 A 8p1, p2 2 C.

The [p1]� [p2] generate Pic�(C), hence we get that Pic�(C)/A is torsion, a contradiction.
�

Claim 9.7.8. In the above setting, the monodromy group of ZU ! U is the full sym-
metric group for d > 2g.

Proof. We show that the monodromy group is 2-transitive and contains a transposi-
tion. Then it contains all transpositions, and these generate the symmetric group. For
2-transitivity we need to show the irreducibility of Z2 � S2C � jLj consisting of all
(p + q, L) : p + q � L. Since H1(C,L(�p � q)) = 0, Z2 is a Pm-bundle over S2C with
m = d � 2 + 1 � g. Finally we get a transposition by looking at the deformation of a
section with a double zero. �
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For the proof of (8.7.5) we would need the following stronger variant. If true, it
would allow us to prove (1.3.1) for 3-folds as well.
Conjecture 9.7.9. Using the notation of (9.7.7), let A ( Pic�(C) be an Abelian subva-
riety and � � Pic(C) a finitely generated subgroup that contains [L]. Then, for ‘most’
sections, we have injections

�i2IZ[pi(s)]
/∑

i2I [pi(s)] ↪! Pic(C)
/
hA(k),�i (weak form),

�i2IZ[pi(s)]
/∑

i2I [pi(s)] ↪! Pic(Ck)
/
hA(k),�i (strong form).

Sections with few zeros
The next 2 conjectures posit that, for ‘most’ ample line bundles, every section has

many zeros.
Conjecture 9.7.10. Let K be an algebraically closed field other than Fp. Let C be a
smooth, projective curve over K. Then, for ‘most’ ample line bundles L, every section of
Lm has at least g(C) zeros for every m � 1.

Line bundles of degree d that have a section with fewer than g zeros form a closed
subset of dimension g � 1 of Picd(C) obtained as the image of the maps

ϕm : Cg�1 ! Picd(C) given by (c1, . . . , cg�1) 7! OC
(∑

imi[ci]
)
,

where m := (m1, . . . ,mg�1) such that
∑
mi = d. Thus (9.7.10) is true if K is uncount-

able. The most interesting open case is probably Q. By (8.10.9), there is a curve C and
a line bundle L over Q, such that every section of Lm has at least 2 zeros for every
m � 1.

We prove the nodal rational curve cases of (9.7.10) in (8.10.8).
Thinking of the curve C as a subvariety of its Jacobian leads to the following

stronger form.
Conjecture 9.7.11. Let K be an algebraically closed field other than Fp. Let A be an
Abelian variety over K and Zi � A subvarieties such that

∑
i dimZi < dimA. Then, for

‘most’ p 2 A(K), the equation
n[p] =

∑
imi[zi] n,mi 2 Z, zi 2 Zi(K),

has only the trivial solution n = mi = 0.
Next we give an example with only one Zi where this holds.

Example 9.7.12. Let k be any field. Assume that A = B � E where B is a simple
Abelian variety, E an elliptic curve, and we have only one Z = Z1 � A of dimension
� dimA� 2. Assume also that Z does not contain any translate of E.

Let π : A ! B be the coordinate projection. If p 2 E(k), z 2 Z(k) and n[p] = m[z],
then m[π(z)] = 0, that is, π(z) is a torsion point in π(Z). By [Zha98] there are only
finitely many such, so there are only finitely many fzj 2 Z : j 2 Jg for which there is
an mj > 0 such that mj[zj] 2 E.

Thus if p 2 E(k) then n[p] = m[z] has a nontrivial solution if and only if p is in the
saturation of mj[zj] for some j 2 J .

If rankQ E(k) � 2, then finitely many subgroups of Q-rank 1 do not cover E(k).
To get such Jacobian examples, fix an elliptic curve E over Q and let C be a suffi-

ciently general member of a very ample linear system on E�P1. Then, by [Koc18, 1.6],
Jac(C) is isogeneous to the product of E and of a simple Abelian variety B.





CHAPTER 10

Appendix

In this appendix we collect various results that do not fit neatly within the main
part of the exposition.

10.1. Bertini-type theorems

Here we collect various Bertini-type theorems. The basic Bertini theorem says that
if X � Pn is an irreducible variety of dimension � 2 over an algebraically closed field
and H � Pn is a general hyperplane, then X \ H is irreducible and smooth outside
SingX. There are many similar Bertini-type theorems saying that if X has a property
P, then a general member of a linear system also has property P.

We start with the geometric versions and then discuss some variants that explore
the difference between irreducibility and geometric irreducibility.

Definition 10.1.1. Fix an algebraically closed field K. Let X be a quasi-projective K-
variety and jHij finite dimensional (possibly incomplete) linear systems on X. Assume
that X satisfies a property P. We say that P is inherited by general complete jHij-
intersections if there is an open, dense subset U �

∏
i jHij such that if (D1, . . . , Dr) 2 U

then Z := D1 \ � � � \Dr also satisfies P.

We, of course, need to assume that the jHij are reasonably large. The following
assumptions are close to optimal in most cases.
Theorem 10.1.2 (Bertini smoothness theorem). Let X be a quasi-projective variety
over an algebraically closed field K and jHij finite dimensional (possibly incomplete)
linear systems on X. Assume that

(1) either charK = 0 and the jHij are basepoint-free,
(2) or the jHij are very ample.

The following properties are inherited by general complete jHij-intersections
(3) smooth,
(4) Serre’s condition S2,
(5) normal.

Proof. This follows from [FOV99, 3.4.9 and 3.4.13a]. Alternatively, these are proved
in [Har77, II.8.18, III.10.9] and [Jou83], but for statements (4) and (5) one needs
to use that a general hypersurface section of an S2 scheme is also S2; see [Gro60,
IV.12.1.6]. �

Applying this to subvarieties, we get the following.
Corollary 10.1.3. Assume that K,X and the jHij are as in (10.1.2). Let Wj � X be
a finite set of locally closed subvarieties. Then for a general, complete jHij-intersection
Z := D1 \ � � � \Dr we have

167
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(1) codim(Z \Wj, Z) = codim(Wj, X) or the intersection is empty.
(2) If the Wj are smooth, then so are Z \Wj.
(3) If the Wj are S2, then so are Z \Wj.
(4) If the Wj are normal, then so are Z \Wj. �

In many applications, we need complete intersections that are special in some
respects but general in some others. Here we deal with local conditions.

10.1.4. A set LC of local conditions consists of finitely many (not necessarily closed)
points pj 2 X with maximal ideals mj � Opj ;X , natural numbers nij and gj1, . . . , gjr 2
Opj ;X .

We always assume that none of the pj are generic points of X, and pi /2 pj for i 6= j.
The base locus of LC is B(LC) := [jpj � X.

We say that a divisor Di satisfies LC if gji is a local equation for Di at pj, modulo
m
nji

j for every j. (Thus if nji = 0 then no condition is imposed on Di at pj.)
For example, if gji(pj) 6= 0 and nji � 1 then this just says that pj /2 Di. If gji 2 mj

and nji � 1 then we get that pj � Di. If pj is a smooth point, gji 2 mj nm2
j , and nji � 2

then Di is generically smooth along pj.
Given a linear system jHij, the set of Di 2 jHij that satisfy LC form an open subset

of a linear subspace of jHij; we denote the latter by jHi,LCj.
We say that D1\� � �\Dr satisfies LC if every Di satisfies LC. Such intersections are

parametrized by an open, dense subset of
∏

ijHi,LCj, which is a product of projective
spaces (but may be empty).

The following combines the local conditions with ((10.1.2) (2)–(5)). We assume for
simplicity that X is projective, so the complete linear systems jmiHij are finite dimen-
sional.
Corollary 10.1.5. Let X be a projective variety over an algebraically closed field K
and Hi ample divisors on X. Let LC be a set of local conditions with base locus B =
B(LC). Then, for di � 1, the restrictions

jdiHi,LCjjXnB(LC)

are very ample. In particular, if X nB is smooth (resp. normal) then (D1 \ � � � \Dr) nB
is also smooth (resp. normal) for general (D1, . . . , Dr) 2

∏
i jdiHi,LCj. �

Remark 10.1.6. Note that per our conventions in (1.7.2), the linear systems jdiHij
are complete but the restrictions may be incomplete. Also, if the codimension of B is
� r+1, then D1\� � �\Dr is the closure of (D1\� � �\Dr)nB. In these cases D1\� � �\Dr

is a true complete intersection.

10.1.7 (General fields). Assume now that X and the other data are defined over a
field k. Applying (10.1.5) over its algebraic closure, we get U �

∏
i jdiHi,LCj, and the

k-points of U correspond to complete intersections defined over k with the desired
properties. Since U is an open subset of a rational variety this implies that the k-
points are dense if k is infinite and we get the above results also over such fields.
If k is finite, however, then a dense open subset of Pn may be disjoint from Pn(k).
Nonetheless, the results of [Poo08,CP16] say that the open sets U above should have
many k-points as di grows, though not all cases have been worked out.

Our proofs have other problems with finite fields, so we will be able to make only
very limited use of these cases.
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Next we discuss a Bertini-type irreducibilty theorem over infinite fields. The key
point is to understand the relationship between irreducibility and geometric irre-
ducibility. We use mainly (10.1.16), which does not seem to be treated in the standard
reference books, so we give details.
Lemma 10.1.8. Let K/k be a normal, algebraic field extension with Galois group G =
Aut(K/k). Let X be a k-scheme of finite type.

(1) Z 7! red(ZK) provides a one-to-one correspondence between
(a) closed subsets of X, and
(b) closed, G-invariant subsets of XK .

(2) Z is irreducible if and only if G acts transitively on the set of irreducible com-
ponents of ZK .

(3) Assume that X is irreducible and let X1
K � XK be an irreducible component.

If ZK \X1
K is irreducible then Z is irreducible.

Proof. The first 2 claims are clear. Let fX i
K � XK : i 2 Ig be the irreducible compo-

nents. Since X is irreducible, G acts transitively on the X i
K . Thus it also acts transi-

tively on the ZK \X i
K . Thus (2) implies (3) since ZK = [i(ZK \X i

K). �

Lemma 10.1.9. Let X be a normal scheme over a field k and K/k a finite field exten-
sion. Then every connected component of XK is irreducible.

Proof. If k is perfect then XK is also normal and the claim is clear. The general case
needs more work, see [Sta15, Tag 0BQ1]. �

Lemma 10.1.10. Let X be an irreducible scheme over a field k. Assume that X has a
normal k-point x0. Then X is geometrically irreducible.

Proof. Let K/k a finite, normal field extension and X i
K � XK the irreducible compo-

nents. Since X is irreducible, the Galois group Gal(k/k) acts transitively on the X i
K by

(10.1.8 (1) (a)).
By (10.1.9), x0;K is contained in a unique irreducible component of XK , call it X1

K .
Since x0 is a k-point, every Galois conjugate of X1

K also contains x0. So X1
K is the

unique irreducible component of XK . �

Lemma 10.1.11. Let p : Y ! S be a morphism of irreducible k-schemes of finite type.
Assume that there is a section σ : S ! Y such that Y is normal at the generic point of
σ(S). Then there is a dense, open S� � S such that all fibers over S� are geometrically
irreducible.

Proof. The generic fiber is irreducible and the generic point of σ(S) is a normal k(S)-
point on it. Thus the generic fiber is geometrically irreducible by (10.1.10). The rest
follows from [Sta15, Tag 0559]. �

Lemma 10.1.12. LetX be an irreducible k-variety of dimension� 2 and jHj = jH1, H2j
a mobile, linear pencil with base locus B = H1 \ H2. Assume that there is a point
x 2 B(k) that is smooth both on B and X. Then all but finitely many members of jHjk
are irreducible.

Proof. Let π : X 0 ! X denote the blow-up of B. The birational transform of jHj defines
a morphism p : X 0 ! P1. Note that π�1(p) �= P1 gives a section of p. The rest follows
from (10.1.11). �

https://stacks.math.columbia.edu/tag/0559
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Lemma 10.1.13. Let K be an algebraically closed field, S an irreducible K-surface
and p : S ! P2 a finite morphism. Then there is a dense, open subset �U � �P2 in the
dual projective space such that p�1(L) � S is irreducible for every [L] 2 �U .

Proof. See [Jou83, 6.10.3]. �

Theorem 10.1.14 (Bertini irreducibility theorem I). Let K be an algebraically closed
field, X an irreducible K-variety and jHj a finite dimensional, mobile, (possibly incom-
plete) linear system such that the image X 99K jHj_ has dimension � 2. Then there is
a dense, open subset U � jHj such that H� � X is irreducible for [H�] 2 U .

Proof. It is enough to show that H� � X is irreducible for a dense set. For a dense set
of linear projections jHj_ 99K P2, the composite map X 99K P2 is dominant. Let X 0 be
the normalization of the graph of X 99K P2 and p0 : X 0 ! S and p : S ! P2 the Stein
factorization. By (10.1.13) p�1(L) � S is irreducible for a general line L � P2, and so
is p0�1

(
p�1(L)

)
. �

Theorem 10.1.15 (Bertini irreducibility theorem II). Let k be an infinite field, X an
irreducible k-variety and jHj a finite dimensional, mobile, (possibly incomplete) linear
system such that the image X 99K jHj_ has dimension � 2. Then there is a dense, open
subset U � jHj such that H� � X is irreducible for [H�] 2 U(k).

Proof. As in (10.1.14), we can reduce to the case when S is an irreducible k-surface,
p : S ! P2 a finite morphism and jHj is the pull-back of jOP2(1)j. Let K � k be an
algebraic closure.

Let fSiK � SK : i 2 Ig be the irreducible components and pi : SiK ! P2 the re-
striction of pK . For each i we have a dense, open subset U i � �P2 as in (10.1.13); set
U := \i2IU i. If [L] 2 U(k) then p�1(L) is irreducible by (10.1.8 (1) (b)). �

We mostly use the following special case, obtained by combining (10.1.15) and
(10.1.5).
Corollary 10.1.16. Let k be an infinite field, X a projective k-variety and H an am-
ple, Cartier divisor on X. Let fZi � X : i 2 Ig be a finite collection of irreducible
subvarieties such that dimZi � 2 for every i. Let W � X be a closed subscheme.

Then, for m � 1, there is a dense, open subset Um � jmHj(�W ), where jmHj(�W )
denotes the subspace of jmHj of divisors containing W scheme-theoretically, such that
for every [H�] 2 Um(k) and i 2 I, the following hold.

(1) H� \ (Zi nW ) is irreducible.
(2) If Zi is geometrically reduced, then so is H� \ (Zi nW ).
(3) H� \ (Zsm

i nW ) is smooth, where Zsm
i � Zi denotes the smooth locus.

Furthermore, if X and W are regular at the generic points of W , then
(4) H� is regular at the generic points of W . �
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10.2. Complete intersections

In this section we collect various results on complete intersections that we need.

10.2.1 (Complete intersections). Let X be an irreducible variety. A subscheme Z � X
of codimension r is a complete intersection (resp. set-theoretic complete intersection)
if there are effective Cartier divisors D1, . . . , Dr such that Z = D1 \ � � � \ Dr scheme
theoretically (resp. SuppZ = Supp(D1 \ � � � \Dr)).

If theDi are ample, we call Z an ample (set-theoretic) complete intersection, usually
abbreviated as ample-ci resp. ample-sci.

If H is a Cartier divisor and Di 2 jmiHj for every i, then we say that Z is a complete
H-intersection. We usually abbreviate this as H-ci, and the set-theoretic version as
H-sci.

If Z and the Di are furthermore irreducible then we say that Z is a irreducible-sci
or isci. For us H–isci subvarieties are especially useful.

Ample complete intersections inherit many properties of a variety, but the strongest
results are for general complete intersections; that is, when the Di 2 jmiHj are suffi-
ciently general.

10.2.2 (Connectedness). Let Z be a scheme. Connectedness and irreducibility of Z
depends only on the topological space jZj, but geometric connectedness and geometric
irreducibility can not be determined using jZj only.

We frequently need to guarantee that certain schemes are geometrically connected.
The next criterion can be proved by repeatedly using [Har77, II.7.8]; see also [Har62].
Claim 10.2.3. Let X be a normal, projective, geometrically irreducible variety and
Z � X a positive dimensional, ample-sci. Then Z is geometrically connected. �

Note that a proper k-scheme Y is geometrically connected iff H0(Y,OY ) is a local,
Artin k-algebra such that H0(Y,OY )

/p
0 is a purely inseparable field extension of k.

We can thus restate (10.2.3) as follows.
Claim 10.2.4. LetX be a normal, projective, geometrically irreducible variety and Z �
X a positive dimensional, reduced, ample-sci. Then k[Z]/k[X] is purely inseparable.

�

We also use the following variant of the Lefschetz hyperplane theorem, essen-
tially due to [Nér52b]. For the Picard variety, this is proved in [Gro05]. For normal
varieties in characteristic 0, the class group version is proved in [RS06, RS09]. For
positive characteristic see [Ji21, Prop.3.1].
Theorem 10.2.5. Let X be a geometrically normal, projective variety and jHj an am-
ple linear system on X. Let Z � X be a normal, � 2 dimensional, general complete
H-intersection. Then the restriction map

Cl(X)! Cl(Z)

is injective.

10.2.6 (Disjointness of conjugates). Let K/k be a finite separable field extension, let
Vk be a k-vector space of dimension n and let Wk be a k-vector space of dimension r.
Denote by VK and WK their scalar extensions to K. Fix also a an algebraic closure
k ↪! �k of k. The space

H := HomK(VK ,WK)
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has a natural structure of a k-scheme H. Its functor of points sends a k-algebra R to
the set of K 
k R-linear maps

VK 
k R! WK 
k R.
In particular, since K/k is separable we have

(10.2.6.1) H(�k) =
∏

�:K,!�k

Hom�k(V�k,W�k),

where the product is taken over embeddings σ : K ↪! �k over k.
Let

A 2 H(k) = HomK(VK ,WK)

be a map over K, and for an embedding σ : K ↪! �k let
A� 2 Hom�k(V�k,W�k)

be the map induced by scalar extension along σ. So under the identification (10.2.6.1)
the image of A under the map

H(k)! H(�k)

is the vector of maps (A�)�:K,!�k. For A 2 H(k) and σ : K ↪! �k let LA;� � V�k denote the
kernel of A�. If A� is surjective then LA;�� has codimension r in V�k.
Claim 10.2.7. There exists a nonempty Zariski open subset U � H such that for any
k-point A 2 U(k) and distinct embeddings

σ1, σ2 : K ↪! �k

the codimension of LA;�1 \ LA;�2 in V�k is equal to minf2r, ng.
Proof. We first reduce to the critical case when n = 2r. Consider an inclusion of k-
vector spaces
(10.2.7.1) Vk ↪! Vk0

and let H0 be the k-scheme of maps V 0K ! WK . Restriction defines a smooth surjective
morphism of k-schemes

π : H0 ! H.
In fact, a splitting of (10.2.7.1) identifies H0 with a product of H with a smooth affine
scheme.

If n < 2r, choose an injection of Vk into Vk0 of dimension 2r. Assuming the case
n = 2r we then get a dense open subset U 0 � H0 such that for A0 2 U 0(k) and two
embeddings σ1, σ2 we have

0 = LA0;�1 \ LA0;�2 � V 0�k .

It follows that if U := π(U 0) � H then for A 2 U(k) we also have LA;�1 \ LA;�2 = 0 as
asserted in the claim. This reduces the proof to the case n � 2r.

Next consider the case when n > 2r and choose a subspace V 0k � Vk of dimension
2r. Then as in the preceding paragraph we get the scheme of maps H0 for V 0k and a
smooth surjection

π : H! H0.
Again assuming the case n = 2r we then get an open subset U 0 � H0 with the desired
properties. Let U � H be the preimage of U 0. Then for A 2 U(k) we have

LA;�1 \ LA;�2 \ V 0�k = 0,
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which implies that the codimension of LA;�1 \ LA;�2 in Vk is at least 2r. Since this is
also the maximum possible codimension this gives the claim for n > 2r.

So to complete the proof of the claim it suffices to consider the case n = 2r. Let
K 0 � �k be the Galois closure of σ1(K) � �k so that σ2 and σ1 differ by an automorphism
σ of K 0. Let H0 be the scheme of maps defined using K 0 instead of K. For a k-algebra
R and R-point A 2 H0(R) corresponding a K 0 
k R-linear map

VK0 
k R! WK0 
k R
we can consider the associated twist A� obtained by postcomposing with the automor-
phism

WK0 
k R! WK0 
k R
obtained by applying σ to K 0. Taking the determinant of the induced map

(A,A�) : VK0 
k R! (WK0 �WK0)
k R
we obtain an element of K 0 
k R, well-defined up to units. If R is furthermore a K 0-
algebra then composing with the induced map K 0 
k R ! R we obtain an element
of R. The locus where this element is zero is an open subset Ũ 0K0 � H0K0, where HK0

denotes the base change of H from k to K 0. Let U 0K0 � H0K0 denote the intersection of
the Galois conjugates of Ũ 0K0. Then U 0K0 is GK0=k-invariant and therefore descends to
an open subset U 0 � H0. A point A 2 H0(k) lies in U 0 if and only if for every embedding
λ : K 0 ! �k we have (here we write L0 instead of L to emphasize that we are working
with K 0)

L0A;� \ L0A;�� = 0.

Scalar extension from K to K 0 defines an inclusion

i : H ↪! H0.
To complete the proof of the claim it suffices to show that U := i�1(U 0) is nonempty.

Choose bases Vk ’ k2r and Wk ’ kr, and let A,C 2 Matr�r(k) be matrices over k
and set B = αC for α 2 K a primitive element for K/k (which exists since K/k is
separable). Then the map

(A,B) : K2r ! Kr

defines an element of H(k) which lies in U . Indeed if λ : K ↪! �k is an embedding then
the induced map

�k2r ! �k2r

given by the two embeddings λ and σλ is given by the matrix(
A λ(α)C
A σλ(α)C

)
.

By row reduction the determinant of this matrix is the same as the determinant of(
A λ(α)C
0 σλ(α)� λ(α))C

)
which is (σλ(α)��λ(α))r detA detC. This is nonzero since α is a primitive element. �

The scheme H can be viewed as the Weil restriction, denoted RK
k ( ), from K to k of

the scheme of maps VK ! WK over K; see [BLR90, Sec. 7.6]. We can thus globalize
(10.2.7) first to projective spaces and then to their subvarieties as follows.
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Claim 10.2.8. Let X be a k-variety of pure dimension n and jM1j, . . . , jMrj basepoint-
free linear systems. Let K/k be a finite, separable field extension. Then there is a dense,
Zariski open subset

U � RK
k jM1jvar � � � � �RK

k jMrjvar,

such that, if (D1, . . . , Dr) 2 U , then
codimX

(
D�1

1 \ � � � \D�1
r \D

�2
1 \ � � � \D�2

r

)
= minf2r, n+ 1g,

for all pairs of distinct d distinct k-embeddings σ1, σ2 : K ↪! �k. �

Proof. For any variety V over K, R-points of (RK
k V )k for a ring R containing k are the

same thing as R 
k K-points of V . Because R 
k K is isomorphic to R[K:k], with the
factors indexed by embeddings σ : K ! k, (RK

k V )k is V [K:k], with the factors indexed
by embeddings σ. The projection onto the σ’th factor arises from the map of rings
R
k K ! R that is the identity on R and σ composed with the map K ! R on K.

Given a k-point of RK
k V , base-changed to a k-point of (RK

k V )k, the projection onto
the σth factor is given by the embedding σ.

Applying this to V = jMijvar, we obtain an isomorphism(
RK
k jM1jvar � � � � �RK

k jMrjvar
)
k
!
(
jM1jvar

k
� � � � jMrjvar

)[K:k]

k
.

Let U 0 be the open subset of
(
jM1jvar

k
� � � � jMrjvar

)[K:k]

k
consisting of tuples of divisors

Di;� indexed by i from 1 to r and σ : K ! k such that for all distinct pairs σ1, σ2 : K !
K we have

codimX

(
D1;�1 \ � � � \Dr;�1 \D1;�2 \ � � � \Dr;�2

)
= minf2r, n+ 1g,

Then U 0 is a nonempty Zariski open set.
The action of Gal(k/k) is by permuting the embeddings σ : K ! k, and so U 0 is

stable under Gal(k/k), hence descends to an open set U over k.
A k-point lies in U if and only if the associated k0-point lies in U 0, which happens if

and only if the codimension condition holds. �

Lemma 10.2.9. Let k be an infinite field and X a normal, projective k-variety of
dimension n > 2r. Let p, q 2 X be closed points such that there are embeddings
k � k(p) � k(q)ins � k.

Then there is an irreducible, r-dimensional k-variety W � X such that
(1) p, q 2 W and
(2) k(p)/k[W ] is purely inseparable.

Furthermore, if p is a smooth, separable point of X then we can also assume that
(3) p is a smooth point of W .

Proof. Let k � Kp � k(p) and k � Kq � k(q) be maximal separable subextensions.
After base change to Kp, we have a degree 1 point p lying over p and a degree =

deg(Kq/Kp) point q lying over q. Let fσg be the set of all k-embeddings σ : Kp ↪! k.
Thus p and q each have deg(Kp : k) conjugates over k and these are disjoint from each
other.

Next take a general ample-ci variety W1 � XKp that contains p and q. By (10.2.8)
the W �

1 are disjoint from each other. Thus their union WKp = [�W �
1 descends to a

k-subvariety W � X with the required properties. �
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10.3. Picard group, class group and Albanese variety

Here we review various results on the Picard group, class group and Albanese vari-
ety that we need elsewhere. For the Picard group and Picard scheme, [Gro62, Lects.V-
VI], [Mum66, Sec.19], [Mum70] or [BLR90] contain proofs; for these we just fix our
notation. Modern references for the class group and Albanese variety are harder to
find; about these we give longer explanations.

We start with a summary of the basic facts about Abelian varieties. A very good
introduction is [Mil08], more detailed treatments and further results can be found
in [Mum70] or [BL04]. The Abelian varieties that we encounter are either Picard
varieties or Albanese varieties of normal, projective varieties.

10.3.1 (Abelian varieties). Let k be a field. An abelian variety over k is a smooth,
proper algebraic group over k. We denote the identity element by eA or 0A. The group
operation is usually written additively since A is commutative (10.3.1.4).

Historically the first examples were Jacobians of smooth, projective curves Jac(C).
It turns out that every Abelian variety is isomorphic to a closed subgroup of Jac(C)
for some C; this almost follows from (10.3.14). This is quite useful conceptually at the
beginning, but C is not unique, and there does not seem to be any optimal way of
choosing C, so it is not always helpful in proving theorems.

For the convenience of the reader we list a few basic facts about abelian varieties
that we use.

In the following We say that a sequence of Abelian varieties

(10.3.1.1) 0! A1
p! A2

q! A3 ! 0

is exact modulo torsion if p is a closed embedding, q is surjective and p(A1) = (ker q)�.
Recall also the following terminology. A morphism p : A1 ! A2 of Abelian varieties

is called an isogeny if p is surjective and dimA1 = dimA2. Isogeny is an equivalence
relation on Abelian varieties and the dual of an isogeny is an isogeny. An abelian
variety is called simple if it has no positive dimensional Abelian subvarieties (other
than itself).

(1) Every map π : P1 ! A from the projective line to an abelian variety is con-
stant.

(2) Let g : X 99K A be a rational map from a smooth variety X to an Abelian
variety A. Then g is a morphism. More generally, this holds for any variety
A that contains no rational curves; see [Kol96, VI.1.9]. A different proof is
in [Mil08, 3.2].

(3) Let g : A1 99K A2 be a rational map of Abelian varieties that sends the unit e1

to e2. Then g is a morphism and a group homomorphism. In particular, (A, eA)
determines the group structure. This is the main reason why the multiplica-
tion µ : A� A! A is usually suppressed in the notation.

(4) Every Abelian variety is commutative.
(5) For Abelian varieties, A 7! Pic�(A) is a duality that preserves the dimension.

The dual is frequently denoted by Â or At. Over C, this is a special case of the
Appell-Humbert theorem [Mum70, pp.21-22]. In general see [Mil08, Sec.8]
or [Mum70, Sec.13].
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(6) Let A be an Abelian variety and B � A a closed subgroup scheme. Then there
is a unique Abelian variety A3 and an exact sequence

B
p! A

q! A3 ! 0.

We call A3 := A/B the quotient of A by B.
(7) p : A1 ! A2 is a closed embedding if and only if p̂ : Â2 ! Â1 is its own Stein

factorization. (That is, p̂�OÂ2
= OÂ1

.) More generally, if (10.3.1.1) is exact (resp.
exact modulo torsion) then so is its dual sequence

0! Â3
q̂! Â2

p̂! Â1 ! 0.

See [Mil08, Sec.9] or [Mum70, Sec.15].
(8) (Poincaré reducibility theorem) Let A be an Abelian variety and A1 ↪! A an

Abelian subvariety. Then there is an Abelian subvariety A3 ↪! A such that
A1 + A3 ! A is an isogeny.

(9) (Poincaré reducibility theorem, dual version) Let A be an Abelian variety and
A � A03 an Abelian quotient. Then there is an Abelian quotient A � A01 such
that A ! A01 + A03 is an isogeny. It is worth noting that, unlike the previous
results, Poincaré reducibility fails for compact, complex analytic groups.

(10) Every Abelian variety is isogenous to a product of simple Abelian varieties.
The simple factors are unique, up to isogeny.

10.3.2 (Picard group of a normal variety). The group of line bundles on a scheme X
is the Picard group of X, denoted by Pic(X). If X is proper then Pic�(X) � Pic(X)
denotes the subgroup of divisors that are algebraically equivalent to 0. The quotient
NS(X) := Pic(X)/Pic�(X) is the Néron-Severi group of X. It is a finitely generated
abelian group. Its Q-rank is the Picard number of X, denoted by ρ(X).

If X is proper over a field k with algebraic closure k then Pic(Xk) has a natural k-
scheme structure, denoted by Pic(X). The identity component is denoted by Pic�(X),
it is a commutative algebraic group. If X is geometrically normal and char k = 0
then Pic�(X) is an Abelian variety. If X is geometrically normal and k is perfect then
redPic�(X) is an Abelian variety. The non-reduced structure of Pic�(X) will pay no
role in our questions.

There is a natural inclusion Pic(X) ↪! Pic(X)(k) which is an isomorphism if X has
a k-point. In general the quotient Pic(X)(k)/Pic(X) is a torsion group.

10.3.3 (Class group of a normal variety). For a normal k-variety X, let Cl(X) denote
the group of Weil divisors modulo linear equivalence. It is also isomorphic to the group
of rank 1 reflexive sheaves, where the product is the double dual of the tensor product.

Let Cl�(X) � Cl(X) be the subgroup of divisors that are algebraically equivalent
to 0. If X is proper, we call the quotient NScl(X) := Cl(X)/Cl�(X) the Néron-Severi
class group1 of X, and its Q-rank the class rank of X, denoted by ρcl(X).

Note that we have natural inclusions
(10.3.3.1) Pic�(X) � Cl�(X) and NS(X) � NScl(X),

that are isomorphisms iff every Weil divisor is Cartier, for example when X is smooth.
Basic results about these groups are the following.

1The literature seems inconsistent. Frequently this is called the Néron-Severi group.
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Lemma 10.3.4. Let p : Y ! X be a birational morphism of normal, proper varieties
over a perfect field k. Then

(a) p� : Cl�(Y )! Cl�(X) is an isomorphism and
(b) p� : NScl(Y )� NScl(X) is onto.

Lemma 10.3.5. Let X be a normal, proper variety over a perfect field k. Then there is
a normal, proper variety Y and a birational morphism p : Y ! X such that Cl�(YK) =
Pic�(YK) for every K � k.

It is quickest to prove these by using the Albanese variety, see (10.3.9.5–6). As a
consequence, we can define the scheme structure of Cl� by

(10.3.5.1) Cl�(X) �= Cl�(Y ) �= redPic�(Y ).

In the complex case these results go back to Picard [Pic95] and Severi [Sev06], but
the most complete references may be the papers of Matsusaka [Mat52] and of Néron
[Nér52a]; see also [Kol18, Sec.3] for some discussions.

More recent results on various aspects of the class group of singular varieties are
discussed in [BVS93,BVRS09,RS09].

Definition 10.3.6. Let X be a normal, proper k-variety and � � X a subset. Let
WDiv(X,�) � WDiv(X) and Cl(X,�) � Cl(X) denote the subgroup of those Weil
divisors that are Cartier at every point x 2 �.

Note that Cl(X,�) is isomorphic to the group of those rank 1 reflexive sheaves that
are locally free at every point x 2 �.

We see in (10.3.7) that Cl(Xk,�k) is naturally identified with a closed k-subgroup
Cl(X,�) � Cl(X). We denote its identity component by Cl�(X,�). Note that in general
Cl(X,�) \Cl�(X) may be disconnected.

The quotient NScl(X,�) := Cl(X,�)/Cl�(X,�) is finitely generated.

Lemma 10.3.7. Let X be a normal, proper variety over a perfect field k and � � X an
arbitrary subset. Then there is a closed, algebraic k-subgroup Cl(X,�) � Cl(X) such
that Cl(Xk,�k) = Cl(X,�)(k).

Proof. Assume first that � = fxg is a closed point and there is a universal family
L on X � Cl�(X) that is flat over Cl�(X). The set of points V � X � Cl�(X) where
L is not locally free is closed. Since Cl(X, fxg) is the complement of the image of
V \(fxg�Cl�(X)), it is constructible. It is also a subgroup and a constructible subgroup
is closed.

In general such an L does not exist, but we check in (10.3.8) that a flat universal
family exists after a finite field extension and a constructible subdivision τ : qjWj !
Cl�(X). The argument above then shows that Cl(X, fxg) is constructible, hence closed
as before.

If � is any set of closed points then Cl(X,�) = \x2� Cl(X, fxg).
If η is a non-closed point, then Cl(X, fηg) is the union of all Cl(X,�U), where U

runs through all open subsets of η and �U denotes the set of closed points of U . By the
Noetherian property, Cl(X, fηg) = Cl(X,�U) for some U .

Finally, Cl(X,�) = \x2� Cl(X, fxg) holds for any set of points �. �

Lemma 10.3.8. Let X be a normal, proper variety over an algebraically closed field
K. There is a locally closed decomposition τ : qjWj ! Cl�(X) such for every j there is
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a universal family Lj on X �Wj that is flat over Wj and whose fiber over w 2 Wj is the
reflexive sheaf corresponding to τ(w) 2 Cl�(X).

Proof. By (10.3.5), there is a proper, birational morphism from a normal variety p :
Y ! X such that Cl�(X) = Pic�(Y ). Let L be the universal line bundle over Y �
Pic�(Y ). Pushing it forward we get a rank 1 sheaf

LX :=
(
π�L

)[��] over X �Cl�(X).

In general LX is not flat over Cl�(X). However, by generic flatness, LX is flat with
reflexive fibers over a dense, open subsetW1 � Cl�(X). Repeating this with Cl�(X)nW1

we get the required locally closed decomposition. �

Albanese variety

10.3.9 (Albanese variety). Let X be a proper, normal variety over a perfect field k.
There are 2 different notions of the Albanese variety of X in the literature. In [Gro62,
VI.3.3] it is the target of the universal morphism from X to an Abelian torsor; that is,
a principal homogeneous space under an Abelian variety. We denote this by

(10.3.9.1) albgr
X : X ! Albgr(X).

Pull-back by albgr
X gives an isomorphism

(10.3.9.2) Pic�
(
Albgr(X)

) �= redPic�(X).

If X has a k-point then Albgr(X) an Abelian variety. Albgr(X) is a birational invariant
for smooth, proper varieties, but not a birational invariant for normal varieties.

In the pre-EGA literature, for example [Mat52, Ser59], the Albanese map is the
universal rational map from X to an Abelian torsor, called the classical Albanese
variety

(10.3.9.3) albX : X 99K Alb(X).

More precisely, Alb(X) is the unique Abelian torsor A together with a rational map
albX : X 99K A such that for any abelian torsor B and rational map a : X 99K B, there
exists a unique map j : A! B with j � albX = a.

If X has a smooth k-point then so does Alb(X) and then it is an Abelian variety.
Alb(X) is a birational invariant of X (for normal, proper varieties) and the two

versions coincide if X is smooth. Therefore, if X 0 ! X is a resolution then Alb(X) =
Alb(X 0) = Albgr(X 0). In any case, by (10.3.1 (2)) we get a morphism over the smooth
locus

(10.3.9.4) albX : Xsm ! Alb(X).

Let X 0 be the normalization of the closure of the graph of albX . Then we have a com-
mutative diagram

(10.3.9.5)
X 0

p. & albX0

X
albX
99K Alb(X) = Alb(X 0),

where albX0 is a morphism. In particular (10.3.9.2) gives that

(10.3.9.6) Cl�(X 0) = redPic�(X 0) �= Pic�
(
Alb(X 0)

)
.
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Therefore

(10.3.9.7) Cl�(X) �= Pic�
(
Alb(X)

)
.

Let p : Y 99K X be a map of normal varieties. As long as p(Y ) is not contained in the
singular locus of X, the composite AlbX � p : Y 99K Alb(X) is defined, hence we get a
morphism

(10.3.9.8) albp : Alb(Y )! Alb(X).

10.3.10. Let p : Y ! X be a morphism of normal varieties. Let

(10.3.10.1) albgr
Y nX : X ! Albgr(Y nX)

denote the universal morphism from X to an Abelian torsor that maps every irre-
ducible component of Y to a point. Thus we get an exact sequence

(10.3.10.2) Albgr(Y )! Albgr(X)! Albgr(Y nX)! 0.

Claim 10.3.11. The induced sequence

0! Pic�
(
Albgr(Y nX)

)
! Pic�(X)! Pic�(Y )

is exact.

Proof. To see this, let K denote the kernel of Pic�(X) ! Pic�(Y ). It is clear that
Pic�

(
Albgr(Y nX)

)
� K. To see the converse, we may assume that X has a k-point. By

(10.3.1 (5)) and (10.3.1 (8)) we get an exact sequence

Albgr(Y )! Albgr(X)! Pic�(K)! 0.

The resulting X ! Albgr(X) ! Pic�(K) maps every irreducible component of Y
to a point, so it factors through Albgr(Y nX). By duality (10.3.1 (5)) we get K !
Pic�

(
Albgr(Y nX)

)
. �

We would like to know when albp is dominant. Lefschetz theory suggests that this
should hold if p(Y ) is ample-ci (10.2.1). This is, however, not always true. For example,
let X � P3 be the cone over a smooth, cubic, plane curve C and Y � X the line over
an inflection point of C. Then Alb(Y ) = 0 but Alb(X) �= Jac(C).

However, the next results show that albp is usually dominant.
Lemma 10.3.12. Let X, Y be normal, projective varieties and p : Y ! X a morphism.
Assume that p(Y ) has nonempty intersection with every nonzero divisor in X and albX
is a morphism along p(Y ). Then albp : Alb(Y )! Alb(X) is surjective.

Proof. If albp is not surjective then the quotient Alb(X)/ albp(Alb(Y )) is positive di-
mensional. Hence there is a nonzero, effective divisor D � Alb(X)/ albp(Alb(Y ))
whose pull-back to Alb(X) is disjoint from albp(Alb(Y )). Then its pull-back to X is
a divisor which is disjoint from p(Y ). �

Corollary 10.3.13. Let X be a normal, projective variety and C � Xns an irreducible
ample-sci curve (10.2.1). Then Cl�(X)! Jac(C) has finite kernel.

Proof. Note that albX is a morphism along C by (10.3.9.4) and C has nonempty
intersection with every nonzero divisor. Thus (10.3.12) applies. �

Corollary 10.3.14. Let A be an Abelian variety and C � Â an irreducible ample-sci
curve (10.2.1). Then A! Jac(C) has finite kernel. �
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Lemma 10.3.15. LetX be a normal, proper variety. Then there is a finite subset � � X
such that the following holds.

Let Y � X be an irreducible divisor that is disjoint from �. Assume that Y has
nonempty intersection with every nonzero divisor in X. Let Y ! Y be the normaliza-
tion. Then Alb(Y )! Alb(X) is surjective.

Proof. Consider the normalization of the closure of the graph of albX

X
� � X 0

albX0�! Alb(X).

Let E 0i � X 0 be the π-exceptional divisors. Choose � to contain the generic point of
each π(E 0i) and every non-Cartier center (10.3.19).

Then Y is a Cartier divisor and π�1(Y ) = π�1
� (Y ). Therefore, if D0 � X 0 is a divisor

then
π
(
π�1
� (Y ) \D0

)
= π

(
π�1(Y ) \D0

)
= Y \ π(D0) 6= ;.

Let Y 0 denote the normalization of π�1
� (Y ). Then Alb(Y

0
) ! Alb(X) is surjective by

(10.3.12) and Alb(Y
0
) �= Alb(Y ). �

Definition 10.3.16 (Partial Albanese variety). Let X be a proper, normal variety over
a perfect field k and � � X a subset.

Define the Albanese map of (X,�) as the universal rational map from X to an
Abelian torsor, that is a morphism along �

(10.3.16.1) albX;� : X 99K Alb(X,�).

If � � Xsm then Alb(X,�) = Alb(X). In general Alb(X,�) is a quotient of Alb(X).

Theorem 10.3.17. Let X be a normal, proper variety over a perfect field K and � � X
a subset. Then pull-back by albX;� gives an isomorphism

(10.3.17.1) alb�X;� : Pic�
(
Alb(X,�)

) �= Cl�(X,�).

Proof. Consider albX;� : X 99K Alb(X,�). By assumption it is a morphism along �,
thus the pull-back of a line bundle on Alb(X,�) is locally free along �. That is,

(10.3.17.2) alb�X;� Pic�
(
Alb(X,�)

)
� Cl�(X,�).

For the converse, assume first that � = fxg is a closed point. As in (10.3.9.5) we have

X 0

X Alb(X)

p albX0

albX

where albX0 is a morphism. Let Y 0 be the normalization of p�1(x). SinceX 0 ! Albgr(Y 0nX 0)
contracts every irreducible component of Y 0 to a point, the composite X 99K X 0 !
Albgr(Y 0nX 0) is a morphism at x by Zariski’s main theorem. This gives Alb(X, fxg)!
Albgr(Y 0nX 0). Thus we get a commutative diagram

(10.3.17.3)
X 0 ! Albgr(Y 0nX 0)
# "
X ! Alb(X, fxg).
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If L 2 Cl�(X, fxg)(k) then its pull-back to X 0 is trivial along Y 0, hence it is obtained
as the pull-back of a line bundle on Albgr(Y 0nX 0) by (10.3.11). Factoring through
Alb(X, fxg) shows that Cl�(X, fxg) � alb�X;fxgPic�

(
Alb(X, fxg)

)
.

The same argument works for any finite number of closed points. If � is an infinite
set of closed point then, by the Noetherian property, Cl�(X,�) = Cl�(X,�0) for every
large enough finite subset �0 � �.

Finally assume that y is a non-closed point. Then Cl�(X, fyg) is the union of all
Cl�(X,�U) where �U us the set of all closed points in some open subset U � fyg. By
the Noetherian property, we have equality Cl�(X, fyg) = Cl�(X,�U) for some fixed
U . �

Corollary 10.3.18. Let X be a normal, projective variety over a perfect field and
Z � X a closed, reduced subscheme with generic points gZ . Then there is a normal,
projective variety X 0, a birational morphism p : X 0 ! X and a closed, reduced sub-
scheme Z 0 � X 0 with generic points gZ0 such that

(1) p is a local isomorphism at all generic points of Z 0,
(2) Z = p(Z 0),
(3) albX0;gZ0 is a morphism along Z 0 and
(4) Cl�(X, gZ) = Cl�(X 0, gZ0) = Cl�(X 0, Z 0).

If either dimZ = 1 or the characteristic is 0, we can also achieve that
(5) Z 0 is smooth,

Proof. We can take X 0 to be the normalization of the closure of the graph of albX;gZ .
Then we can resolve the singularities of Z 0 if desired. �

Non-Cartier centers

Definition 10.3.19 (Non-Cartier centers). Let X be a reduced scheme and D an ef-
fective Weil divisor. There is a unique largest open subscheme Xcar

D � X, called the
Cartier locus of D, such that the restriction of D to Xcar

D is Cartier. The complement
X n Xcar

D is the non-Cartier locus of D. A point x 2 X is a non-Cartier center of X if
there is a Weil divisor D such that x is the generic point of an irreducible component
of the non-Cartier locus of D.

For example, let X = (xy = 0) � A3
xyz and set Dc := (x = z � c = 0). Its non-Cartier

locus is the point (x = y = z � c = 0). Thus every closed point of the z-axis is a non-
Cartier center of X. The generic point of the z-axis is also a non-Cartier center of X
for the divisor (x = y = 0).

In direct analogy one can define the notions of Q-Cartier locus and non–Q-Cartier
center.

The next result of [BGS11, 6.7] shows that the situation is quite different for
normal varieties. (Note that [BGS11] works over an algebraically closed field, but
this is not necessary.)
Theorem 10.3.20. A geometrically normal variety has only finitely many non-Cartier
or non–Q-Cartier centers.

Proof. We may assume that X is proper and irreducible. Let U � X be an open subset
such that X has only finitely many non–(Q-)Cartier centers in U . We show that there
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is a strictly larger open subset U ( U 0 � X such that X has only finitely many non–
(Q-)Cartier centers in U 0. We can start with the smooth locus U = Xsm, since it is
disjoint from every non–(Q-)Cartier center. Noetherian induction then gives that X
has only finitely many non–(Q-)Cartier centers.

Let Z � X n U be an irreducible component. By (10.3.21) there is a dense, open
subset Z0 � Z such that if a Weil divisor D is (Q-)Cartier at the generic point gZ 2 Z
then it is (Q-)Cartier along Z0. We may assume that Z0 is disjoint from every other
irreducible component of X n U . Then U 0 := U [ Z0 is open in X and gZ is the only
possible new non–(Q-)Cartier center in U 0. �

Lemma 10.3.21. Let X be a normal, proper variety over an algebraically closed field
and Z � X an irreducible subvariety. Then there is a dense, open subset Z0 � Z such
that the following holds.

Let D be a Weil divisor that is (Q-)Cartier at the generic point gZ 2 Z. Then it is
(Q-)Cartier everywhere along Z0.

Proof. As in (10.3.6), let Cl(X, gZ) � Cl(X) be the subgroup of those divisors that are
Cartier at the generic point of Z and Cl�(X, gZ) � Cl�(X) the identity component.

As we noted in (10.3.6), the quotient Cl(X, gZ)/Cl�(X, gZ) is finitely generated; say
by the divisors Di. There is a dense, open subset Z0

1 � Z such that every Di is Cartier
along Z0

1 , hence the same holds for every linear combination of the Di.
Next we show that there is a dense, open subset Z0

2 � Z such that every divisor in
Cl�(X, gZ) is Cartier along Z0

2 . Consider the Albanese map albX;Z : X 99K Alb(X,Z).
By (10.3.16) it is defined at gZ , hence on a dense, open subset Z0

2 � Z. By (10.3.17),
Cl�(X, gZ) is the pull-back of Pic�

(
Alb(X, gZ)

)
, hence every member of Cl�(X, gZ) is

locally free along Z0
2 . Finally Z0 = Z0

1 \ Z0
2 is the dense, open subset that we need.

If D is Q-Cartier at gZ then mD is Cartier at gZ for some m > 0, hence D is Q-
Cartier along Z0 by the previous results. �

Definition 10.3.22 (Maximal relative factorial open subset). Let X be a normal va-
riety over a perfect field and Z � X a closed subset. Let fwi 2 X : i 2 Ig be those
non-Cartier centers of X whose closure does not contain any irreducible component
of Z. Then
(10.3.22.1) Fact(Z � X) := Z n [iwi
is the unique largest dense open subset Z� � Z such that if a Weil divisor D is Cartier
at some point of each irreducible component of Z then it is Cartier everywhere along
Z�. We call Fact(Z � X) the maximal relative factorial open subset of X along Z.
The maximal factorial open subset of X along X is the largest factorial open subset
X� � X considered in (3.2.3).
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10.4. Commutative algebraic groups

By an algebraic group we mean a finite type group scheme over a field. Such a
group scheme is called a linear algebraic group if it is, in addition, affine.

10.4.1 (Structure of commutative algebraic groups). Let A denote a commutative al-
gebraic group over a perfect field k, A� � A the identity component and Alin � A the
largest connected linear algebraic subgroup. Then A/A� is a finite étale group scheme
and A�/Alin is an Abelian variety. This is a consequence of the Barsotti-Chevalley
theorem [Mil17, Theorem 8.27].

Let Aunip � Alin be the largest unipotent subgroup and Ator � Alin the largest
subgroup of multiplicative type. By [Mil17, Theorem 16.13 (b)] we have

Alin = Aunip � Ator.

If A is furthermore assumed reduced, and hence smooth since k is perfect, then Ator

is a torus (that is, isomorphic to Gr
m over ksep for some r).

A reduced algebraic group A is called semi-Abelian if Aunip = 0.
Let Aprop � A denote the largest proper, connected subgroup. Then Aprop \ Alin is

finite but usually Aprop + Alin does not equal A.
See [Bor91], [Mil17, Chap.8] or [Bri17b] for details and proofs.

10.4.2 (Q-rank). For Abelian varieties, the Q-rank of A(k) is a subtle invariant of A
and k; see for example (7.5.3) and (7.5.5). By contrast the Q-rank of a linear algebraic
group is easy to compute.

(1) G(k) is torsion for every algebraic group G over a locally finite field k.
(2) U(k) is p1-torsion for every unipotent algebraic group U over a field k of char-

acteristic p > 0.
(3) rankQ U(k) = dimU � deg(k/Q) for every unipotent algebraic group U over a

field k of characteristic 0.
(4) rankQ T (k) = 1 for every positive dimensional torus over a field that is not

locally finite.
Of these only the last claim is nontrivial. It was proved in (6.2.8).

10.4.3 (Jacobians of curves). Let C be a proper scheme of dimension 1 over a field k.
Then Pic�(C) is a called the Jacobian or generalized Jacobian of C and denoted by
Jac(C).

Let Cwn ! C denote the weak normalization and C ! Cwn ! C the normalization.
Pullback induces maps

Jac(C)! Jac(Cwn)! Jac(C).

The kernel of Jac(C) ! Jac(Cwn) is Jac(C)unip and the kernel of Jac(C) ! Jac(C) is
Jac(C)lin. Thus 10.4.2 gives the following.

(1) If k is locally finite then Jac(C)(k) is torsion.
(2) If char k > 0 but k is not locally finite and C is geometrically integral, then

Jac(C)(k) is torsion if and only if C is rational and Cwn = C.
(3) If char k = 0 then Jac(C)(k) is torsion if and only if h1(C,OC) = 0. This implies

that every irreducible component of Ck is smooth and rational.
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10.4.4. Let P be a 0-cycle on a smooth algebraic group A and write Pk = [imi[pi]. Set

(10.4.4.1) trA P :=
∑

imi[pi] (summation in A).

Note that trA P 2 A(k). (When the residue field is inseparable over k, this uses the
fact that the multiplication by p map on A always factors through Frobenius.) If A is
the additive group Ga then this is the usual trace, but for the multiplicative group Gm

this is the norm. Since we usually use additive notation, trace seems a better choice.
For Z � A set

(10.4.4.2) trA Z := ftrA P : P is a 0-cycle on Zg.
Let C be a smooth, projective curve. There is a natural embedding j : C ↪! Jac1(C) �
Pic(C). If P is a 0-cycle on C then

(10.4.4.3) trPic(C)

(
j(P )

)
= [OC(P )] 2 JacdegP (C).

The following is a restatement of [Bri17a, 4.9].
Lemma 10.4.5. The association A 7! A(k)
Q defines an exact functor on the category
of commutative algebraic groups.

Proof. The only nontrivial claim is that if g : A ! B is a dominant morphism then
g(k) : A(k)! B(k) is surjective modulo torsion. To see this pick b 2 B(k) and let P be
a 0-cycle on the fiber Ab. Then trA P 2 A(k) and g(trA P ) = degP � b. �

The multiplicative group of Artin algebras

10.4.6. Let A be an Artinian k-algebra. The group of units A� is the k-points of a
commutative algebraic group RA

k Gm called the Weil restriction of Gm from A to k. The
algebraic group RA

k Gm represents the pushforward (in the sense of big étale sheaves)
f�Gm of the multiplicative group along the morphism f : Spec(A) ! Spec(k). More
concretely we have(

RA
k Gm

)
(B) = (A
k B)� for a k-algebra B.

Note that dim RA
k Gm = dimk A.

For example, if K/k is a field extension of degree n, choose a basis ei 2 K. As a
variety, RK

k Gm is An n
(
normK=k(

∑
xiei) = 0

)
.

10.4.7. Let (A,m) be a local, Artinian k algebra with residue field K = A/m. There is
an exact sequence

(10.4.7.1) 1! U ! A� ! K� ! 1,

where the map a 7! 1 + a identifies m with U . Note that a 7! 1 + a is a group isomor-
phism if m2 = 0 but not otherwise. In characteristic 0 one can correct this by taking
a 7! exp(a). We will think of (10.4.7.1) as the k-points of an exact sequence of algebraic
k-groups

(10.4.7.2) 1! U ! RA
k Gm ! RK

k Gm ! 1,

where U is a unipotent group. In positive characteristic the algebraic groups (m,+)
and (U, �) need not be isomorphic.

We also use the following variant of Hensel’s lemma.
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Claim 10.4.8. Let k � k0 � K be a subfield that is separable over k. Then there is a
unique lifting k0 ! A.

Combining the above with the previous discussion on algebraic groups yield the
following lemmas.
Lemma 10.4.9. Let k be a field and A ! B a homomorphism of Artin k-algebras.
Then coker[A� ! B�] is torsion if and only if one of the following holds.

(1) A! B is surjective.
(2) char k > 0 and B/

p
0 is purely inseparable over A/

p
0.

(3) k is locally finite.
Moreover, coker[A� ! B�] has finite Q-rank in one additional case:

(4) deg(k/Q) <1 and A/
p

0! B/
p

0 is surjective. �

Lemma 10.4.10. Let k be a field and A ! B a homomorphism of Artin k-algebras.
Then ker[A� ! B�] is torsion if and only if one of the following holds.

(1) A! B is injective.
(2) char k > 0 and A/

p
0! B/

p
0 is injective.

(3) k is locally finite.
Moreover, ker[A� ! B�] has finite Q-rank in one additional case:

(4) deg(k/Q) <1 and A/
p

0! B/
p

0 is injective. �

Much of the following is proved in [CTGW96].
Lemma 10.4.11. Let k be a field that is not locally finite. Let A � k be a finite, reduced
k-algebra. Let k � L1, L2 � A be subfields. The following are equivalent.

(1) A�/(L�1 � L�2 ) is torsion.
(2) A�/(L�1 � L�2 ) has finite Q-rank.
(3) A is a field and A/Li is purely inseparable for some i = 1, 2.

Proof. If A/Li is purely inseparable then Aq � Li for some power q of char k, hence
A�/L�i is torsion. This proves (3)) (1) and (1)) (2) is clear.

Assume (2). We may replace A by its maximal separable subalgebra. Thus assume
that A/k is separable. If A = Li for some i then we are done. Otherwise dimk A =
dimLi

A � dimk Li � 2 dimk Li.
If B is a reduced, separable k-algebra, then B� is identified with the k-points of

the k-torus RB
k Gm. Thus L�1 � L�2 ! A� can be viewed as the k-points of a morphism

of k-tori
µ : RL1

k Gm �RL2
k Gm�!RA

k Gm.

Both of the Li contain k, thus
dimk Im(µ) � dimk L1 + dimk L2 � 1 < dimA.

Thus coker(µ) is a positive dimensional k-torus, hence rankQ
(
coker(µ)(k)

)
= 1 by

(10.4.2 (4)). Finally (10.4.5) shows that
rankQ

(
A�/(L�1 � L�2 )

)
= rankQ

(
coker(µ)(k)

)
=1.

�
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(�)lin, maximal connected linear algebraic
subgroup, 183

(�)prop, maximal proper connected subgroup,
183

(�)tor, maximal subgroup of multiplicative
type, 183

(�)unip, maximal unipotent subgroup, 183
D1 �s D2, linear similarity for Weil divisors,

130
Xcar

D , Cartier locus, 181
�, linear equivalence of divisors, 123
�sa, linear similarity, 123

Albgr(X), Albanese variety, 178
Alb(X), classical Albanese variety, 178
Alb(X,Σ), Albanese variety with respect to Σ,

180

BH(k), Bertini-Hilber dimension of k, 135

Chow1
d(X/S), Chow variety, 84

Cl(X,Σ), , Weil divisors Cartier along Σ, 177
Cl◦(X), divisors alg. eq. to 0, 176
Cl◦(X,Σ), identity component of Cl(Xk,Σk),

177
CL(k), set of curves with ample line bundle

over k, 148
Cox(X,M), Cox ring with respect to a monoid,

130
Cox(X, jQDj), Cox ring with respect to monoid

defined by a divisor, 131
CX,A, category of constructible étale

A-modules, 155

d|D|(C), max intersection number of C with
member of pencil, 96

DP, category of divisorially proper varieties,
50

Div(X), divisors of X, 49

Fact(Z � X), maximal relative factorial open
subset, 182

Γ⊂B(Y,L), sections with support in B, 126
ΓB(Y,L), sections with support B, 126
genmin(g), generic minimum of function g, 97

Gr(1,P(V )), lines in P(V ), 25

H0(C,L, sZ), sections restriction to multiple of
sZ , 148

Hdef,B
n , set of lines which are definable or given

by B, 75
jHi,LCj, linear system with local conditions,

168

jLjset, linear system as set, 21
jLjvar, linear system as projective variety, 21
jLj, discrete projective space, 21

µµ(P), proportion in P using sup, 72
µµ(P), proportion in P, 72

NScl(X), Néron-Severi class group, 176
NScl(X,Σ), Néron-Severi class group Cartier

along Σ, 177

RK
k ( ), Weil restriction, 173

RW
V (D,L), monoids of sections with prescribed

support, 127
RW

V (D,L,m), image of sections with
prescribed support, 127

RA
k Gm, Weil restriction, 184

ρ(X), Picard number, 176
ρcl(X), class rank, 176

Sd, homogeneous degree d polynomials, 71
Σ(Y ), set of points of dimension 0, dimension 1

but not regular, or not S2, 126

T, category of divisorial structures, 51
τ(X), divisorial structure associated to scheme

X, 51
Tn1,n2 , sections giving definable lines, 75
trA Z, trace, 184

V (Z), definable subspace associated to Z, 55

WDiv(X,Σ), Weil divisors Cartier along Σ, 177

X(1), codimension 1 points of X, 51

(Z � jDj), intersection number of Z with
member of pencil, 92
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abelian variety, 175
absolutely scip with finite defect, 110
admissible collection of elements, 33
Albanese map, 180
Albanese variety, 178
algebraic group, 183
algebraic pencil of divisors, 86
ample degree function, 95
ample t-pencil, 94
ample-ci, 171
ample-sci, 171
anti–Mordell-Weil field, 118

base locus of local conditions, 168
base locus of pencil, 86
base locus of t-pencil, 94
Bertini-Hilbert dimension, 135

Cartier locus, 181
category of divisorially proper varieties, 50
Chow variety, 84
class rank, 176
classical Albanese variety, 178
compatible pencils, 97
complete H-intersection, 171
complete intersection, 171
complete intersection property, 160
composite pencil, 86

D–good, 33
definable projective space, 25
definable subspace, 55
degree function, 95
detects linear similarity, 131
dimension of definable projective space, 25
divisorial structure, 50
divisorially proper variety, 49

essential open subscheme, 54
exact modulo torsion, 175

fiber of pencil, 86
field-locally thin subset, 128

general position, t-pencil, 97
generalized Jacobian, 183

generically scip, 104, 111
geometric members of pencil, 86

H–isci, 171
H-ci, 171
Hilbertian field, 119

inherited by general complete
jHij-intersections, 167

irrational pencil, 86
irreducible-sci (isci), 171
isogeny, 175

Jacobian, 183

L-linked, 124, 136
L-linking is free, 137
L-linking is minimally restrictive, 140
L-linking on W2 determines L-linking on W1,

140
linear algebraic group, 183
linear pencil, 86
linearly similar, 87, 130
linked (topologically, directly), 136
local conditions, 168
locally finite field, 118

maximal factorial open subset, 53
maximal relative factorial open subset, 182
members of pencil, 86
mobile linear system, 87
mobile pencil, 87
Mordell-Weil field, 118

Néron-Severi class group, 176
Néron-Severi group, 176
Noetherian topology, 160
non-Cartier center, 181
non-Cartier locus, 181
non-composite pencil, 86
non–Q-Cartier center, 181
numerically equivalent Q-Cartier divisors, 96
numerically equivalent 1-cycles, 96
numerically similar, 87

pencil of divisors, 86
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Picard group, 176
Picard number, 176
positive complete intersection property, 160

Q-Cartier locus, 181
Q–Mordell-Weil field, 118

rational pencil, 86
recognizable scheme, 155

scip, 104, 110
scip with defect, 108
scip with finite defect, 108
semi-Abelian, 183
set-theoretic complete intersection, 171
simple abelian variety, 175
stably dense, 130
sweep, 25

t-pencil, 93
thin, 128
true member, 98

variety over a field K, 20

weakly Hilbertian field, 148
Weil restriction, 184
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