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Introduction

The aim of these lectures was to give an overview of some combinatorial, symmetric-
function theoretic, and representation-theoretic developments during the last several years
in the theory of Hall-Littlewood and Macdonald polynomials. The motivating problem for
all these developments was Macdonald’s 1988 positivity conjecture [20, 21]. The positivity
conjecture asserts that certain polynomials have non-negative integer coefficients, and so it
naturally raised the question of how to understand Macdonald polynomials combinatorially.
This question remains open, even after the proof of the positivity conjecture in [16], using
methods from algebraic geometry. The latest developments, which will be discussed at the
end of these notes, for the first time promise progress on the combinatorial side of the
problem.

The lectures start with basics and proceed towards a discussion of the most recent combi-
natorial advances. Along the way, I have taken as my central topic the q and q, t-analogs of
classical combinatorial themes such as Catalan numbers, enumeration of trees and parking
functions, and Lagrange inversion. The surprising connection between these themes and the
theory of Macdonald polynomials was one of the most beautiful discoveries to emerge from
work on the positivity conjecture. This topic also serves nicely to motivate the combinatorial
conjectures discussed in the final lecture.

The subject as a whole has grown far beyond what can be covered in a series of intro-
ductory lectures. Omitted entirely are the algebraic geometrical aspects [2, 14, 16, 17].
Also omitted is a treatment of the full list of other quantities, not quite so immediately con-
nected with classical enumeration, which are also expressed by formulas involving Macdonald
polynomials, and are known or conjectured to be Schur-positive, for which combinatorial in-
terpretations are still sought [1]. Yet another direction not touched on here is the link with
representation theory of Cherednik algebras and their degenerations [4, 5, 10, 11]. A more
advanced but less up-to-date survey of some of these topics can be found in [18].

My heartfelt thanks go to Alexander Woo, who conducted discussion and exercise sessions
associated with the lectures and did most of the work in preparing these notes. In the
process he greatly improved the exposition, worked out missing details, and took pains to
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Figure 1. Young diagram for λ = (542)
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Figure 2. SSYT of shape λ = (542) and content µ = (33221)

clarify those points which proved most troublesome for students in the discussion sections.
Credit for whatever good qualities the following notes may possess is mostly due to him.

–M.H.

1. Kostka numbers and q-analogs

1.1. Definition of Kostka numbers. Let n be a nonnegative integer. A partition of n
is a non-decreasing sequence of nonnegative integers λ = (λ1 ≥ λ2 ≥ · · · ≥ λl) such that
n = λ1 + λ2 + · · ·+ λl. The number n is known as the size of λ and denoted |λ|. Assuming
we have written λ so that λl 6= 0, the number l is the length of λ and denoted l(λ).

We can associate to any partition a pictorial representation called the Young diagram,
or sometimes the Ferrers diagram. It consists of boxes (i, j) in the first quadrant such
that j < λi+1. For example, the Young diagram for the partition λ = (5, 4, 2) is in Figure 1.
Note the standard convention in the literature, which we follow, is that boxes are labelled
(row, column) as in upside-down matrix coordinates.

To keep notation simple, we will frequently write λ to indicate its diagram when there is
no possibility of confusion.

A semistandard Young Tableaux (abbreviated SSYT) of shape λ is a filling of the
boxes of the diagram of λ by positive integers, that is, a function T : diagram(λ) → Z>0, such
that rows are non-decreasing as one moves to the right, and columns are strictly increasing
as one moves up. For example, Figure 2 is a SSYT of shape (5, 4, 2).

The content µ of a tableau is the sequence µ1, . . . , µk with µi = #(T−1(i)). It is obviously
a composition of n (that is, a sequence µ1, . . . , µk of nonnegative integers such that their
sum is n). The SSYT in Figure 2 has content µ = (3, 3, 2, 2, 1).

The Kostka number Kλµ is then the number of SSYT of shape λ and content µ. Kostka
numbers (and, by extension, Young tableaux) have significance in the theory of symmetric
functions, and in the representation theory of Sn and of GLn. We will visit these interpreta-
tions of Kλµ in order.
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1.2. Kλµ in symmetric functions. We have the following lemma whose proof consists of
finding a simple bijection and is left as an exercise:

Lemma 1. Kλµ is independent of the order of the parts of µ.

This states that, for example, K(41),(221) = K(41),(212) = K(41),(122). Therefore, we can, and
by convention usually will, consider Kλµ only in the case where µ is a partition.

To an SSYT T , we can associate the monomial xT :=
∏

c∈λ xT (c) in Z[x1, x2, . . .] or
C[x1, x2, . . .]. In this product we have written c ∈ λ to indicate that c is a cell in the
diagram of λ. Now we can associate to each partition λ the Schur function

sλ =
∑

SSYT(λ)

xT .

By our definition, this is a “polynomial” in infinitely many variables, and, by Lemma 1, it is
symmetric. The Schur functions form a basis for the ring of symmetric functions. Although
they may seem unmotivated at first, in light of what follows, the Schur functions should
probably be considered the most natural basis for the ring of symmetric functions.

Perhaps the most obvious basis for the ring of symmetric functions consists of the mono-

mial symmetric functions, defined by

mµ = xµ1
1 x

µ2
2 · · ·xµk

k + all symmetric terms.

By our definition of sλ, we have

sλ =
∑

µ

Kλµmµ,

where the sum is taken over all partitions µ, or equivalently all partitions µ of size |λ|.

1.3. Sn representations. Let V be a finite dimensional Sn representation, that is, a finite
dimensional C-vector space with a linear action by Sn. For any partition µ of n, there is the
Young subgroup Sµ = Sµ1 × Sµ2 × · · · ×Sµk

⊆ Sn, where the Sµ1 factor permutes the first
µ1 letters, the Sµ2 factor permutes the µ1 + 1-th through µ1 + µ2-th letters, and so on. Now
let V Sµ denote the subspace of V fixed by every element of Sµ. Then there is a symmetric
function associated to V , called the Frobenius characteristic of V , defined by

FV (x) =
∑

|µ|=n

(dimV Sµ)mµ(x).

(This is not quite the usual definition of FV , as for example in [21, 22], but it can easily be
seen to be equivalent to the usual one.)

A representation is said to be irreducible if it has no proper sub-representations. By
a classical theorem of Maschke, any representation of a finite group (over C) splits as the
direct sum of irreducible representations. Therefore, it suffices to study the irreducible
representations. For Sn, we have the following theorem of Frobenius.

Theorem 1. The irreducible representations Vλ of Sn are determined up to isomorphism by
their Frobenius characteristics, and FVλ

(x) = sλ(x).
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Note that Frobenius characteristic is additive on direct sums, so this theorem essentially
describes the representation theory (over C) of Sn completely.

As examples, we have the two one-dimensional irreducible representations of Sn.

Example 1. Let V = C, with Sn acting trivially. (In other words, every element of Sn

acts as the identity.) Then dimV Sµ = 1 for every Sµ, so FV (x) =
∑

|µ|=n mµ(x). This

representation is clearly irreducible, so FV (x) = sλ(x) for some partition of n. Since the
partition (n) has the property that, for any µ of size n, there is exactly one SSYT of shape
(n) and content µ, we have FV (x) = s(n)(x).

Example 2. Now let V = C, but with Sn acting by sign. That is, let w ∈ Sn act by the
identity if w is an even permutation but by −1 if w is odd. Except for µ = (1, 1, . . . , 1) =
(1n), every Sµ has an odd permutation, so dimV Sµ = 0 except when µ = (1n). Therefore,
FV (x) = m(1n)(x). The unique partition λ which admits only one symmetry class of SSYT’s
of the given shape is λ = (1n), so FV (x) = s(1n)(x).

The symmetric functions associated with these examples have special importance and
therefore have their own names. The symmetric function s(n) is known as the complete

homogeneous symmetric function (of degree n) and is denoted hn. The symmetric
function s(1n) is known as the elementary symmetric function and is denoted en.

There is another interpretation of Kλµ in terms of the representation theory of Sn, which
we will only sketch briefly. Let Wµ be the set of words of content µ, that is, words with
µ1 1’s, µ2 2’s, and so on, and let Sn act on these words by permuting the positions of their
letters. Extending by linearity gives an Sn representation on C ·Wµ. Then we have that

Proposition 1.

FC·Wµ(x) =
∑

λ

Kλµsλ(x),

or, equivalently,

Wµ
∼=
⊕

λ

V
⊕Kλµ

λ .

This can be proven by identifying C ·Wµ with the induced representation C ↑Sn

Sµ
and using

Frobenius reciprocity.

1.4. GLn representations. Now we consider finite dimensional GLn representations. Here
we restrict ourselves to rational representations; that is, a representation V determines a
map ρ : GLn → GL(V ), and we require that we can find polynomials fij (in n2 variables)
such that for a matrix g, ρ(g) is the matrix 1/det(g)N [fij(g11, · · · , gnn)] for some nonnegative
integer N . If such polynomials exist with N ≤ 0, then V is a polynomial representation.

The 1-dimensional trivial representation is polynomial, with ρ(g) = [1], and the n-
dimensional defining representation is also polynomial, since ρ(g) = g. For a rational (resp.
polynomial) representation V , there are naturally defined rational (resp. polynomial) repre-

sentations on V ⊗k,
∧k V and SymkV .
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Both
∧k and Symk can be considered as operations which construct new representations

from existing ones. They have generalizations, one for each partition λ, called Schur func-

tors, and denoted Sλ. Given a representation V , SλV is defined as follows.
For any l, there is the natural inclusion

∧l V → V ⊗l given by v1 ∧ · · · ∧ vl 7→∑
σ∈Sl

sgn(σ)vσ(1) ⊗ · · · ⊗ vσ(l), and the natural surjection V ⊗l → SymlV given by v1 ⊗
· · · ⊗ vn 7→ v1 · · · vn. Note that these maps respect the GLn action, so they are maps not
only of vector spaces but also of GLn representations. Let T =

⊗
(i,j)∈λ V

(i,j), where each

V (i,j) is an isomorphic copy of V , so that T ∼= V ⊗|λ|.

Now we define the map i :
∧λ′

1 V ⊗ · · · ⊗
∧λ′

λ1 V → T by using the natural inclusion

given above to map the tensor factor
∧λ′

k to
⊗λ′

k

j=1 V
(j,k). Then define the map π : T →

Symλ1V ⊗· · ·⊗Symλl(λ)V by using the natural surjection to map
⊗λk

i=1 V
(k,i) to SymλkV , and

let φ = π ◦ i. Finally, SλV is defined to be im φ. In particular, for λ = (k), S (k) = Symk, and

for λ = (1k), S(1k) =
∧k. Since, assuming V is a rational (resp. polynomial) representation,

φ is a map of rational (resp. polynomial) GLn representations, SλV is also a rational (resp.
polynomial) representation.

For the remainder of this section let V be the n-dimensional defining representation, and
let V λ := SλV .

Theorem 2. (1) The representation V λ is irreducible, and every irreducible polynomial
representation of GLn is V λ for some λ.

(2) Let T ⊆ GLn denote the subgroup of (invertible) diagonal matrices, and let g(x) :=

x1 0

. . .
0 xn


 ∈ T . Then tr(V λ, g(x)) = sλ(x). Equivalently, there is a decompo-

sition of V λ, considered as a representation of T , into V λ =
⊕

µ(V
λ)µ, where g(x)

acts on (V λ)µ by multiplication by xµ, and dim(V λ)µ = Kλµ.

The most basic examples are λ = (k), in which case tr(SymkV, g(x)) = hk(x), and λ = (1k)

for k ≤ n, for which tr(
∧k V, g(x)) = ek(x).

1.5. The q-analog Kλµ(q). The aim of this section is to describe a q-analog of Kλµ known

as K̃λµ(q) and make some brief remarks about its properties. Here (algebraic) geometry
makes its appearance. For each partition µ, we will define a variety Yµ whose cohomology

ring will have a natural action of Sn. Then we will define K̃λµ(q) as the graded Frobenius
characteristic of this cohomology ring.

Let N be the set of nilpotent n × n matrices. This set can be given the structure of an
algebraic variety; nilpotent matrices are precisely the matrices X for which Xn = 0, and
the entries of Xn are polynomials in the entries of X, so N is defined as an affine variety in
Cn×n by the vanishing of these polynomials. The variety N is singular, so we would like to
understand it better by studying a smooth variety similar to it. More precisely, we would
like a resolution of singularities for N , that is, a variety Z along with a map π : Z → N ,
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with the properties that Z is smooth, and π is both projective and birational. (Birational
means that π is an isomorphism on an open dense set, and projective means that π can be
factored as some inclusion i : Z → N × Pk (for some k) followed by the usual projection
N × Pk → N .)

To construct Z, we need the flag variety. A flag is a sequence of vector subspaces of
Cn denoted F• = 0 ⊆ F1 ⊆ F2 ⊆ · · · ⊆ Fn−1 ⊆ Cn, satisfying dimFi = i. The flag variety
contains, as a set, all flags in Cn; as a variety or manifold it is the quotient G/B where
G = GLn and B consists of the upper triangular matrices. Now we can let

Z = {(X,F•) ∈ N ×G/B : XFi ⊆ Fi−1 for all i} ,

with the map π being the projection onto the first factor.
Now we show that Z is smooth. Let ψ : Z → G/B be the projection onto

the second factor, and let E• be the standard flag, that is, the flag with Ei = C ·
{e1, . . . , ei}, where {e1, . . . , en} is the standard basis of Cn. The fiber ψ−1(E•) is given
by ψ−1(E•) = {(X,E•) : X is upper triangular}, so ψ−1(E•) is a

(
n
2

)
-dimensional vec-

tor space. Moreover, for any flag F•, F• = gE• for some g ∈ G, and ψ−1(F•) =
{(gXg−1, F•) : X is upper triangular}, also a vector space of dimension

(
n
2

)
. This makes

Z into a vector bundle over G/B; since G/B is smooth, Z must also be smooth. (Techni-
cally we also need to check that Z is locally trivial over G/B, but this is also easy to check
using the group action.)

The map π is projective because G/B is a projective variety. Also, for anyX whose Jordan
form has only one Jordan block, π−1(X) consists of a single flag, so, as these matrices X
form an open dense subset of N , π is birational.

Now let G act on N by conjugation; that is, g · X := gXg−1 for g ∈ G and X ∈ N .
Let µ be a partition. Let Mµ be the nilpotent Jordan matrix with Jordan blocks of size
µ1, µ2, · · · , µk, and Oµ = GLn ·Mµ. These orbits cover all of N , since every matrix has a
Jordan form and we can conjugate by permutation matrices to rearrange the Jordan blocks
so that their sizes are in non-increasing order. We have a corresponding action on Z by
g · (X,F•) := (gXg−1, gF•), so the fibers of π over points in the same G orbit are isomorphic.
Let Yµ = π−1(P ) for some point P ∈ Oµ. (We will only be interested in isomorphism
invariants of Yµ, so the choice of point is irrelevant.)

For example, for µ = (n), Y(n) is a single point, as already stated above. At the other
extreme, when X is the zero matrix, (X,F•) ∈ Z for every F•, so for µ = (1n), Y(1n)

∼= G/B.
The following theorem allows what we will consider the definition of Kλµ(q).

Theorem 3. (1) The natural map H∗(G/B,C) → H∗(Yµ,C) is surjective.
(2) There are geometrically defined Sn actions on H∗(G/B,C) and H∗(Yµ,C) such that

the above map is Sn-equivariant.

(3) H∗(Yµ,C) ∼= C ·Wµ
∼=
⊕

λ V
⊕Kλµ

λ as Sn-representations.

Now we define K̃λµ(q) by

K̃λµ(q) =
∑

i

K
(i)
λµq

i,
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where K
(i)
λµ is defined by

H2i(Yµ,C) ∼=Sn

⊕
V

⊕K
(i)
λµ

λ .

(The original definition of Kλµ(q) is related to K̃λµ(q) by Kλµ(q) = qNK̃λµ(q−1), where N is

a positive integer depending on µ. The K̃λµ(q) appear to be somewhat more natural so we
will be using this form throughout the lectures.)

From the definition and part 3 of the theorem, it is clear that K̃λµ(1) = Kλµ, and that

K̃λµ(q) is a polynomial with positive integer coefficients, but it is not so clear how to compute

K̃λµ(q). We will see later a formula of Shoji and Lusztig for K̃λµ(q), but it will be a rational

expression from which it is not obvious that K̃λµ is a polynomial, much less one with positive
coefficients.

However, there is a combinatorial definition due to Lascoux and Schützenberger which
gives K̃λµ(q) =

∑
T∈SSYT(λ,µ) q

cc(T ), where the co-charge cc(T ) is a certain rather subtle
combinatorial statistic on tableaux. Somewhat unsatisfactorily, the proofs that the two
definitions are equivalent rely on showing that they both satisfy initial conditions and recur-
rence relations which are sufficient to determine K̃λµ(q). A better proof would explain this
equivalence by explicitly finding a basis of H∗(Yµ,C) indexed by tableaux whose co-charge
is equal to the cohomology degree of the basis element, with the Sn action on the cohomol-
ogy ring closely related to the Sn action on the corresponding tableaux. However, no such
conceptually satisfactory proof is yet known.

1.6. Exercises.

(1) Prove Lemma 1.
(2) Define hµ(x) := hµ1(x)hµ2(x) · · ·hµl(µ)

(x). Show that FC·Wµ(x) = hµ(x). Deduce

that hµ(x) =
∑

λKλµsλ.
(3) Find a basis and weight space decomposition of V λ (the GLn representation) for

λ = (2, 1k−2).
(4) Let V = Cn = C · {e1, . . . , en} be the defining representation of Sn, that is, with the

action w · ei = ew(i). Decompose V into irreducibles and FV (x) into Schur functions,
corresponding to your decomposition of V .

2. Catalan numbers, Trees, Lagrange Inversion, and their q-analogs

2.1. Catalan numbers. The Catalan numbers Cn are known to count many different com-
binatorial objects, but for the sake of brevity we will only mention a small number which
will be important for these lectures.

Let w be a string consisting of n left parentheses “(” and n right parentheses “)”. The
string w is proper if it makes sense as a parenthesization of something, that is, if, reading
from left to right, one has encountered at every point at least as many left parentheses as
right parentheses.
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Figure 3. Dyck path and partition corresponding to ()(()())

Figure 4. Partitions counted by C2 and C3

To every proper parentheses string we can associate a Dyck path, that is, a lattice path
from (0, n) to (n, 0) (using Cartesian coordinates) which always remains below (or on) the
line defined by x+ y = n. We do this by starting at (0, n) and, as we read a string w from
left to right, moving down by (0,−1) every time we encounter a “(” and moving to the right
by (1, 0) every time we encounter a “)”. By considering the Dyck path as the boundary of
the diagram of a partition, the set of Dyck paths is also equivalent to the set of partitions
λ ⊆ δ(n), where µ ⊆ ν for partitions µ and ν means that the diagram of µ fits inside the
diagram of ν (that is, µi ≤ νi for all i), and δ(n) is the partition (n− 1, n− 2, . . . , 1, 0).

For example, the above bijections associate the word “()(()())” with the Dyck path in
Figure 3 and the partition (2, 1, 1).

The Catalan numbers Cn can then be defined as the number of proper parentheses
strings (of n left and n right parentheses), or equivalently the number of Dyck paths from
(0, n) to (n, 0), or equivalently the number of partitions inside δ(n). We have C0 = C1 = 1,
C2 = 2, and C3 = 5, as demonstrated by the Figure 4.

As is frequently useful in combinatorics, we can try to calculate or get a formula for Cn

by using a generating function. In this case, this means a power series C(x) defined by
C(x) :=

∑
n Cnx

n.
Given a proper parentheses string, the initial “(” matches with some “)”, and between

those parentheses is a proper parenthesization of some length k, while after the specified
“)” is another proper parentheses string of length n − 1 − k. In other words, a non-empty
proper parentheses string looks like (A)B, where A and B are respectively parentheses
strings of length k and n − 1 − k. Therefore, the Catalan numbers satisfy the recurrence
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Figure 5. Construction of a rooted tree from a rooted forest

Cn =
∑n−1

k=0 CkCn−1−k. In terms of the generating function, we have

C(x) = 1 + xC(x)2.

We can get a formula for Cn by solving for C(x) and using the binomial theorem, but we
will instead get one by using Lagrange inversion later in this lecture. For now, note that our
equation can be rewritten as

xC(x)(1− xC(x)) = x,

or equivalently F1(x) ◦ (xC(x)) = x, where ◦ denotes functional composition and F1(x) =
x(1 − x). In other words, F1(x) and xC(x) are compositional inverses.

2.2. Rooted trees. A tree is a connected graph with no cycles, and a labelled tree is a
tree whose vertices are assigned distinct labels. A rooted tree is a tree in which one vertex
is distinguished and designated as the root. Let tn be the number of labelled rooted trees
with vertex set {1, 2, . . . , n}, with t0 = 0 by convention. A rooted forest is a graph with
labelled vertices and no cycles where each connected component has a vertex designated as
the root. Note that the number of rooted forests on n vertices is the same as the number of
unrooted trees with vertex set {0, . . . , n}, which is tn+1/(n+1); this is because, as illustrated
in Figure 5, for any rooted forest we can construct a tree by creating a new vertex labelled
0 and adding an edge between 0 and each root, and conversely given a tree with vertex set
{0, . . . , n} we can construct a labelled rooted forest by removing the vertex 0 and calling
each vertex formerly attached to 0 the root of its connected component.

As with Catalan numbers, we can form a generating series, but in this case it will be more
convenient to form the exponential generating series T (x) =

∑
n tnx

n/n!. This allows us
to use the Exponential Formula [22, Cor. 5.1.6] to relate the generating series for the number
of rooted trees and the number of rooted forests, so that, if hn = tn+1/(n+ 1) is the number
of rooted labelled forests and H(x) =

∑
n hnx

n/n!, we have H(x) = eT (x). Therefore,

eT (x) =
∑

n

tn+1

n+ 1

xn

n!
=
∑

n

tn+1
xn

(n + 1)!
=
T (x)

x
.
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Then T (x)e−T (x) = x so F2(x) = xe−x is the compositional inverse of T (x).

2.3. The Lagrange inversion formula. Given these examples, it would be nice to have a
formula which, given a power series, calculates the coefficients of its compositional inverse.
The Lagrange inversion formula exactly fulfills this need.

Theorem 4. Let E(x) =
∑

n enx
n and K(x) =

∑
n knx

n be power series, with e0 = k0 = 1.
Then

x

E(x)
◦ (xK(x)) = x

if and only if

kn =
1

n+ 1
[xn]E(x)n+1.

Here and below the symbol [xn] denotes the coefficient of xn in the quantity that follows.
We will later prove Theorem 4 as a special case of a q-Lagrange inversion theorem. A direct
proof can be found, for example, in [22, Thm 5.4.2].

Let us use this theorem to calculate explicit formulas for Cn and tn.
To solve for Cn, let E(x) = 1/(1 − x). Then x/E(x) = F1(x), so

x

E(x)
◦ (xC(x)) = x.

Applying the Lagrange inversion theorem,

Cn =
1

n − 1
[xn]

1

(1 − x)n+1
=

1

n− 1

((
n+ 1

n

))
=

1

n− 1

(
2n

n

)
.

It turns out to be slightly easier to solve for hn, the number of rooted forests. If we let
E(x) = ex, then x/E(x) = F2(x), and

x

E(x)
◦ (xH(x)) = x.

Once again applying Lagrange inversion,

hn

n!
=

1

n+ 1
[xn] e(n+1)x =

1

n+ 1

(n+ 1)n

n!
,

so hn = (n+ 1)n−1, and tn = nn−1.

2.4. q-analogs. The Catalan numbers have two q-analogs, but we will only be con-
cerned with the one originally defined by Carlitz and Riordan [3], defined by Cn(q) =∑

λ⊆δ(n) q
(n
2)−|λ|. This q-analog satisfies a recurrence as follows. We can separate all par-

titions λ ⊆ δ(n) into classes C
(k)
n for 0 ≤ k < n − 1 by putting λ in C

(k)
n if k is the smallest

number such that λn−k−1 = k + 1 = δ(n)n−k−1, and k = n− 1 if no such number exists. For

example, as illustrated in Figure 6, the partition (6, 4, 4, 1) ⊆ δ(7) belongs in C
(3)
7 . Now, for

λ ∈ C
(k)
n , let ν be the partition defined by νi = λn−k−1+i, and let ρ be the partition defined
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n = 7

q(
k
2)−|ν|

Figure 6. The q-Catalan recurrence illustrated for λ = (6, 4, 4, 1).

by ρi = λi − k − 1, for i, 1 ≤ i ≤ n − k − 1, as illustrated in Figure 6. Notice that ν ⊆ δk,
and ρ ⊆ δn−1−k. Furthermore,

(
n

2

)
− |λ| = (k +

(
k

2

)
− |ν|) + (

(
n − 1 − k

2

)
− |ρ|),

so we have the recurrence

Cn(q) =
n−1∑

k=0

qkCk(q)Cn−1−k(q).

Now we turn to a q-analog of hn = (n + 1)n−1. It is possible to give a statistic on
rooted labelled forests that produces this q-analog, but it will be more convenient for us
to define this q-analog later using parking functions. A parking function is a function
f : {1, . . . , n} → {1, . . . , n} such that #f−1({1, . . . , k}) ≥ k for all k ∈ {1, . . . , n}. (The
name comes from the following description. Suppose we have n parking spaces on a one way
street, labelled in order, and n cars. The cars arrive at the street in order, and each car k
immediately goes to its preferred parking space f(k). If it is already filled by a previous car,
then it keeps going and parks in the first empty space. The condition above is then satisfied
if and only if every car successfully finds a parking space without having to enter the street a
second time.) Denote the set of parking functions for n cars by PF(n) The symmetric group
Sn acts on PF(n) by w · f = f ◦ w−1 for w ∈ Sn and f ∈ PF(n).

We can represent a parking function by a tableaux of skew shape (λ+ (1n))/λ for some
partition λ, that is a filling of the boxes in λ+(1n) but not in λ, strictly increasing in columns
and weakly increasing in rows (although in this case there are no relevant rows) as usual.

Let f̃ be f sorted into non-increasing order; in other words, we want f̃ = w · f for some w

such that f̃(i) ≥ f̃ (i+1) for all i, 1 ≤ i ≤ n−1. Now we specify λ by requiring λi = f̃(i)−1.
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1

5

3

6

4

2

Figure 7. Tableau associated with the parking function f(2) = f(4) =
f(6) = 1, f(3) = 3, f(1) = f(5) = 4

Note that the requirement that f (or f̃) be a parking function is equivalent to requiring that
λ ⊆ δ(n). Now the j-th column in (λ + (1n))/λ will have f−1(j) many open boxes to fill,
and we fill them with the elements of f−1(j) in increasing order. Figure 7 shows the tableau
associated with the parking function f(2) = f(4) = f(6) = 1, f(3) = 3, f(1) = f(5) = 4.
The content of this tableaux is always (1n).

Note that
(

n
2

)
− |λ| =

∑n
i=1 i −

∑n
i=1 f(i), and we will denote this quantity as wt(f).

(This quantity is sometimes known as the “frustration factor” of the parking function since
it counts the sum total of how far drivers park from their preferred space.) Let Pn(q) :=∑

f∈PF(n) q
wt(f). Counting parking functions according to the partition representing them,

we get that

Pn(q) =
∑

λ⊆δ(n)

q(
n
2)−|λ|

(
n

α0, α1, · · · , αn−1

)
,

where αi is the number of parts of λ of size i (adding parts of 0 if necessary so that λ has

exactly n parts; that is, α0 = n −
∑n−1

i=1 αi).

2.5. q-Lagrange inversion. To understand the above q-analogs better, we will give a q-
analog of Lagrange inversion. Of course, for q-Lagrange inversion to make sense, we first
have to define a q-analog of functional composition. The relevant definition is due to Garsia
and Gessel independently [8, 9].

Definition 1. Let F (x) =
∑

n fnx
n and G(x) =

∑
n gnx

n be power series with g0 = 0.
Then the q-composition of F (x) and G(x), denoted F (x) ◦q G(x), is defined to be∑

n fnG(qn−1x)G(qn−2x) · · ·G(qx)G(x).

Note that, if we substitute q = 1, we have F (x) ◦ G(x) =
∑

n fnG(x)n, which is just
ordinary composition of functions. Now we have a theorem, due to Garsia [8], which states
that this setting gives a good q-analog of compositional inverses.

Theorem 5. We have

F (x) ◦q G(x) = x if and only if G(x) ◦q−1 F (x) = x.
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Furthermore, when the above holds,

(Ψ(x) ◦q G(x)) ◦q−1 F (x) = (Ψ(x) ◦q−1 F (x)) ◦q G(x) = Ψ(x) for all Ψ(x).

Proof. Suppose that F (x) ◦q G(x) = x. We will show that for any power series Ψ(x),
(Ψ(x) ◦q−1 F (x)) ◦q G(x) = Ψ(x). In other words, we will show that, if we define maps
π, φ : C(q)[[x]] → C(q)[[x]] by π : Ψ 7→ Ψ◦q−1F and φ : Ψ 7→ Ψ◦qG, φ◦π is the identity map.
Now, two power series are equal if and only if they are equal modulo xN for everyN , so we can
view π and ψ as countable sequences of maps of finite-dimensional vector spaces. Therefore, if
φ◦π is the identity, π◦φ is the identity, so, once we show that (Ψ(x)◦q−1F (x))◦qG(x) = Ψ(x),
we will have proven that (Ψ(x) ◦q G(x)) ◦q−1 F (x) = Ψ(x). Then the forward direction of
the first statement follows by Ψ(x) = x, which shows G(x) ◦q−1 F (x) = x, and the reverse
direction follows by substituting q−1 for q.

Now we show that (Ψ(x) ◦q−1 F (x)) ◦q G(x) = Ψ(x). First we need the following lemma
whose proof is straightforward from the definition of q-composition and left as an exercise.

Lemma 2.

(xF (x)) ◦q G(x) = G(x)(F (x) ◦q G(qx)) = G(x)(F (x) ◦q G(x))x7→qx.

Now, if F (x) ◦q G(x) = x, by applying the lemma we have (xF (x)) ◦q G(x) = G(x)qx, by
applying the lemma again we have (x2F (x)) ◦q G(x) = G(x)G(qx)q2x, and by applying the
lemma repeatedly we have

(xrF (x)) ◦q G(x) = G(x)G(qx) · · ·G(qr−1x)qrx.

Therefore, for all power series Φ(x) =
∑

n φnx
n,

(Φ(x)F (x)) ◦q G(x) =
∑

n

(φnx
nF (x)) ◦q G(x)

=
∑

n

φnxq
nG(qn−1x)G(qn−2x) · · ·G(qx)G(x)

= (Φ(qx) ◦q G(x))x.

Apply the above equation with Φ(x) = F (q−1x) to get

(F (q−1x)F (x)) ◦q G(x) = x2.

Then apply the equation with Φ(x) = F (q−2x)F (q−1x), and the last equation, to get

(F (q−2x)F (q−1x)F (x)) ◦q G(x) = x3.

By induction, we have

(F (q−(n−1)x) · · ·F (q−1x)F (x)) ◦q G(x) = xn.
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Therefore, for any power series Ψ(x) =
∑

n ψnx
n,

(Ψ(x) ◦q−1 F (x)) ◦q G(x) =
∑

n

ψn(F (q−(n−1)x) · · ·F (qx)F (x)) ◦q G(x)

=
∑

n

ψnx
n

= Ψ(x),

as desired. �

For usual functional composition, it turned out that it was easier to get the explicit
Lagrange inversion formula for the modified form

x

E(x)
◦ xK(x) = x,

or equivalently,
K(x) = E(x) ◦ xK(x),

was easier to solve for the coefficients. (The equivalence is obvious once one stops using the ◦
notation.) Similarly, for q-composition, it is easier to state the q-Lagrange inversion formula
for the following forms, whose equivalence is left as a (not so trivial) exercise.

Proposition 2.
x

E(x)
◦q xK(qx) = x

if and only if
K(x) = E(x) ◦q xK(x).

Now we are ready state the q-Lagrange inversion formula. It will not have a simple
algebraic form, but will instead be a combinatorial sum that relates to the q-analogs described
in section 2.4.

Theorem 6. Let E(x) =
∑

n enx
n and K(x) =

∑
n kn(q)xn be power series, with e0 =

k0(q) = 1. Then
x

E(x)
◦q (xK(qx)) = x

if and only if

kn(q) =
∑

λ∈δ(n)

q(
n

2)−|λ|eα0(λ)eα1(λ) · · · eαn−1(λ),

where αi(λ) is the number of parts of λ having size i, and α0 = n−
∑n−1

i=1 αi. (For example,
if n = 4 and λ = (3, 1, 1), then α1 = 2, α0 = α3 = 1, and α2 = 0.)

Proof. By Proposition 2,
x

E(x)
◦q xK(qx) = x

if and only if
K(x) = E(x) ◦q xK(x),
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and, expanding the second equation, we have the recurrence

kn(q) = [xn]
(
1 +

∑

r>0

erq
r−1xK(qr−1x) · · · qxK(qx)xK(x)

)

= [xn]
∑

r>0

erq
(r
2)xrK(qr−1x) · · ·K(qx)K(x)

=
∑

r>0

erq
(r

2)
[
xn−r

]
K(qr−1x) · · ·K(qx)K(x)

=
∑

r>0

erq
(r
2)

∑

m1+···+mr=n−r

∏

i

[xm
i ]K(qr−ix)

=
∑

r>0

erq(
r

2)
∑

m1+···+mr=n−r

∏

i

q(r−i)mikmi
(q)

=
∑

r>0

er

∑

m1+···+mr=n−r

q
P

i(mi+1)(r−i)
∏

i

kmi
(q)

It is clear that this recurrence has a unique solution (given the initial condition k0(q) = 1),
so we need to show that

kn(q) =
∑

λ∈δ(n)

q(
n
2)−|λ|eα0(λ)eα1(λ) · · · eαn−1(λ)

satisfies this recurrence.
As with the recurrence for the q-Catalan numbers, we will show this recurrence holds by

dividing the set of partitions λ ∈ δ(n) into classes. First put λ into the class K(r) where

r = n − l(λ). Now we further subdivide each class K(r) into classes K
(r)
(m1,...,mr), one for each

composition m1, . . . ,mr of n−r. For each λ ∈ K(r) and each i with 0 ≤ i ≤ r−1, let ni(λ) be
the largest number less than or equal to n− r such that λni

> n−ni− r+ i. (Recall that the
ni-th part of δ(n) has size n−ni, so ni is the highest row, not including the top r rows, with
fewer than r−i entries in δ(n)−λ.) Notice that, by definition, λn−r > 0 = n−(n−r)−r+0,
so n0 = n − r, and we set nr = 0 by convention. Now let mi(λ) = ni−1(λ) − ni(λ), and

place λ into K(r)
(m1,...,mr) accordingly; it is clear that m1, . . . ,mr will be a composition of n−r.

Figure 8 shows that (13, 10, 7, 7, 6, 2, 2, 1) is in K
(6)

(3,0,3,1,0,1) (for n = 14).

For each partition λ in K(r)
(m1,...,mr), and each i with 1 ≤ i ≤ r, we define partitions ν(i)(λ)

by letting ν
(i)
j (λ) = λni(λ)+j − λni−1(λ) for j such that 1 ≤ j ≤ mi. Now Figure 8 shows that

q(
n

2)−|λ|eα0(λ)eα1(λ) · · · eαn−1(λ) = q
P

i(mi+1)(r−i)+
P

i (
mi
2 )−|ν(i)(λ)|eα0(λ)

r∏

i=1

λni−1∏

j=λni−1

eαj(λ)

= erq
P

i(mi+1)(r−i)
∏

i

q(
mi
2 )−|ν(i)|eα0(ν(i)) · · · eαmi−1(ν(i)).
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q(
m3
2 )−|ν(3)|

q(m4+1)(r−4)

q(m5+1)(r−5)

n = 14

r = 6

ν(1) m1

m3

m4

m6

(m5 = 0)

(m2 = 0)

ν(3)

q(m1+1)(r−1)

q(m3+1)(r−3)

q(
m1
2 )−|ν(1)|

Figure 8. The q-Lagrange inversion recurrence illustrated for λ = (13, 10, 7, 7, 6, 2, 2, 1).

Therefore,

kn(q) =
∑

λ∈δ(n)

q(
n
2)−|λ|eα0(λ)eα1(λ) · · · eαn−1(λ)

=
∑

r

er

∑

m1+···+mr=n−r

q
P

i(mi+1)(r−i)
∑

λ∈K
(r)
(m1,...,mr )

∏

i

q(
mi
2 )−|ν(i)|eα0(ν(i)) · · · eαmi−1(ν(i))

=
∑

r>0

er

∑

m1+···+mr=n−r

q
P

i(mi+1)(r−i)
∏

i

kmi
(q),

which is the desired recurrence. �

We now relate q-Lagrange inversion to q-Catalan numbers and to parking functions
counted by frustration factor. Let E(x) = 1/(1 − x); then en = 1 for all n. We see
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that, by the above theorem,

C(x; q) :=
∑

n

Cn(q)xn =
∑

n


 ∑

λ∈δ(n)

q(
n
2)−|λ|


xn

is the specified solution to the q-Lagrange inversion problem x
E(x)

◦q xK(qx) = x, so we have

x(1 − x) ◦q xC(qx; q) = x.

As for parking functions, let E(x) = ex; then en = 1
n!

. Now,

n!kn(q) =
∑

λ∈δ(n)

q(
n
2)−|λ|

(
n

α0, α1, . . . , αn

)
= Pn(q),

so the exponential generating function P (x; q) =
∑

n Pn(q)xn/n! solves xe−x◦qxP (qx; q) = x.
In particular, this shows, by setting q = 1, that Pn(1) = (n + 1)n−1, or that the number of
parking functions for n cars is the same as the number of rooted forests on n vertices.

2.6. Exercises.

(1) Prove Lemma 2.
(2) Prove Proposition 2.
(3) Use Theorem 6 to prove Theorem 4 by setting q = 1. (Hint: First show that, if

(α0, . . . , αn) ∈ N satisfy α0 + · · · + αn = n, the sequence (α0, . . . , αn) has a unique
rotation (β0, . . . , βn) such that there is a partition λ ⊆ δ(n) with αi(λ) = βi for all
i.)

(4) Prove directly that there are (n+ 1)n−1 parking functions on {1, . . . , n}.
(5) Let Sn act on PF(n) as previously stated, and view C ·PF(n) as an Sn representation

graded by wt(f). Show that C · PF(n) is a direct sum of induced representations
C ↑Sn

Sµ
(which are respectively isomorphic to the representations C ·Wµ introduced

in Lecture 1) in which the generating function for the multiplicity of C ↑Sn

Sµ
in the

graded degrees is equal to the coefficient of eµ1 · · · eµk
in kn(q).

3. Macdonald polynomials

The Macdonald polynomials are a basis for the ring of symmetric functions over the base
field Q(q, t). This basis has a number of useful and interesting properties, but, unfortunately,
the polynomials are difficult to write out explicitly; indeed we will only have space to give
an abstract definition and a number of their important properties, mostly without proof.
These statements will require some notation and machinery, as well as motivation, from the
general theory of symmetric functions, which we will now proceed to explain in the first part
of this lecture.

Throughout this lecture, Λk denotes the ring of symmetric functions over the base field
(or occasionally base ring) k.
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3.1. Symmetric function bases and the involution ω. In the first lecture, we saw two
bases for the ring ΛQ, namely the monomial symmetric functions and the Schur functions.
We now proceed to define three more bases.

The complete homogeneous symmetric function hn is defined by hn :=
∑

|u|=n mµ =
s(n). In other words, hn is the sum of all the monomials of degree n. We can then define hµ

for all partitions µ by hµ := hµ1hµ2 · · ·hµk
. By Exercise 1.6(2), we have that hµ =

∑
λKλµsλ.

The elementary symmetric function en is defined by en := m(1n) = s(1n); it is the sum
of all square-free monomials of degree n. We define eµ similarly by eµ := eµ1 · · · eµk

.
Finally, the power sum symmetric function pn is defined by pn := m(n) =

∑
i x

n
i , with

pµ defined by pµ := pµ1 · · · pµk
.

As µ ranges over all partitions, the sets {hµ}, {eµ}, and {pµ} are all bases of ΛQ.
Let ω : ΛQ → ΛQ be the ring homomorphism sending en to hn; since the en are algebraically

independent and generate ΛQ, this map ω exists and is unique. Let λ′ denote the partition
conjugate to λ, that is, the partition whose diagram is the transpose of the diagram of λ. We
will see later that ω is in fact an involution, that ωsλ = sλ′, and that ωpk = (−1)kpk. In terms
of the representation theory of Sn, ω corresponds to tensoring by the sign representation.

3.2. Plethystic substitution. Let R be a ring, and designate some (possibly infinite) set
{a1, a2, . . .} of elements of R as indeterminates with the property that, for each k ∈ Z≥0,
there exists a ring homomorphism φk : R → R with φk(ai) = ak

i . Given A ∈ R and some
symmetric function f , we define f [A], the plethystic substitution of A into f , as follows.
First define pk[A] := φk(A). Then let pµ[A] := pµ1 [A]pµ2[A] · · ·pµl

[A]. Finally, since the
power sum symmetric functions are a basis for the ring of symmetric functions, we extend
linearly to all symmetric functions.

The most trivial example is as follows. Let R = C[x1, x2, . . .], and all xi be indeterminates.
Then for any symmetric function f , if X =

∑
i xi, f [X] = f(x). Less trivially, note that

pk[−X] = −pk(x) = (−1)kωpk(x). Therefore, for any symmetric function f homogeneous of
degree d, f [−X] = (−1)dωf(x).

It is customary to neglect to specify R and the set of indeterminates, and allow the set
of indeterminates to be all the variables appearing in the expression. The ring R then
will be the polynomial ring in the indeterminates, or the field of rational functions in the
indeterminates, or some other similar object such as the formal power series ring or Laurent
series ring in the indeterminates, subject to any relations we have imposed. If we do impose
any relations, we must be careful not to impose relations which make some φk no longer
well-defined; that is, if we impose some relation x(a1, a2, . . .) = y(a1, a2, . . .), we must take
care that φk(x(a1, a2, . . .)) = φk(y(a1, a2, . . .)) for every k.

For example, if t is an indeterminate,X is any expression in R, and f a symmetric function
homogeneous of degree d, f [tX] = tdf [X]. However, f [−X] = (−1)dωf [X] 6= (−1)df [X].
This is because t = −1 is not an allowable relation for an indeterminate t, since φk(−1) = −1
but φk(t) = td 6= −1 for k even.

However, if we take X = x1 + x2 + · · · for an infinite set of variables, then the pk[X] are
algebraically independent, so any plethystic equation which holds for X holds identically for
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any expression in place of X. The same is true if we have several independent infinite sets
of variables X, Y , Z, and so on.

3.3. The Cauchy Kernel and Hall Inner Product. Let Ω denote the Cauchy kernel,
which is the symmetric power series Ω :=

∑
n≥0 hn, so for X = x1 + x2 + · · · , Ω[X] =∑

n≥0 hn[X] =
∏

i 1/(1 − xi). Notice that, if we have Y = y1 + y2 + · · · as well, Ω[X +
Y ] = Ω[X]Ω[Y ], and since this identity holds with X and Y both sums of infinite sets of
variables, it holds for any X and Y . In particular, Ω[X]Ω[−X] = Ω[0] = 1, so Ω[−X] =∏

i(1 − xi) =
∑

n(−1)nen(x). Taking the degree n piece of this identity, we have hn[−X] =
(−1)nen[X], which shows that, for f a homogeneous symmetric function of degree d, ωf [X] =
(−1)df [−X].

Now we define the Hall inner product 〈·, ·〉 on symmetric functions by declaring that
〈hλ,mµ〉 = 0 if λ 6= µ, and 〈hµ,mµ〉 = 1. This inner product has the following interpretation
in terms of Ω.

Proposition 3. Two bases {uλ} and {vλ} are dual (with respect to the Hall inner product)
if and only if Ω[XY ] =

∑
λ uλ[X]vλ[Y ].

Proof. First we note that Ω[XY ] =
∏

i,j 1/(1 − xiyj) =
∏

i Ω[xiY ] =
∏

i

∑
n x

n
i hn[Y ] =∑

λmλ[X]hλ[Y ], and, by symmetry, Ω[XY ] =
∑

λ hλ[X]mλ[Y ]. (This is known as the first
Cauchy formula.)

Let 〈·, ·〉x denote the Hall inner product with respect to the x variables only. Then
〈mλ[X],Ω[XY ]〉x = 〈mλ[X], hλ[X]mλ[Y ]〉x = mλ[Y ], so by linearity, 〈f [X],Ω[XY ]〉x = f [Y ]
for all f . If Ω[XY ] =

∑
λ uλ[X]vλ[Y ], then 〈vλ[X],

∑
λ uλ[X]vλ[Y ]〉x = vλ[Y ], so {uλ} and

{vλ} are dual bases. Since the Hall inner product is non-degenerate, the only way to have
〈vλ[X], g[XY ]〉x = vλ[X] for all λ is to have g = Ω, which proves the reverse direction. �

It can be shown, for example by using the Robinson-Schensted-Knuth correspondence,
that Ω[XY ] =

∑
λ sλ[X]sλ[Y ], so the Schur functions are an orthonormal basis for ΛQ under

this inner product. Therefore, in terms of the representation theory of Sn, we therefore have
that dim(HomSn(V,W )) = 〈FV , FW 〉 for any two representations V and W .

Finally, note that ω is an isometry with respect to the Hall inner product. In other words,
〈ωf, ωg〉 = 〈f, g〉 for any symmetric functions f and g.

3.4. Dominance Ordering. The final definition we need is a partial order on partitions
known as dominance order. Being the only order relation we will use on partitions, we
will simply denote it by ≤. We say λ ≤ µ if λ1 + · · · + λk ≤ µ1 + · · · + µk for every positive
integer k.

Proposition 4. If µ 6≤ λ, then Kλµ = 0.

Proof. Let T be a SSYT of shape λ. Note that, for any k, any box of T with a label i < k must
occur in one of the first k rows. Therefore, if µ is the content of T , µ1+· · ·+µk ≤ λ1+· · ·+λk.
Since this holds for any k, we have that, ifKλµ 6= 0, then µ ≤ λ, proving the proposition. �
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We will also need the following proposition, whose (not entirely trivial) proof is left as an
exercise.

Proposition 5. λ ≤ µ iff λ′ ≤ µ′.

3.5. Definition of Macdonald polynomials. Now we are ready to define the Macdonald
polynomials and their predecessors, the Hall-Littlewood polynomials.

Theorem-Definition 1. The ring ΛQ(t) has a unique basis H̃µ(x; t) characterized by

(1) H̃µ(x; t) ∈ Q(t) {sλ|λ ≥ µ}

(2) H̃µ[X(1 − t); t] ∈ Q(t) {sλ|λ ≥ µ′}

(3) H̃µ[1; t] = 1.

These polynomials are known as the Hall-Littlewood polynomials. Moreover,

H̃µ(x; t) =
∑

λ K̃λµ(t)sλ(x), where the K̃λµ(t) are as in Lecture 1.

Theorem-Definition 2. The ring ΛQ(q,t) has a unique basis H̃µ(x; q, t) characterized by

(1) H̃µ[X(1 − q); q, t] ∈ Q(q, t) {sλ|λ ≥ µ}

(2) H̃µ[X(1 − t); q, t] ∈ Q(q, t) {sλ|λ ≥ µ′}

(3) H̃µ[1; q, t] = 1.

These polynomials are known as the Macdonald polynomials.

Now we can define a two variable q, t-analog of the Kostka numbers.

Definition 2. Since the Schur functions are a basis for ΛQ(q,t),

H̃µ(x; q, t) =
∑

λ

K̃λµ(q, t)sλ(x)

for some rational functions K̃λµ(q, t). These are the q, t-Kostka numbers.

We do not have time to give a complete proof of these theorems. We will however prove
uniqueness and give an indication of the main ingredients in the existence proof. Details can
be found in [15, 21].

Pick an arbitrary degree n, and suppose
{
H̃µ(x; q, t)

}
|µ|=n

and
{
H̃ ′

µ(x; q, t)
}
|µ|=n

are two

bases of the degree n part of ΛQ(q,t) characterized by the three given conditions. Order these
bases by choosing the same refinement of dominance order for both. Then there will be a
transition matrix, which we denote T , which tells us how to write elements of one basis with
respect to the other. Our goal is to show that T must be the identity matrix.

Define the operator Π(1−q) on ΛQ(q,t) by Π(1−q)f = f [X(1 − q)]. Also, define Π1/(1−q) by
Π1/(1−q)f = f [X/(1 − q)], and similarly define Π(1−t) and Π1/(1−t). By checking for f = pn,
we see that Π(1−q) and Π1/(1−q) are clearly inverse to each other, as are Π(1−t) and Π1/(1−t).

Now let P and P ′ be the transition matrices respectively expressing
{
H̃µ(x; q, t)

}
|µ|=n

and
{
H̃ ′

µ(x; q, t)
}
|µ|=n

in terms of the basis {sλ[X/(1 − q); q, t]}|λ|=n. By applying Π1/(1−q)
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to condition (1), we see that both P and P ′ are upper triangular. Therefore, T = P−1P ′

is upper triangular. Rewriting condition (2) as H̃µ[X(1 − q); q, t] ∈ Q(q, t) {sλ′|λ ≤ µ} and

applying Π1/(1−t), we have that the transition matrices expressing
{
H̃µ(x; q, t)

}
|µ|=n

and
{
H̃ ′

µ(x; q, t)
}
|µ|=n

in terms of the basis {sλ′[X/(1 − t); q, t]}|λ|=n are lower triangular, so T is

also lower triangular, and therefore diagonal. Condition (3) then forces T to be the identity.
Now we outline the ideas behind the existence proof. Let X = x1 + x2 + · · · as usual.

Define a linear operator ∆0 on ΛQ(q,t) by

∆0f = [u0](f [X + (1 − q)(1− t)u−1]Ω[−uX]),

and define the linear operator ∆ by

∆f =
f − ∆0f

(1 − q)(1− t)
.

The operator ∆ is known as the Macdonald operator, and the existence of Macdonald
polynomials is proved by showing that Π(1−q)∆Π1/(1−q) is upper triangular with respect to
{sλ}|λ|=n, with diagonal entries Bλ(q, t) :=

∑
(i,j)∈λ t

iqj =
∑

i t
i−1(1− qλi)/(1− q). (Note the

convention is that powers of q increase as one moves to the right and powers of t increase
as one moves up.) Therefore, eigenfunctions for ∆ must satisfy (1). Furthermore, ∆ and Bλ

are symmetric with respect to simultaneously exchanging q and t and exchanging µ and µ′,
so these eigenfunctions must satisfy (2). Condition (3) is just a scalar normalization factor.
Note that, in particular,

∆H̃µ(x; q, t) = Bµ(q, t)H̃µ(x; q, t).

Some properties of Macdonald polynomials are easy to see from the definition and theorem.

First, H̃µ(x; 0, t) = H̃µ(x; t), and K̃λµ(0, t) = K̃λµ(t). In other words, setting q = 0 in a
Macdonald polynomial recovers the corresponding Hall-Littlewood polynomial. Also, the
definition looks the same when we both swap q and t and swap µ and µ′, so by uniqueness,
H̃µ(x; q, t) = H̃µ′(x; t, q). In particular, if µ = µ′, then H̃µ(x; q, t) is symmetric under
switching q and t.

From the definition it is possible to compute H̃(n)(x; q, t). Every partition dominates (1n) =

(n)′, so the second condition is vacuous. The first condition states that H̃(n)[X(1− q); q, t] =

fhn(x) for some f ∈ Q(q, t), or, equivalently, that H̃(n)(x; q, t) = fhn[X/(1 − q); q, t] for

some f . Now we use the third condition to solve for f ; namely f = H̃(n)[1; q, t]/hn[1/(1−q)].
Note that

hn[1/(1 − q)] = hn(1, q, q
2, . . .) =

∑

l(λ)≤n

q|λ| =
∑

λ1≤n

q|λ| =
1

(1 − q)(1− q2) · · · (1 − qn)
.

Therefore,

H̃(n)(x; q, t) = (1 − q) · · · (1 − qn)hn

[
X

1 − q

]
.
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Next we compute H̃µ(x; q, 1) for all µ. First, note that ∆ |t=1 is a derivation on ΛQ(q);
that is, for any f, g ∈ ΛQ(q), ∆(fg) |t=1= f(∆(g) |t=1) + (∆(f) |t=1)g. Since ∆ |t=1 is linear
on ΛQ(q), this statement can be proven by showing that it holds when f = pµ and g = pν ,

and this is left as an exercise. Now note that H̃(n)(x; q, t) = H̃(n)(x; q, 1), so we have that

∆H̃(n)(x; q, 1) = B(n)(q, 1)H̃(n)(x; q, 1) = (1 − qn)/(1 − q)H̃(n)(x; q, 1).

Using that ∆ |t=1 is a derivation on ΛQ(q),

∆ |t=1 (H̃µ1(x; q, 1) · · · H̃µk
(x; q, 1)) = Bµ(q, 1)(H̃µ1(x; q, 1) · · · H̃µk

(x; q, 1)).

Now the uniqueness of Macdonald polynomials tells us that

H̃µ(x; q, 1) =
∏

i

H̃µi
(x; q, 1).

Finally, we compute H̃µ(x; 1, 1) for all µ. First,

H̃(1)(x; q, 1) = (1 − q)h1[
X

1 − q
; q, 1] = h1(x),

so
H̃(1)(x; 1, 1) = h1(x).

In particular, it follows from the previous paragraph, specialized at q = 1, that

H̃(1n)(x; 1, 1) = H̃(1)(x; 1, 1)n = h(1n)(x).

Now, since

H̃(n)(x; q, 1) = H̃(1n)(x; 1, q),

we get that

H̃µ(x; 1, 1) =
∏

i

H̃(µi)(x; 1, 1) = h(1|µ|)(x).

Note in particular this does not depend on the partition µ as long as |µ| = n.

3.6. More properties of Macdonald polynomials. The theory of Macdonald polynomi-
als is a large subject fit for another series of lectures, so we will not be able to cover most of
it. Instead we merely state here, without proof, a few facts which we will need in subsequent
lectures.

To help in understanding these properties, we provide one small example. It can be

calculated that H̃(22)(x; q, t) = s(4)(x) + (q + t+ qt)s(31)(x) + (q2 + t2)s(22)(x) + (q2t+ qt2 +
qt)s(211)(x) + q2t2s(1111)(x). We can draw this as a picture as in Figure 9.

First we describe the action of ω. For a partition µ, let n(µ) =
∑

i(i− 1)µi. Then

ωH̃µ(x; q, t) = tn(µ)qn(µ′)H̃µ(x; q−1, t−1).

Here n(µ) and n(µ′) appear because they are respectively the top degrees of t and q found

in H̃µ(x; q, t), so the multiplication by tn(µ)qn(µ′) normalizes the right hand side to be a
polynomial in q and t with nonzero constant term.
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Figure 9. H̃(22)(x; q, t)

There is also the Macdonald specialization formula, which states that

H̃µ[1 − u; q, t] = Ω[−uBu] =
∏

(i,j)∈µ

(1 − uqjti).

We can use this formula to derive K̃λµ when λ a hook shape, that is, if λ = (n − r, 1r) for
some r. Specifically,

K̃(n−r,1r),µ = er[Bµ − 1].

Finally, we describe a q, t-analog of the Hall inner product and give a corresponding Cauchy
formula for Macdonald polynomials. Define

〈f, g〉∗ := 〈f [X(1 − q); q, t], ωg[X(1− t); q, t]〉,

where the inner product on the right is the usual Hall inner product (with respect to the

x variables). Then 〈H̃λ(x; q, t), H̃µ(x; q, t)〉∗ = 〈H̃λ[X(1 − q); q, t], ωH̃µ[X(1 − t); q, t]〉, and,
expanding both parts of the inner product in terms of the orthonormal basis of Schur func-

tions, we see that 〈H̃λ(x; q, t), H̃µ(x; q, t)〉∗ 6= 0 iff {ν : ν ≥ λ} ∩ {ν : ν ′ ≥ µ′} 6= ∅ iff λ ≤ µ.
By symmetry of the inner product (which follows from ω being an isometry and Π(1−q) and

Π1/(1−q) being adjoint), we also have λ ≥ µ, so 〈H̃λ(x; q, t), H̃µ(x; q, t)〉∗ = 0 if λ 6= µ.
Let c be a cell in the diagram of some partition λ. The arm and leg of c, respectively

denoted a(c) and l(c), are the number of boxes strictly to the right of, and respectively the
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Figure 10. Arm and Leg of a cell c ∈ λ.

number of boxes strictly above, the box c in the diagram of λ, as illustrated in Figure 10. It
turns out that

〈H̃µ(x; q, t), H̃µ(x; q, t)〉∗ = tn(µ)qn(µ′)
∏

c∈µ

(1 − tl(c)+1q−a(c))(1 − t−l(c)qa(c)+1).

Therefore, we have

Ω[XY ] =
∑

µ

t−n(µ)q−n(µ′)H̃µ[X(1 − q); q, t]ωH̃µ[Y (1 − t); q, t]∏
c∈µ(1 − tl(c)+1q−a(c))(1 − t−l(c)qa(c)+1)

,

or, after substituting X/(1 − q) for X and −Y/(1 − t) for Y , taking the degree n piece, and
multiplying both sides by (−1)n,

en

[
XY

(1 − q)(1− t)

]
=
∑

|µ|=n

t−n(µ)q−n(µ′)H̃µ(x; q, t)H̃µ(y; q, t)∏
c∈µ(1 − tl(c)+1q−a(c))(1 − t−l(c)qa(c)+1)

.

3.7. Exercises.

(1) Let X = x1+x2+· · · and Y = y1+y2+· · · . Express en[X−Y ] in terms of symmetric
functions separately in the x and y variables.

(2) Show that the graded Frobenius series of C[x1, · · · , xn] as an Sn representation, that
is,
∑

d t
dFC[x1,··· ,xn]d (where C[x1, · · · , xn]d denotes the polynomials of degree d), is

hn[X/(1 − t)].
(3) Prove Proposition 5.
(4) Show that ∆ |t=1 is a derivation on ΛQ(q) by showing that

∆(pµpν) |t=1= ∆(pµ) |t=1 pν + pµ∆(pν) |t=1 .

(5) Show that

ωH̃µ(x; q, t) = tn(µ)qn(µ′)H̃µ(x; q−1, t−1).

(You will need to use the Macdonald specialization formula.)

(6) Use the Macdonald specialization formula to show that K̃λµ(q, t) = er[Bµ − 1] when
λ = (n− r, 1r).
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(7) (a) Prove that for any expression A

en[(1 − u)A]

1 − u
|u=1= (−1)n−1pn[A].

(b) For the Macdonald operator ∆, show that

∆

(
(−1)n−1pn

[
X

(1 − q)(1− t)

])
=

en[X]

(1 − q)(1− t)
.

(c) Let Πµ(q, t) =
∏

(i,j)∈µ\(0,0)(1− qjti). Now use parts (a) and (b), the Macdonald
specialization, and the Cauchy formula to prove that

en(x) =
∑

|µ=n|

t−n(µ)q−n(µ′)(1 − q)(1 − t)Πµ(q, t)Bµ(q, t)H̃µ(x; q, t)∏
c∈µ(1 − tl(c)+1q−a(c))(1 − t−l(c)qa(c)+1)

.

4. Connecting Macdonald polynomials and q-Lagrange inversion;

(q, t)-analogs

In this lecture we will take expressions which at first appear to be relatively unmotivated
symmetric functions and show that in fact they are a (q, t)-analog of the kn(q) which solved
the q-Lagrange inversion problem in Lecture 2. Most of the lecture will be devoted to this
proof which includes some complicated calculations. They have been included because they
reflect many of the calculational techniques which are important in this subject. The main
general reference for this section is [7].

4.1. The operator ∇ and a (q, t)-analog of kn(q). Recall from Lecture 3 and specifically
Exercise 3.7(7) that

en(x) =
∑

|µ=n|

t−n(µ)q−n(µ′)(1 − q)(1 − t)Πµ(q, t)Bµ(q, t)H̃µ(x; q, t)∏
c∈µ(1 − tl(c)+1q−a(c))(1 − t−l(c)qa(c)+1)

,

where Bµ(q, t) =
∑

(i,j)∈λ t
iqj, Πµ(q, t) = Ω[1 −Bµ] =

∏
(i,j)∈µ\(0,0)(1 − tiqj), and, for c a cell

in the diagram of µ, a(c) and l(c) denote respectively the arm and leg of c.
Define an operator ∇ on ΛQ(q,t) by letting

∇H̃µ := tn(µ)qn(µ′)H̃µ

and extending by linearity. Applying this operator to the above expansion of en gives

∇en =
∑

|µ=n|

(1 − q)(1 − t)Πµ(q, t)Bµ(q, t)H̃µ(x; q, t)∏
c∈µ(1 − tl(c)+1q−a(c))(1 − t−l(c)qa(c)+1)

.
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Now we calculate 〈∇en, en〉. Notice that

〈H̃µ(x; q, t), en〉 = 〈H̃µ(x; q, t), s(1n)〉

= K̃(1n),µ

= en−1[Bµ − 1]

= en−1[
∑

(i,j)∈µ\(0,0)

tiqj] =
∏

(i,j)∈µ\(0,0)

tiqj = tn(µ)qn(µ′),

where the third equality comes from the Macdonald specialization formula as discussed in
Lecture 3. Therefore,

〈∇en, en〉 =
∑

|µ=n|

tn(µ)qn(µ′)(1 − q)(1 − t)Πµ(q, t)Bµ(q, t)∏
c∈µ(1 − tl(c)+1q−a(c))(1 − t−l(c)qa(c)+1)

.

Define Cn(q, t) to be this rational function 〈∇en, en〉. It turns out that Cn(q, t) is a
polynomial with positive integer coefficients, and that Cn(q, 1) = Cn(q), the q-analog of
the Catalan numbers discussed in Lecture 2. Furthermore, Cn(q, t) is symmetric under
exchanging q and t; that is, Cn(q, t) = Cn(t, q). For example, C3(q, t) = q3+q2t+qt+qt2+t3,
and specializing to t = 1 gives C3(q) = q3+q2+2q+1 which is what we had earlier. Therefore,
it makes sense to think of Cn(q, t) as a (q, t)-analog of the Catalan numbers.

Now notice that Cn(q) = kn(q)|ek 7→1, as we saw at the end of Lecture 2. Since hn =∑
|µ|=n mµ and {hµ} and {mµ} are dual bases, 〈hµ, hn〉 = 1 for all µ, and consequently, since

ω is an isometry with respect to the Hall inner product, 〈eµ, en〉 = 1 for all µ. Therefore,
if we pretend that the ek in kn(q) actually stand for elementary symmetric functions, then
Cn(q) = 〈kn(q), en〉.

Comparing the equations Cn(q) = 〈kn(q), en〉 and Cn(q, t) = 〈∇en, en〉 hints at a possible
connection between kn(q) and ∇en. It turns out that there is indeed a connection given by
the following theorem, which we will spend most of the remainder of this lecture proving.

Theorem 7. Interpreting the ek in kn(q) as elementary symmetric functions, we have that

∇en|t=1 = kn(q).

Before we go into the proof, let us mention two corollaries giving (q, t)-analogs of our main
examples from Lecture 2. The first corollary follows from the discussion above. To prove
the second, recall that h(1n) =

∑
|µ|=n

(
n

µ1 ,...,µl

)
mµ, so 〈eµ, e(1n)〉 =

(
n

µ1,...,µl

)
.

Corollary 1. Define Cn(q, t), as above, by Cn(q, t) = 〈∇en, en〉. Then

Cn(q, 1) = Cn(q).

Corollary 2. Define Pn(q, t) by Pn(q, t) := 〈∇en, e(1n)〉. Then

Pn(q, 1) = Pn(q) =
∑

λ∈δ(n)

q(
n
2)−|λ|

(
n

α0, α1, . . . , αn

)
.
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4.2. Proof of Theorem 7. Let K(z) =
∑

n kn(q)zn, and E(z) =
∑

n enz
n. Identifying the

en with the elementary symmetric functions en(x), we have E(z) = ωΩ[zX] =
∑

n en[X]zn.
For convenience, let us define E := ωΩ as a symmetric power series, so E(z) = E[zX].
Notice that E[zX] =

∏
i(1 + zxi), so E[z(A+B)] = E[zA]E[zB] for any expressions A and

B. Consequently, since 1 = E[0] = E[z(A− A)] = E[zA]E[−zA], we have that E[−zA] =
1/E[zA].

Now recall thatK(z) is in fact the solution to the q-Lagrange inversion problem z/E[zX]◦q

zK(qz) = z, or, equivalently by Theorem 5, z = zK(qz) ◦q−1 z/E[zX]. For convenience, let
gn be the coefficient of zn in zK(qz), so gn = qn−1kn−1(q). We can now calculate that

z = zK(qz) ◦q−1 z/E[zX]

=
∑

n

gn
z

E[zX]

q−1z

E[q−1zX]
· · ·

q−(n−1)z

E[q−(n−1)zX]

=
∑

n

gnz
nq−(n

2)
1

E[z(1 + q−1 + · · · + q−(n−1))X]

=
∑

n

gnz
nq−(n

2) 1

E[z(1 − q−n)X/(1 − q−1)]

=
∑

n

gnz
nq−(n

2)E[zq−nX/(1 − q−1)]

E[zX/(1 − q−1)]
.

Hence

(1)
∑

n

gnz
nq−(n

2)E

[
q−nzX

1 − q−1

]
= zE

[
zX

1 − q−1

]
.

For any series Ψ(z) =
∑

n Ψnz
n, define ∨Ψ(z) =

∑
n Ψnq

(n

2)zn = Ψ(z) ◦q z. Now we need
a lemma about the behavior of ∨.

Lemma 3. We have the identities

(1) ∨(znq−(n
2)Ψ(q−nz)) = zn∨Ψ(qz)

(2) ∨(zΨ(z)) = z∨Ψ(qz).

Proof. By linearity, it suffices to prove this for Ψ(z) = zr (for all r) in both cases. We see
that

∨(znq−(n
2)(q−nz)r) = q(

n+r
2 )q−(n

2)−nrzn+r

= q(
r
2)zn+r

= zn∨zr.
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Also,

∨(zr+1) = q(
r+1
2 )zr+1

= zq(
r
2)qrzr

= z∨((qz)r).

�

Apply the operator ∨ to both sides of equation 1. Using the first part of the lemma on the
left hand side and the second part on the right hand side, we get

∑

n

gnz
n∨E

[
zX

1 − q−1

]
= z∨E

[
qzX

1 − q−1

]
.

Hence,

zK(qz) = G(z) =
∑

n

gnz
n =

z∨E [qzX/(1 − q−1)]
∨E [zX/(1 − q−1)]

,

and, substituting q−1z for z,

K(z) =
∑

n

kn(q)zn =
∨E [zX/(1 − q−1)]

∨E [q−1zX/(1 − q−1)]
.

Specializing to q = 1 appropriately here gives us kn = [zn]E(z)n+1

n+1
, that is, the last formula is

actually a q-analog of the classical formula in Theorem 4.
To understand K(z) more explicitly, we make two further definitions; neither is strictly

necessary but they will both make our notation significantly more compact. First, for each
partition µ, define the symmetric functions fµ(x) (sometimes known as the forgotten sym-

metric functions) by the identity

en[XY ] :=
∑

|µ|=n

hµ[X]fµ[Y ].

Equivalently, we could also define fµ as the dual basis to {eµ} under the Hall inner product,
or by letting fµ := ωmµ. Secondly, we introduce a fictitious alphabet A such that

hn[A] := q(
n
2)hn[X/(1 − q)].
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Now we produce the following identity to simplify our expression for K(z):

∨E

[
q−1zX

1 − q−1

]
= ∨E

[
−zX

1 − q

]

= ∨
∑

n

(−1)nωen[X/(1 − q)]zn

= ∨
∑

n

hn[X/(1 − q)](−z)n

=
∑

n

q(
n
2)hn[X/(1 − q)](−z)n

=
∑

n

hn[A](−z)n =
∑

n

en[−zA] =
∑

n

E[−zA] = 1/E[zA].

From this identity, our previous equation for K(z) reduces to

K(z) =
E[zA]

E[qzA]
= E[z(1 − q)A] =

∑

µ

hµ[A]fµ[z(1 − q)],

the last equality coming from our definition of fµ. By our definition of A,

K(z) =
∑

µ




l(µ)∏

i=1

q(
µi
2 )hµi

[X/(1 − q)]


 fµ[z(1 − q)].

Extracting on both sides the coefficient of zn, we end up with

kn(q) =
∑

|µ|=n

qn(µ′)hµ[X/(1 − q)]fµ[1 − q].

Finally, recall from Lecture 3 that

H̃µ(x; q, 1) =
∏

i

H̃µi
(x; q, 1) =

(
∏

i

(1 − q) · · · (1 − qµi)

)
hµ [X/(1 − q)] ,

which means that

∇|t=1hµ[X/(1 − q)] = qn(µ′)hµ[X/(1 − q)].

Hence,

kn(q) = ∇|t=1


∑

|µ|=n

hµ[X/(1 − q)]fµ[1 − q]


 = ∇en(x)|t=1,

as desired. �
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Figure 11. ∇e3

4.3. First Remarks on Positivity. Making some calculations, we see that ∇e3 = s(3) +
(q + t+ q2 + qt+ t2)s(21) + (qt+ q3 + q2t+ qt2 + t3)s(111). This is pictured in Figure 11.

Looking at the s(111) = e3 part gives us C3(q, t) = qt+ q3 + q2t+ qt2 + t3, while taking the
Hall inner product with e(111) gives us P3(q, t) = 1+2q+2t+2q2+3qt+2t2+q3+q2t+qt2+t3,
since 〈s(3), e(111)〉 = 〈s(111), e(111)〉 = 1, while 〈s(21), e(111)〉 = 2.

Notice that P3(q, t) and C3(q, t) are both polynomials in q and t with positive integer
coefficients. This in turn follows from the coefficients of sλ in the Schur function expansion
of ∇e3 all being polynomials with positive integer coefficients. This and further calcula-
tions suggest that 〈∇en, sµ〉 should always be a polynomial with positive integer coefficients.
One can hope to prove this positivity in two ways. First, one can hope that ∇en has
a combinatorial interpretation under which one can calculate 〈∇en, sλ〉 by counting some
set of objects (associated with the partition λ) with appropriate weights. More precisely,
there should be combinatorially defined sets Sλ and functions qwt, twt : Sλ → N such that
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〈∇en, sλ〉 =
∑

s∈Sλ
qqwt(s)ttwt(s). Secondly, one can hope ∇en has a representation theo-

retic interpretation by which ∇en is the bi-graded Frobenius characteristic F
(q,t)
Vn

for some
naturally defined family of bi-graded Sn representations Vn.

Since the Macdonald polynomials H̃µ(x; q, t) are also Schur-positive, that is, have only
positive integer polynomial coefficients in their Schur function expansions, there should also
be similar interpretations of the Macdonald polynomials.

At present, there are known interpretations of the Macdonald polynomials and of ∇en in

terms of Sn-representation theory. Both ∇en and H̃µ turn out to be the Frobenius charac-
teristics of certain finite dimensional quotients of the rings C[x1, . . . , xn, y1, . . . , yn] which we
will describe in the last lecture. Although these quotient rings can be defined in an elemen-
tary way, the existing proofs of these theorems require some fairly sophisticated algebraic
geometry involving the Hilbert scheme of points in the plane [16, 17].

As for combinatorial interpretations, those relating to ∇en are known and proved only
for Cn(q, t) and some related specializations. Some recent conjectures have, however, shed
further light on this subject. These will be the main topic of the final lecture.

4.4. Exercises.

(1) Prove that ∇en|t=0 = H̃(n), and that therefore Pn(q, 0) = 〈H̃(n), e(1n)〉 = [n]q!, where

by definition [n]q! = [n]q[n− 1]q · · · [1]q and [k]q = qk−1
q−1

.

5. Positivity and Combinatorics?

5.1. Representation theory of H̃µ(x; q, t). Recall the Frobenius characteristic of an Sn

representation V is defined as

FV (x) =
∑

|µ|=n

(dimV Sµ)mµ(x).

Recall also that
FVλ

= sλ(x)

for the irreducible representation Vλ and that Frobenius characteristic is additive on direct
sums (of representations).

If V is graded, that is, V = ⊕i∈NVi where each Vi is an Sn representation, then we can
define

FV (x; q) =
∑

i∈N

FVi
(x)qi.

Similarly, if V is bi-graded with V = ⊕i,j∈NVi,j , we can define

FV (x; q, t) =
∑

i∈N

FVi,j
(x)qitj.

By construction, 〈FV (x; q, t), sλ〉 ∈ N[q, t] for every λ. Therefore, one method for showing
that a symmetric function f ∈ ΛQ(q,t) has the property that 〈f, sλ〉 ∈ N[q, t] for every λ is to
show that f = FV (x; q, t) for some bi-graded representation V .
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In this section we will construct this representation V for f = H̃µ(x; q, t), which shows

that K̃λµ ∈ N[q, t]. In the next section we will do the same for f = ∇en. Although we
will be able to explicitly describe these representations, the proof that they have the right
Frobenius characteristic involves fairly sophisticated algebraic geometry involving the Hilbert
scheme of points in the plane, and would require another entire series of lectures to present.
No elementary proof that these representations have the right Frobenius characteristic is
known.

Given a partition µ with |µ| = n, let {(p1, q1), . . . , (pn, qn)} be the coordinates of the boxes
in its diagram. Now define

∆µ(x1, x2, . . . , xn, y1, y2, . . . , yn) = det
[
x

pj

i y
qj

i

]
.

For example, for µ = (3, 2),

∆(3,2)(x,y) = det




1 x1 y1 x1y1 y2
1

1 x2 y2 x2y2 y2
2

1 x3 y3 x3y3 y2
3

1 x4 y4 x4y4 y2
4

1 x5 y5 x5y5 y2
5



.

For µ = (1n), only the x variables are involved, and ∆(1n)(x,y) is just the classical Vander-
monde determinant

∆(x) = det
[
xj−1

i

]n
i,j=1

=
∏

i>j

(xi − xj).

(Note that the convention is for powers of x to increase along the vertical axis in the partition
diagram and for powers of y to increase along the horizontal axis, contrary to the usual
expectation for Cartesian coordinates. Our peculiar convention has become established in
the literature because the rings Rµ we will soon define were first studied in the case of
Hall-Littlewood polynomials, and these are conventionally written in terms of t and the
x-variables, setting q and the y-variables to 0.)

Now let S denote the ring C[x1, . . . , xn, y1, . . . , yn], bi-graded so that its (i, j)-th graded
piece consists of polynomials homogeneous of degree j in the x variables and degree i in the
y variables. (In the lectures and in a number of places in the literature, Q is used instead
of C here. This is an irrelevant difference since the representation theory of Sn is exactly
the same over the two fields. We have reverted to using C since that is more consistent with
earlier lectures and the general study of representation theory.) Now for each partition µ
with |µ| = n, define an ideal Jµ of S by

Jµ =

{
f : f(

∂

∂x
,
∂

∂y
)∆µ(x,y) = 0

}
.

In other words, Jµ consists of all polynomials that, when considered as partial differentiation
operators, annihilate ∆µ. Now let Rµ = S/Jµ.
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The simplest example is µ = (1n). As mentioned before, ∆(1n) is the classical Vandermonde
determinant, and J(1n) = 〈y1, . . . , yn, e1(x), . . . , en(x)〉. Therefore,

R(1n) = C[x]/〈C[x]Sn

+ 〉,

or, in words, the polynomial ring in the x variables modulo the ideal generated by all homo-
geneous non-constant symmetric functions. This ring is known as the ring of covariants,
and it is a classical theorem that R(1n)

∼=Sn C · Sn
∼= C ↑Sn

1 , and, furthermore, that

FR(1n)
(x; q, t) = (1 − t)(1 − t2) · · · (1 − tn)hn [X/(1 − t)] = H̃(1n)(x; q, t).

Generalizing this, we have the following theorem.

Theorem 8 ([16]). There holds the identity

FRµ(x; q, t) = H̃µ(x; q, t).

Since, as computed in Lecture 3, H̃µ(x; 1, 1) = h(1n)(x), this means that Rµ
∼= C ·Sn as Sn

representations. In particular, dim(Rµ) = n!. This was the “n! conjecture,” which turned
out to be the most difficult point in the proof of Theorem 8.

5.2. Representation theory of ∇en. A different quotient of the ring S gives a module
whose Frobenius series is ∇en. Let Jn be the ideal of S generated C[x,y]Sn

+ , that is, the
ideal generated by all homogeneous non-constant functions symmetric with respect to the
diagonal action of Sn on the x and y variables. One set of generators for Jn is the polarized

elementary symmetric functions, defined by

ea,b(x,y) =
∑

I,J∈{1,...,n}
I∩J=∅

#I=a,#J=b

∏

i∈I

xi

∏

j∈J

yj.

Now let Rn = C/Jn, the coinvariant ring for the diagonal action. We have the following
theorem.

Theorem 9 ([17]). There holds the identity

FRn(x; q, t) = ∇en.

Corollary 3. (1) ∇en ∈ N[q, t] · {sλ : |λ| = n}.
(2) Cn(q, t) = 〈∇en, en〉 =

∑
i,j dim(Rε

n)i,jt
iqj ∈ N[q, t].

(3) Pn(q, t) = 〈∇en, e(1n)〉 =
∑

i,j dim(Rn)i,jt
iqj ∈ N[q, t].

Proof. (1) holds because the Frobenius series of any (positively graded) Sn-module is in
N[q, t] · {sλ : |λ| = n}. Since 〈f, en〉 picks out the coefficient of en = s(1n) in the expansion
of f in the Schur function basis, if f = FV for some Sn representation V , 〈f, en〉 gives the
multiplicity of the sign representation in V . Since the sign representation is 1-dimensional,
(2) follows. Finally, for any Sn representation V , 〈FV , e(1n)〉 = 〈FV , h(1n)〉, which is the
coefficient of m(1n) in the monomial expansion of FV . By definition, this is the dimension of
the subspace of V fixed by the trivial group, which is all of V , giving (3). �
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Figure 12. Attacking pairs of cells for λ = (4, 4, 2) (and n = 6)

5.3. Combinatorics of ∇en. In this section we discuss a combinatorial interpretation of
∇en in terms of the tableaux used to represent parking functions, although we will allow
tableaux of any content instead of just content (1n). We will give two functions qwtn, twtn :⋃

λ⊆δ(n) SSYT(λ + (1n)/λ) → N such that, conjecturally, ∇en =
∑

T q
qwtn(T )ttwtn(T )xT . It

will not be obvious at first glance that these are indeed symmetric functions, but that has
been proven in [13]. Note that this is not exactly the desired combinatorial interpretation,
as it gives an expansion of ∇en in terms of monomial symmetric functions rather than Schur
functions, but it may be a useful first step.

Since setting t = 1 should give us kn(q), the desired function qwtn should simply be
T 7→

(
n
2

)
− |λ|, where T is a tableau of skew shape λ + (1n)/λ. The appropriate function

twtn is much more subtle. We will describe this function first in terms of a combinatorial
interpretation of the (q, t)-Catalan numbers Cn(q, t).

Let λ ⊆ δ(n), and λ̂ = λ+(1n)/λ. We say that a cell (i, j) ∈ λ̂ attacks (i′, j ′) ∈ λ̂ if either
i+ j = i′ + j ′ and j < j ′, or i+ j = i′ + j ′ + 1 and j > j ′. More pictorially, a cell c attacks c′

if either c and c′ are on the same diagonal with c to the left of c′, or c is one diagonal above

and strictly to the right of c′. Now simply let twtn(λ) = #{(c, c′)|c, c′ ∈ λ̂ and c attacks c′}.
Figure 12 shows that twt6((4, 4, 2)) = 9.

Now we have the following theorem.

Theorem 10 ([6, 13]). There holds the identity

Cn(q, t) =
∑

λ∈δ(n)

qqwtn(λ)ttwtn(λ).

Although Cn(q, t) is invariant under switching q and t, it is still an open problem to find an
involution on partitions which would combinatorially explain this symmetry. More precisely,
there should be a combinatorially defined involution I such that qwtn(I(λ)) = twtn(λ) and
twtn(I(λ)) = qwtn(λ), but no such involution is known.
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Now we come to the conjectured combinatorial description of ∇en. As stated earlier, let

T be a tableau of shape λ̂, and let qwt(T ) = qwtn(λ) =
(
n
2

)
− |λ|. Now use the notion of

attack defined earlier to define twt(T ) = #{(c, c′)|c, c′ ∈ λ̂, T (c) > T (c′), and c attacks c′}.

Theorem 11. For each λ ⊆ δ(n),

Dλ(x; t) =
∑

T∈SSYT(bλ)

ttwt(T )xT

is a symmetric function, and Dλ(x; t) ∈ N[t] · {sλ}.

In fact, Dλ(x; t) is shown in [13] to be an example of an LLT polynomial, as defined by
Lascoux, Leclerc and Thibon in [19].

Conjecture 1.

∇en =
∑

λ⊆δ(n)

qqwtn(λ)Dλ(x; t) =
∑

λ⊆δ(n)

T∈SSYT(bλ)

qqwt(T )ttwt(T )xT .

This conjecture, if true, would have the following corollary; recall that a tableau of skew

shape λ̂ and content (1n) corresponds directly to a parking function.

Corollary 4 (to Conjecture 1).

Pn(q, t) = 〈∇en, h(1n)〉 =
∑

λ⊆δ(n)

T∈SSYT(bλ,(1n))

qqwt(T )ttwt(T ).

It is also mysterious why this should be symmetric under switching q and t, and what
connection these combinatorics may have with the ring Rn described above.

It can at least be shown that insofar as Cn(q, t) is concerned, Conjecture 1 agrees with
Theorem 10. First of all, in keeping with how ω usually acts on objects indexed by tableaux,
it can be shown that

ωDλ(x; t) =
∑

T∈SSYT−(bλ)

ttwt(T )xT ,

where SSYT−(λ̂) denotes the set of imaginary tableaux T of shape λ̂, whose “imaginary”
entries increase weakly along columns and strictly along rows (the requirement on rows

is irrelevant in the case of the shapes λ̂ occurring in the above formula). For imaginary
tableaux, twt(T ) is redefined to allow a contribution from a pair of cells (c, c′) if c attacks c
and T (c) ≥ T (c′) (instead of requiring T (c) > T (c′)).

For each λ ⊆ δ(n), there is a unique imaginary tableau T of shape λ̂ with
all entries being 1, and for this imaginary tableau, twt(T ) = twtn(λ). There-
fore, 〈

∑
λ∈δ(n) q

qwtn(λ)ωDλ(x; t), hn〉 = Cn(q, t). Since 〈
∑

λ⊆δ(n) q
qwtn(λ)Dλ(x; t), en〉 =

〈
∑

λ⊆δ(n) q
qwtn(λ)ωDλ(x; t), hn〉, the theorem for Cn(q, t) agrees with the conjecture.
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5.4. Combinatorics of H̃µ(x; q, t). This topic was addressed, not in these lectures, but in
a satellite lecture by Jim Haglund. We will comment briefly on the latest developments.
Haglund conjectured, and discussed in his lecture, a combinatorial formula analogous to

Conjecture 1 for the monomial expansion of Ĥµ(x; q, t). Like Conjecture 1, Haglund’s formula
can be expressed as a q-weighted sum of LLT polynomials in the parameter t, which shows
in particular that it is in fact a symmetric function. (This also shows, subject to a general
Schur-positivity conjecture for LLT polynomials, that Haglund’s formula is Schur-positive.
The special case of the LLT positivity conjecture required for Schur-positivity of the formula
in Conjecture 1 is known to hold.) Between the the PCMI meeting and the preparation of the
final version of these notes, Haglund’s conjecture has been proven by Haglund, Haiman and
Loehr, who verify directly that Haglund’s formula satisfies the defining axioms for Macdonald
polynomials in Theorem-Definition 2. For details, see [12].

5.5. Exercises. Show that Conjecture 1 gives the correct predictions for the following.

(1) ∇en |t=1= kn(q)

(2) ∇en |q=0= (1 − t)(1 − t2) · · · (1 − tn)hn [X/(1 − t)] = H̃(1n)(x; q, t)
(3) ∇en |t=0 (This one is trickier.)

Proving that the conjecture gives the correct prediction for ∇en |q=1 is an open problem.
Using the first exercise, this is presumably a special case for showing combinatorially that
the conjecture gives a function symmetric under switching q and t.
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