Many physical systems of interest can be described as coupled sets of partial differential equations (PDEs) defined over some physical domain and described with certain boundary conditions and initial conditions. These systems typically have no analytical solution, so they are discretized in time and space, and their solution depends on efficient numerical solvers. Often, the resulting computational work is so large that it is decomposed along spatial boundaries and the solvers then execute in a parallel setting.

However, a decomposition that evenly divides work for one PDE solver may not evenly distribute work for another PDE solver in the system. This brings the familiar problem of ”load imbalance” or an unequal distribution of work, and the undesirable consequence of processors with a small amount of work sitting idle and waiting on the processor with the greatest amount of work.

We present a technique to balance the work load of a Lagrangian computational fluid dynamics solver (which uses a finite volume scheme) coupled to a photon transport solver (which uses a Monte Carlo technique) in the context of simulated laser experiments. We discuss some speedup results and conclude with ideas for future work.
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