POLE EXPANSION FOR SOLVING A TYPE OF PARAMETRIZED LINEAR SYSTEMS IN ELECTRONIC STRUCTURE CALCULATIONS∗
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Abstract. We present a new method for solving parametrized linear systems. Under certain assumptions on the parametrization, solutions to the linear systems for all parameters can be accurately approximated by linear combinations of solutions to linear systems for a small set of fixed parameters. Combined with either direct solvers or preconditioned iterative solvers for each linear system with a fixed parameter, the method is particularly suitable for situations when solutions to a large number of distinct parameters or a large number of right-hand sides are required. The method is also simple to parallelize. We demonstrate the applicability of the method to the calculation of the response functions in electronic structure theory. We demonstrate the numerical performance of the method using a benzene molecule and a DNA molecule.
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1. Introduction. Consider the linear system

(1.1) \((H - zS)u = b,\)

where \(H\) and \(S\) are \(N \times N\) Hermitian matrices, \(S\) is positive definite, \(u\) and \(b\) are vectors of length \(N\), and \(z \in \mathbb{C}\) with \(\text{Re } z \leq 0\).

Often (1.1) needs to be solved a large number of times, both for a large number of distinct parameters \(z\) and for multiple right-hand sides \(b\). This type of calculation arises in a number of applications, such as time-independent density functional perturbation theory (DFPT) [5, 18, 4], many body perturbation theory using the GW method [20, 2, 11, 39, 34, 16], and the random phase approximation (RPA) of the electron correlation energy [25, 26, 14, 31]. The connection between (1.1) and these applications will be illustrated in section 5.
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1.1. Previous work. From an algorithmic point of view, solving linear systems with multiple shifts has been widely explored in the literature [12, 13, 37, 6, 30, 15, 3, 9, 36]. These methods are often based on the Lanczos method. The basic idea here is that when \( S = I \), the Krylov subspace constructed in the Lanczos procedure is invariant with respect to the shifts \( z \). Therefore, the same set of Lanczos vectors can be used simultaneously to solve (1.1) with multiple \( z \). When \( S \) is not the identity matrix, \( S \) should be factorized, such as by the Cholesky factorization, and triangular solves with the Cholesky factors must be computed during every iteration, which can significantly increase the computational cost.

In its simplest form, the Lanczos method as described in section 2 precludes the use of a preconditioner. However, there are strategies, some of which are discussed in the aforementioned references, for using a small number of preconditioners and perhaps multiple Krylov spaces to find solutions for all of the desired parameters. Even when using preconditioners, it may be unclear how to pick which Krylov spaces to use, or what the shifts for the preconditioners should be; see, e.g., [30]. Another specific class of methods are the so-called recycled Krylov methods; see, e.g., [33]. In such methods, the work done to solve one problem, potentially with a preconditioner, is reused to try and accelerate the convergence of related problems.

Another class of popular methods, especially in the context of model reduction, is based on the Padé approximation, which does not target the computation of all the entries of \( u(z) = (H - zS)^{-1}b \) as in (1.1), but rather a linear functional of \( u(z) \) in the form of \( f(z) = l^T u(z) \). \( f(z) \) is a scalar function of \( z \), which can be stably expanded in the Padé approximation via the Lanczos procedure [9]. However, it is not obvious how to obtain a Padé approximation for all entries of \( u(z) \) directly, and with an approximation that has a uniformly bounded error for all \( \text{Re} \, z \leq 0 \).

1.2. Contribution. In this paper we develop a new approach for solving parametrized linear systems using a pole expansion. The pole expansion used here is a rational approximation to all entries of \( u(z) \) simultaneously. The main idea behind this pole expansion comes directly from the work of Hale, Higham, and Trefethen [19], which finds a nearly optimal quadrature rule of the contour integral representation for \( u(z) \) in the complex plane. The idea of the work in [19] has also been adapted in the context of approximating the spectral projection operator and the Fermi–Dirac operator (a “smeared” spectral projection operator) for ground state electronic structure calculation [27].

Such a scheme directly expresses \( u(z) \), and thus the solution to (1.1) for any \( z \), as the linear combination of solutions to a small set of linear systems, each of which has a fixed parameter. Each linear system with a fixed parameter may be solved either with a preconditioned iterative method or a direct method. Furthermore, the construction of the pole expansion depends only on the largest and smallest positive generalized eigenvalues of the matrix pencil and the number of poles. The number of poles used in the expansion yields control over the accuracy of the scheme. In fact, the pole expansion converges exponentially with respect to the number of approximating terms across the range \( \text{Re} \, z \leq 0 \). Finally, the pole expansion allows the same treatment for general \( S \) as in the case of \( S = I \), without directly using its Cholesky factor or \( S^{-1} \) at every iteration. As a result, the pole expansion addresses the disadvantages of both the Lanczos method and the Padé approximation.

1.3. Notation. In this paper we use the following notation. Let \( \{ \lambda_i \}, \{ \psi_i \} \) be the generalized eigenvalues and eigenvectors of the matrix pencil \( (H, S) \) which satisfy

\[
H \psi_i = S \psi_i \lambda_i, \quad i = 1, \ldots, N,
\]
Fig. 1. A schematic view of the range of the spectrum of the \((H,S)\) pencil (thick red line on the positive real axis) and the range of the parameter \(z\) (light gray area), separated by a positive distance \(E_g\).

with \(\{\lambda_i\}\) labeled in nonincreasing order. Such an eigen decomposition is only used for deriving the pole expansion and is not performed in practical calculations. We initially assume that all the eigenvalues \(\lambda_i\) are positive, and denote by \(E_g \equiv \lambda_N > 0\). However, we later relax this assumption and allow for a small number of negative eigenvalues. We also denote by \(\Delta E\) the spectrum width of the \((H,S)\) pencil, i.e., \(\Delta E = \lambda_1 - \lambda_N\). We refer to Figure 1 for an illustration of the relative position of the spectrum and the range of the parameter \(z\) in the complex plane.

Furthermore, \(A^*\) and \(A^T\) denote the conjugate transpose and the transpose of a matrix \(A\), respectively. We let \(R\) be an upper triangular matrix that denotes the Cholesky factorization of \(S\), i.e.,

\[
S = R^* R.
\]

We use the notation

\[
K_n(A,b) = \text{span} \left( b, Ab, \ldots, A^{n-1} b \right)
\]

to denote the \(n\)th Krylov subspace associated with the matrix \(A\) and the vector \(b\). Finally, we let \(N_z\) be the number of distinct complex shifts \(z\) for which we are interested in solving \((1.1)\).

1.4. Outline. The rest of the manuscript is organized as follows. We first discuss the standard Lanczos method for solving linear systems with multiple shifts in section 2. We introduce the pole expansion method for solving \((1.1)\) and analyze the accuracy and complexity of the approach in section 3. In general, the matrix pencil \((H,S)\) may not always have all positive eigenvalues, and the case where there are positive and negative eigenvalues is discussed in section 4. The connection between \((1.1)\) and electronic structure calculations is given in section 5. The numerical results with applications to density functional perturbation theory calculations are given in section 6. We conclude in section 7.

2. Lanczos method for parametrized linear systems. We briefly describe a basic variant of the Lanczos method for solving parametrized linear systems of
the form (1.1), where the matrix pencil \((H, S)\) satisfies the conditions given in the introduction. Using the Cholesky factorization of \(S\), we may transform (1.1) in a manner such that we instead solve

\[(R^{-*}H R^{-1} - z I) \tilde{u} = \tilde{b},\]

where \(u = R^{-1} \tilde{u}\) and \(\tilde{b} = R^{-*} b\). Since \(R^{-*}H R^{-1}\) is Hermitian positive definite, we now briefly describe the Lanczos method for parametrized systems under the assumption that our equation is of the form

\[(A - z I)x = \tilde{b}\]

for some Hermitian positive definite matrix \(A\), right-hand side \(\tilde{b}\), and complex shift \(z\) such that \(\text{Re } z \leq 0\).

Given these systems, we note that

\[\mathcal{K}_k(A, \tilde{b}) = \mathcal{K}_k(A - z I, \tilde{b})\]

for any complex scalar \(z\). Based on this observation, the well-known Lanczos process, see, e.g., [17] for details and [24] for a historical perspective, may be slightly modified such that at each iteration, approximate solutions, each of which satisfy the Conjugate Gradient (CG) error criteria, are produced for each shift. However, in this basic formulation, using the invariance of the Krylov subspaces precludes the use of preconditioners for the problems.

**Remark 1.** We note that the restriction \(\text{Re } z \leq 0\) may be relaxed if we instead use a method analogous to MINRES to simultaneously solve the shifted systems; for details of MINRES, see, e.g., [32]. Such an algorithm is only slightly more expensive than the CG style algorithm given here and scales asymptotically in the same manner.

We observe that the computational cost of using this method breaks down into two distinct components. First, there is the cost of the Lanczos procedure, which only has to be computed once regardless of the number of shifts. The dominant cost of this procedure is a single matrix vector multiplication at each iteration. In the case where \(S \neq I\), the method actually requires a single application of \(R^{-*}H R^{-1}\), which is accomplished via two triangular solves and one matrix vector product with \(H\). Second, for each shift \(z\), a \(k \times k\) tridiagonal system, denoted \(T_k\), must be solved. However, this may be done very cheaply by maintaining an \(LDL^*\) factorization of \(T_k\) for each shift. (See, e.g., [17] for a detailed description of the case without a shift.) This means that the computational costs at each iteration for solving the set of subproblems scales linearly with respect to both the number of shifts and the problem size. Thus, the dominant factor in the computation is often the cost of the Lanczos process.

Furthermore, properties of the Lanczos process and the structure of the \(LDL^*\) factorization imply that if we neglect the cost of storing \(A\), the memory costs of the algorithm scale linearly in both the number of shifts and the problem size. At the core of this memory scaling is the fact that not all of the Lanczos vectors must be stored to update the solution; see, e.g., [17]. In fact, for large problems that take many iterations, storing all of the vectors would be infeasible. However, this does impact the use of the algorithm for multiple shifts. Specifically, the set of shifts for which solutions are desired must be decided upon before the algorithm is run so that all of the necessary factorizations of \(T_k\) may be built and updated at each iteration. If a solution is needed for a new shift, the algorithm would have to be run again from the start unless all of the Lanczos vectors were stored.
3. Pole expansion for parametrized linear systems. We now describe a method based on the work of Hale, Higham, and Trefethen [19] to simultaneously solve systems of the form

\[(3.1) \quad (H - z_l S) u_l = b,\]

where the subscript \(l\) explicitly denotes the set of \(N_z\) distinct shifts. Here, the matrix pencil \((H, S)\) and the shifts \(z_l\) satisfy the same properties as in the introduction.

3.1. Constructing a pole expansion. First, we provide a brief overview of the method for computing functions of matrices presented in [19]. Given an analytic function \(f\), a Hermitian matrix \(A\), and a closed contour \(\Gamma\) that only encloses the analytic region of \(f\) and winds once around the spectrum of \(A\) in a counter clockwise manner, \(f(A)\) may be represented via contour integration as

\[(3.2) \quad f(A) = \frac{1}{2\pi i} \int_{\Gamma} f(\xi) (\xi I - A)^{-1} d\xi.\]

The authors in [19] provide a method via a sequence of conformal mappings to generate an efficient quadrature scheme for (3.2) based on the trapezoidal rule. Specifically, in [19] a map from the region \(S = [-K, K] \times [0, K']\) to the upper half plane of \(\Omega = \mathbb{C} \setminus ((-\infty, 0) \cup [\lambda_{\min}(A), \lambda_{\max}(A)])\) is constructed via

\[
z = \sqrt{\frac{\lambda_{\min}(A)}{\lambda_{\max}(A)}} \left( \frac{k^{-1} + u}{k^{-1} - u} \right),
\]

\[u = sn(t) = sn(t|k),\]

\[k = \frac{\sqrt{\lambda_{\max}(A)/\lambda_{\min}(A)} - 1}{\sqrt{\lambda_{\max}(A)/\lambda_{\min}(A)} + 1},\]

where \(t \in S\) and \(z\) is in the upper half plane of \(\Omega\). The constants \(K\) and \(K'\) are complete elliptic integrals, and \(sn(t)\) is one of the Jacobi elliptic functions. Application of the trapezoidal rule in \(S\) using the \(P\) equally spaced points

\[t_j = -K + \frac{iK'}{2} + 2 \frac{(j - \frac{1}{2})K'}{P}, \quad 1 \leq j \leq P,\]

yields a quadrature rule for computing (3.2). In [19] the assumption made is that the only nonanalytic region of \(f\) lies on the negative real axis.

Here, we instead consider the case where the nonanalytic region of \(f\) may be anywhere in the negative half plane. Therefore, for our purposes a modification of the transform in [19] must be used. Specifically, we use the construction of the quadrature presented in section 2.1 of [27], where now an additional transform of the form \(\xi = \sqrt{z}\) is used to get the quadrature nodes. We note that there is a slight difference between the contour used here and the one in [27]. Because we are assuming the matrix is Hermitian positive definite we only need to consider a single branch of the square root function in defining the nodes \(\xi_j\), in this case the positive one.

The procedure outlined may be used to generate a \(P\) term pole expansion for a function \(f(A)\) denoted

\[(3.3) \quad f_P(A) \approx \sum_{k=1}^{P} w_k f(\xi_k) (\xi_k I - A)^{-1},\]
where $\xi_k$ and $w_k$, $k = 1, \ldots, P$ are the quadrature nodes and weights, respectively. Both the nodes and the weights depend on $P$, $\lambda_{\text{max}}(A)$, and $\lambda_{\text{min}}(A)$. In [19], asymptotic results are given for the error $\| f(A) - f_P(A) \|$. For a Hermitian positive definite matrix $A$, the asymptotic error in the expansion of the form (3.3), see [19, Theorem 2.1] and [27, section 2], behaves as

$$
\| f(A) - f_P(A) \| = O \left( e^{-CP/\log(\lambda_{\text{max}}(A)/\lambda_{\text{min}}(A))} \right),
$$

where $C$ is a constant independent of $P, \lambda_{\text{max}}(A)$, and $\lambda_{\text{min}}(A)$.

**Remark 2.** We make special note of the fact that in the framework where we have all positive generalized eigenvalues, the constant in the exponent does not depend on where the function $f$ has poles in the left half plane. Specifically, the initial use of the $z = \xi^2$ mapping maps the poles on the imaginary axis to the negative real axis; see [27] for details. All of the poles with strictly negative real part get mapped to a distinct sheet of the Riemann surface from the one that contains the positive real axis and the poles that were initially on the imaginary axis. As noted previously, the only sheet we need to consider building a contour on is the one containing the spectrum of $A$, and thus $C$ does not depend on the locations of the poles.

Figure 2 illustrates the type of contours computed by this scheme and used throughout the remainder of the paper. To facilitate the computation of certain quantities necessary in the generation of these contours we used a Schwarz–Christoffel toolbox [7, 8].

### 3.2. Solving shifted linear systems

We now address the use of a pole expansion to solve problems of the form (3.1). Denote by $\Psi = [\psi_1, \ldots, \psi_N]$ and $\Lambda = \text{diag}[\lambda_1, \ldots, \lambda_N]$; from the generalized eigenvalue problem (1.2) we then have

$$
\Psi^* H \Psi = \Lambda, \quad \Psi^* S \Psi = I.
$$

We emphasize that the eigen decomposition is only used in the derivation of the method and is not performed in practical calculations. For the moment, we assume
that $\lambda_1, \ldots, \lambda_N$ are positive and ordered from largest to smallest. From (1.1) we have for each shift $z_l$

$$
u_l = (H - z_l S)^{-1} b$$
$$= (\Psi^{-*} A \Psi^{-1} - z_l \Psi^{-*} \Psi^{-1})^{-1} b$$
$$= \Psi (\Lambda - z_l)^{-1} \Psi^* b.$$ 

Since $\text{Re } z \leq 0$, we may now use a pole expansion for $f^l(A) = 1 / (A - z_l I)$ generated by the procedure in [27] to write

$$
u_l^P = \Psi \sum_{k=1}^{P} \frac{\omega_k}{\xi_k - z_l} (\Lambda - \xi_k)^{-1} \Psi^* b$$

(3.5)

which yields an approximate solution, $\nu_l^P$, to the true solution $\nu_l$.

Remark 3. Using the pole expansion method to solve the parametrized systems (1.1) motivated our choice of $f$. However, the use of the pole expansion only places mild requirements on $f$, so the method presented here may potentially be used to solve systems with different types of parametrization.

To simplify the notation, let us define $h_k$ as the solutions to the set of problems

$$(H - \xi_k S) h_k = b,$$

such that our approximate solution is now simply formed as

$$
u_l^P = \sum_{k=1}^{P} \frac{\omega_k}{\xi_k - z_l} h_k.$$ 

(3.6)

If we assume that $h_k$ is computed exactly, the solutions to (3.1) formed via (3.7) satisfy the asymptotic, $P \to \infty$, error bound:

$$\frac{\|\nu_l - \nu_l^P\|_S}{\|\Psi^* b\|_2} \leq O \left( e^{-CP / \log(\lambda_1 / \lambda_N)} \right).$$

Given that the $h_k$ are computed exactly, we may write

$$\|\nu_l - \nu_l^P\|_S = \|\Psi f^l(\Lambda) \Psi^* b - \Psi f_P^l(\Lambda) \Psi^* b\|_S$$
$$= \|f^l(\Lambda) \Psi^* b - f_P^l(\Lambda) \Psi^* b\|_2$$
$$\leq \|f^l(\Lambda) - f_P^l(\Lambda)\|_2 \|\Psi^* b\|_2.$$ 

(3.8)

Finally, using the error approximation (3.4) in conjunction with (3.8) yields the desired result. Furthermore, in the special case where $S = I$, the error bound reduces to

$$\frac{\|\nu_l - \nu_l^P\|_2}{\|b\|_2} \leq O \left( e^{-CP / \log(\lambda_1 / \lambda_N)} \right).$$
These bounds show that asymptotically the error decreases exponentially with respect to the number of poles used in the expansion for $f^l(A)$. However, there are additional errors introduced since $h_k$ is computed inexactly. Thus, the overall error will often be dominated by the error in the computation of $h_k$. More specifically, let us define

$$
\tilde{u}_l = \sum_{k=1}^{P} \frac{\omega_k}{\xi_k - z_l} \hat{h}_k,
$$

where $\hat{h}_k$ represents an approximation of $h_k$. We assume that $\hat{h}_k$ satisfies the error bound

$$
\|\Psi^*(b - (H - \xi_k S)\hat{h}_k)\|_2 \leq \epsilon
$$

and define $r_k = b - (H - \xi_k S)\hat{h}_k$. In this case, the solutions to (3.1) formed via (3.9) satisfy the asymptotic, $P \to \infty$, error bound:

$$
\frac{\|u_l - \tilde{u}_l\|_S}{\|\Psi^* b\|_2} \leq \mathcal{O} \left( e^{-CP/\log(\lambda_1/\lambda_N)} + \epsilon \left( \max_{i=1,\ldots,N} \frac{1}{|\lambda_i - z_l|} \right) \right).
$$

Under the assumptions about the inexact solutions made here we may write

$$
\tilde{u}_l = \sum_{k=1}^{P} \frac{\omega_k}{\xi_k - z_l} \hat{h}_k
\quad = \sum_{k=1}^{P} \frac{\omega_k}{\xi_k - z_l} (h_k - (H - \xi_k S)^{-1}r_k)
\quad = u^P_l - \sum_{k=1}^{P} \frac{\omega_k}{\xi_k - z_l} (H - \xi_k S)^{-1}r_k.
$$

In conjunction with the error bound (3.10), this implies that

$$
\frac{\|u_l - \tilde{u}_l\|_S}{\|\Psi^* b\|_2} = \frac{\|u_l - u^P_l + \Psi f^P(\Lambda)\Psi^* r_k\|_S}{\|\Psi^* b\|_2} \leq \frac{\|u_l - u^P_l\|_S}{\|\Psi^* b\|_2} + \epsilon \|f^P(\Lambda)\|_2
\quad \leq \frac{\|u_l - u^P_l\|_S}{\|\Psi^* b\|_2} + \epsilon \|f^P(\Lambda)\|_2
\quad \leq \frac{\|u_l - u^P_l\|_S}{\|\Psi^* b\|_2} + \epsilon \|f^P(\Lambda) - f^l(\Lambda)\|_2 + \epsilon \|f^l(\Lambda)\|_2
\quad \leq \frac{\|u_l - u^P_l\|_S}{\|\Psi^* b\|_2} + \epsilon \|f^P(\Lambda) - f^l(\Lambda)\|_2 + \epsilon \|f^l(\Lambda)\|_2
\quad \leq \frac{\|u_l - u^P_l\|_S}{\|\Psi^* b\|_2} + \epsilon \|f^P(\Lambda) - f^l(\Lambda)\|_2 + \epsilon \left( \max_{i=1,\ldots,N} \frac{1}{|\lambda_i - z_l|} \right).\hspace{1cm}(3.11)
$$

Finally, using the estimate (3.4) along with (3.11) yields the desired result. Once again, in the case where $S = I$, the error bound simplifies to

$$
\frac{\|u_l - \tilde{u}_l\|_2}{\|b\|_2} \leq \mathcal{O} \left( e^{-CP/\log(\lambda_1/\lambda_N)} + \epsilon \left( \max_{i=1,\ldots,N} \frac{1}{|\lambda_i - z_l|} \right) \right).
$$
The error bound shows us that the error may be dominated by either the error in the pole expansion or the error in the solutions of (3.6). Since the error in the pole expansion decays exponentially, it is often best to control the overall error via the relative error requested when solving (3.6).

Given that we are interested in solving systems of the form (3.1) for a large number of shifts, the key observation in (3.5) is that the vectors \( h_k \) are independent of the shifts \( z_l \) because the \( \xi_k \) are independent of \( z_l \). Therefore, this method parametrizes the solutions to \( N_z \) linear systems of the form (3.1) on the solutions of \( P \) independent linear systems of the form (3.1). In fact, once this parametrization has been done, the method is completely flexible and any method may be used to solve the subproblems.

Remark 4. Because the \( \xi_k \) appear in complex conjugate pairs, if \( H, S, \) and \( b \) are real, then do the solutions to the systems (3.6). Therefore, in this situation we only have to solve \( P/2 \) systems, where for simplicity we assume \( P \) is even.

The bulk of the computational cost in this method is the necessity of solving \( P \) systems of the form (3.6), after which the vectors \( h_k \) may be combined with different weights to yield approximation solutions for as many distinct \( z_l \) as desired. In fact, because the systems are completely independent, this method can be easily parallelized with up to \( P \) (or \( P/2 \) depending on whether symmetry is used) machines. Once the subproblems have been solved, computing a solution for all \( N_z \) shifts costs \( O(PN_zN) \). Furthermore, as long as the \( h_k \) are saved, solutions for new shifts may be computed as needed with negligible computational cost. This is in contrast to the Lanczos method, where, as discussed in section 2, computing a solution for a new shift generally requires running the algorithm again from the start unless all \( \{v_j\} \) are stored.

In some situations, the set of systems (3.6) may even be simultaneously solved using existing Krylov based methods for simultaneously solving shifted systems; see, e.g., [12, 13, 37, 6, 30, 15, 3, 9, 36]. Perhaps the simplest example would be to use the MINRES variation of the method outlined in section 2. In this situation the same methods may be applicable to the original systems; however, the pole expansion reduces the number of shifts that have to be solved for from \( N_z \) to \( P \). Similarly, if a good preconditioner is known for each of the \( P \) distinct systems, then each system may be independently solved via an iterative method.

If the systems are amenable to the use of a direct method, e.g., LU factorization or factorizations as in [29], then the \( N_z \) shifted systems may be solved by computing factorizations of the matrices \((H-\xi_kS)\) and using those factorizations to solve the subproblems. If a direct method is used, the procedure also allows for efficiently solving shifted systems with multiple right-hand sides. The specific solution methodologies we used for the subproblems of the pole expansion method will be discussed in section 6.

4. **Indefinite systems.** Up until this point we have considered Hermitian matrix pencils \((H, S)\) for which the generalized eigenvalues are all positive. Motivated by the applications we discuss in section 5, we now discuss the case where there are both positive and negative generalized eigenvalues and we seek a solution of a specific form. We still require that \( H \) and \( S \) are Hermitian and that \( S \) is positive definite. We assume that the generalized eigenvalues of \((H, S)\) are ordered such that

\[
\lambda_1 \geq \cdots \geq \lambda_M > 0 > \lambda_{M+1} \geq \cdots \geq \lambda_N.
\]

Let \( \Psi_+ = [\psi_1, \ldots, \psi_M] \) and \( \Psi_- = [\psi_{M+1}, \ldots, \psi_N] \). Similarly, let \( \Lambda_+ = \text{diag}[\lambda_1, \ldots, \lambda_M] \) and \( \Lambda_- = \text{diag}[\lambda_{M+1}, \ldots, \lambda_N] \). While the notation used here mirrors that earlier in the paper, the generalized eigenvectors and eigenvalues here are distinct from the rest of the paper.
4.1. Lanczos method. For the Lanczos-based method used here, there are two considerations that have to be made with respect to indefinite systems. For the purposes of this section, we make the simplification, as in section 2, that we first transform the problem in a manner such that $S = I$. Under this assumption we are interested in solving systems for which the right-hand side $b$ satisfies $\Psi^* b = 0$ and the solution satisfies $\Psi^* x^l = 0$. We note that in exact arithmetic, $\Psi^* b = 0$ implies that $\Psi^* x^l = 0$. However, we must ensure that the numerical method used to solve these systems maintains this property. Specifically, we need to ensure that $\Psi^* x^l = 0$, and, if we are using a CG style method, we must ensure that the subproblems remain nonsingular. Both of these conditions are reliant upon the mutual orthogonality between the Lanczos vectors and the columns of $\Psi_-$.

In practice, we have observed that there is no excessive build up of components in the $\Psi_-$ directions among the Lanczos vectors and thus good orthogonality is maintained between the solutions we compute using the Lanczos-based methods and the negative generalized eigenspace. Furthermore, in practice if we assume that $\Psi$ is nonsingular, then at each step of the Lanczos process we may project out any components known, then at each step of the Lanczos process we may project out any components of the Lanczos vectors that lie in the negative generalized eigenspace. Such a procedure enforces orthogonality, up to the numerical error in the projection operation, between the computed solution $x_k$ and $\Psi_-$.

4.2. Pole expansion. The expansion we used in (3.5) is valid for Hermitian positive definite matrices. For the case where the diagonal matrix of generalized eigenvalues $\Lambda$ has both positive and negative entries, the pole expansion does not directly give accurate results. However, the pole expansion is still applicable in the case where we wish to solve the systems projected onto the positive generalized eigenspace. Section 5 provides the motivation for considering such problems. Similar to before, we are interested in solving systems for which the right-hand side $b$ satisfies $\Psi^* b = 0$ and the solution satisfies $\Psi^* S u_l = 0$. To accomplish this, we use a pole expansion using $\lambda_1$ and $\lambda_M$ as the bounds of the spectrum. We note that in exact arithmetic, $\Psi^* b = 0$ implies that $\Psi^* S u_l = 0$. However, we must ensure that our numerical methods retain this property. Earlier in this section we discussed the impact of this generalization on the Lanczos-based solver. Here we restrict our discussion to the impact of solving an indefinite system on the pole expansion method and provide an argument for why we do not observe difficulty in this regime.

If we once again assume that $h_k$ satisfies (3.10), we may conclude that

$$ \frac{\|u_l - \tilde{u}_l\|_S}{\|\Psi^* b\|_2} \leq \mathcal{O} \left( e^{-CP/\log(\lambda_1/\lambda_M)} \right) + \mathcal{O} (\epsilon) \left( \max_{i=1,...,M} \frac{1}{|\lambda_i - z|} \right). $$

To argue such a bound, in a manner similar to before, we may write

$$ \frac{\|u_l - \tilde{u}_l\|_S}{\|\Psi^* b\|_2} = \frac{\|u_l - \tilde{u}_l + \Psi f_P(\Lambda) \Psi^* r_k\|_S}{\|\Psi^* b\|_2} $$

$$ \leq \frac{\|u_l - \tilde{u}_l\|_S}{\|\Psi^* b\|_2} + \frac{\|\Psi f_P(\Lambda) \Psi^* r_k\|_2}{\|\Psi^* b\|_2} $$

$$ \leq \frac{\|u_l - \tilde{u}_l\|_S}{\|\Psi^* b\|_2} + \frac{\|f_P(\Lambda_+) \Psi^* r_k\|_2}{\|\Psi^* b\|_2} + \frac{\|f_P(\Lambda_-) \Psi^* r_k\|_2}{\|\Psi^* b\|_2} $$

$$ \leq \frac{\|u_l - \tilde{u}_l\|_S}{\|\Psi^* b\|_2} + \epsilon \|f_P(\Lambda_+)\|_2 + \epsilon \|f_P(\Lambda_-)\|_2. $$
Here we observe that the rational function \( f_j \) is well behaved on the negative real axis in a manner dependent on the closest poles, which are of order \( \lambda_M \) away. Furthermore, if the residuals \( r_k \) are orthogonal to the negative general eigenspace, this term vanishes. Also, the construction of \( f_j \) once again implies a dependence on the distance between the shifts and the generalized eigenvalues of the system. When using the pole expansion method on an indefinite system, as long as the subproblems are appropriately solved the use of the expansion basically maintains the accuracy of the overall solution. Furthermore, as long as the overall solution is computed accurately enough, and as long as \( S \) is reasonably conditioned, we cannot have large components of the computed solution in the negative generalized eigenspace. Furthermore, if necessary we may simply project out the components of \( \tilde{h}_k \) in the negative generalized eigenspace to ensure that the overall solution error is not impacted by the subproblem solution method.

5. Connection with electronic structure calculation. In this section we discuss the connection between the problem with multiple shifts in (1.1) and several aspects of the electronic structure theory, which are based on perturbative treatment of Kohn–Sham density functional theory [21, 23] (KSDFT). KSDFT is the most widely used electronic structure theory for describing the ground state electronic properties of molecules, solids, and other nano structures. To simplify our discussion, we assume the computational domain is \( \Omega = [0, L]^3 \) with periodic boundary conditions. We use linear algebra notation, and we do not distinguish integral operators from their kernels. For example, we may simply denote \( f(r) = \hat{A}[\hat{g}](r) \equiv \int \hat{A}(r, r') \hat{g}(r') \, dr' \) by \( \bar{f} = \hat{A} \hat{g} \) and represent the operator \( \hat{A} \) by its kernel \( \hat{A}(r, r') \). All quantities represented in the real space are given in the form such as \( H(r, r') \) and \( \bar{f}(r) \), and the corresponding matrix or vector coefficients represented in a finite dimensional basis set is given in a form such as \( H \) and \( f \).

The Kohn–Sham equation defines a nonlinear eigenvalue problem

\[
\hat{H}[\hat{\rho}] \hat{\psi}_i = \varepsilon_i \hat{\psi}_i, \tag{5.1}
\]

where \( N_e \) is the number of electrons. (Spin degeneracy is omitted here for simplicity.) The eigenvalues \( \{\varepsilon_i\} \) are ordered nondecreasingly. The lowest \( N_e \) eigenvalues \( \{\varepsilon_i\}_{i=1}^{N_e} \) are called the occupied state energies, and \( \{\varepsilon_i\}_{i>N_e} \) are called the unoccupied state energies. We assume \( \varepsilon_{N_e+1} - \varepsilon_{N_e} > 0 \), i.e., the system is an insulating system [28].

The eigenfunctions \( \{\hat{\psi}_i\}_{i=1}^{N_e} \) define the electron density \( \hat{\rho}(r) \), which in turn defines the Kohn–Sham Hamiltonian

\[
\hat{H}[\hat{\rho}] = \frac{-1}{2} \Delta + \hat{V}_c[\hat{\rho}] + \hat{V}_{xc}[\hat{\rho}] + \hat{V}_{ion}.
\]

Here, \( \Delta \) is the Laplacian operator for characterizing the kinetic energy of electrons.

\[
\hat{V}_c[\hat{\rho}](r) \equiv \int \frac{\hat{\rho}(r')}{|r - r'|} \, dr'
\]

is the Coulomb potential which is linear with respect to the electron density \( \hat{\rho} \). \( \hat{V}_{xc}[\hat{\rho}] \) is a nonlinear functional of \( \hat{\rho} \), characterizing the many body exchange and correlation effect. \( \hat{V}_{ion} \) is the electron-ion interaction potential and is independent of \( \hat{\rho} \). Because
the eigenvalue problem (5.1) is nonlinear, it is often solved iteratively by a class of algorithms called self-consistent field iterations (SCF) [28], until (5.2) reaches self-consistency.

When the self-consistent solution of the Kohn–Sham equation is obtained, one may perform post Kohn–Sham calculations for properties within and beyond the ground state properties of the system. Examples of such calculations include the density functional perturbation theory (DFPT) [5, 18, 4], the GW theory [20, 2, 11, 39, 34, 16], and the random phase approximation (RPA) of the electron correlation energy [25, 26, 14, 31]. In these theories, a key quantity is the so-called independent particle polarizability matrix, often denoted by $\hat{\chi}_0(\omega)$. The independent particle polarizability matrix characterizes the first order non-self-consistent response of the electron density $\delta\hat{\rho}_0(\omega)$ with respect to the time dependent external perturbation potential $\delta\hat{V}(\omega)$, where $\omega$ is the frequency of the time dependent perturbation potential. $\omega$ can be chosen to be 0, characterizing the static linear response of the electron density with respect to the static external perturbation potential.

In the density functional perturbation theory, the first order self-consistent static response (i.e., the physical response) of the electron density $\delta\hat{\rho}(\mathbf{r})$ with respect to the static external perturbation potential $\delta\hat{V}$ can be computed as

$$
\delta\hat{\rho} = \hat{\chi}(0)\delta\hat{V},
$$

where the operator $\hat{\chi}(0)$ is directly related to $\hat{\chi}_0(0)$ as

$$
\hat{\chi}(0) = \left[ I - \hat{\chi}_0(0) \left( \hat{V}_c + \frac{\delta\hat{V}_{\text{sc}}}{\delta\hat{\rho}} \right) \right]^{-1} \hat{\chi}_0(0).
$$

Many body perturbation theories such as the GW theory computes the quasi-particle energy which characterizes the excited state energy spectrum of the system. The key step for calculating the quasi-particle energy is the computation of the screened Coulomb operator, which is defined as

$$
\hat{W}(i\omega) = \left( I - \hat{V}_c\hat{\chi}_0(i\omega) \right)^{-1} \hat{V}_c.
$$

Here, $\hat{\chi}_0(i\omega)$ should be computed on a large set of frequencies on the imaginary axis $i\omega$.

The RPA of the electron correlation energy improves the accuracy of many existing exchange-correlation functional in ground state electronic structure calculation. Using the adiabatic connection formula [25, 26], the correlation energy can be expressed as

$$
E_c = -\frac{1}{2\pi} \int_0^1 \int_0^{\infty} \text{Tr} \left\{ \hat{V}_c[\hat{\chi}_\lambda(i\omega) - \hat{\chi}_0(i\omega)] \right\} d\omega d\lambda,
$$

and $\hat{\chi}_\lambda(i\omega)$ can be computed from $\hat{\chi}_0(i\omega)$ as

$$
\hat{\chi}_\lambda(i\omega) = \hat{\chi}_0(i\omega) + \lambda\hat{\chi}_0(i\omega)\hat{V}_c\hat{\chi}_\lambda(i\omega).
$$

In all the examples above, computing $\hat{\chi}_0(i\omega)$ is usually the bottleneck. For simplicity, we consider the case when $\hat{H}$ is real and therefore the eigenfunctions $\hat{\psi}_i(\mathbf{r})$
are also real. In such a case, the kernel $\tilde{\chi}_0(i\omega)(\mathbf{r}, \mathbf{r}')$ can be computed from the Adler–Wiser formula \cite{1, 40} as
\[
\tilde{\chi}_0(i\omega)(\mathbf{r}, \mathbf{r}') = 2 \text{Re} \sum_{i \leq N_e, j > N_e} \frac{\hat{\psi}_i(\mathbf{r})\hat{\psi}_j(\mathbf{r}')\hat{\psi}_j(\mathbf{r}')}{\epsilon_i - \epsilon_j + i\omega}.
\]
The summation $\sum_{j > N_e}$ requires the computation of a large number of eigenstates, which is usually prohibitively expansive. Recent techniques \cite{39, 34, 16} have allowed one to avoid the direct computation of $\{\hat{\psi}_j\}_{j > N_e}$ when $\tilde{\chi}_0(i\omega)$ is multiplied to an arbitrary vector $\hat{g}$ as
\[
\tilde{\chi}_0(i\omega)[\hat{g}](\mathbf{r}) = 2 \text{Re} \sum_{i \leq N_e} \hat{\psi}_i(\mathbf{r}) \int \sum_{j > N_e} \hat{\psi}_j(\mathbf{r})\hat{\psi}_j(\mathbf{r}') \hat{\psi}_j(\mathbf{r}') \hat{\psi}_i(\mathbf{r}') \hat{g}(\mathbf{r}') d\mathbf{r}'
\]
(5.3)
\[
= 2 \text{Re} \sum_{i \leq N_e} \hat{\psi}_i(\mathbf{r}) \hat{u}_i(\mathbf{r}).
\]
(5.4)
Here, $\hat{u}_i(\mathbf{r})$ can be solved through the equation
\[
\hat{Q}[\hat{H} - (\epsilon_i + i\omega)]\hat{u}_i = -\hat{Q}[\hat{\psi}_i \odot \hat{g}].
\]
(5.5)

Without loss of generality we may set the largest occupied state energy $\epsilon_{N_e} = 0$. Equation (5.4) can be reduced to the form
\[
(\hat{H} - z)\hat{u} = \hat{f}
\]
(5.6)
for multiple shifts $z = \epsilon_i + i\omega$ (Re $z \leq 0$) and multiple right-hand sides $\hat{f}$. Furthermore, $\hat{u}, \hat{f} \in \text{Ran}(\hat{Q})$, where Ran is the range of the operator $\hat{Q}$. Equation (5.5) can be solved in practice using a finite dimensional basis set, such as finite element, plane waves, or more complicated basis functions such as numerical atomic orbitals \cite{38}. We denote the basis set by a collection of column vectors as $\hat{\Phi} = [\hat{\varphi}_1(\mathbf{r}), \ldots, \hat{\varphi}_{N}(\mathbf{r})]$. The overlap matrix associated with the basis set $\hat{\Phi}$ is
\[
S = \hat{\Phi}^\dagger \hat{\Phi},
\]
and the projected Hamiltonian matrix in the basis $\hat{\Phi}$ is
\[
H = \hat{\Phi}^\dagger \hat{H} \hat{\Phi}.
\]
Using the ansatz that both the solution and the right-hand side can be represented using the basis set $\hat{\Phi}$ as
\[
\hat{u} = \hat{\Phi} u, \quad \hat{f} = \hat{\Phi} f,
\]
(5.5) becomes
\[
(H - zS)u = \hat{\Phi}^\dagger \hat{f} = S f,
\]
which is (1.1) with \( b = Sf \). Using the eigen decomposition of the matrix pencil \((H, S)\) as in (1.2), each eigenfunction in the real space \( \hat{\psi}_i(r) \) is given using the basis set \( \hat{\Phi} \) as
\[
\hat{\psi}_i = \hat{\Phi} \psi_i.
\]
Combining (5.7) and (5.6), the condition \( \hat{u} \in \text{Ran}(\hat{Q}) \) becomes
\[
\hat{\psi}_i^* \hat{u} = \psi_i^* Su = 0 \quad \forall i \leq N_e,
\]
and similarly \( \hat{f} \in \text{Ran}(\hat{Q}) \) becomes
\[
\psi_i^* Sf = 0 \quad \forall i \leq N_e.
\]
In practice, the conditions (5.8) and (5.9) can be satisfied by a projection procedure as described in section 4.

6. Numerical results. First, we illustrate the accuracy and the scaling of the pole expansion method. We then present two distinct numerical examples based on the general method presented here. In one example we consider the case where \( S = I \) and an iterative method is used to solve the subproblems, and in the second example we consider the case where \( S \neq I \) and a direct method is used to solve the subproblems. In each case, the method presented here is compared with the Lanczos style method described in section 2.

All of the numerical experiments were run in MATLAB on a Linux machine with four 2.0GHz eight core CPUs and 256GB of RAM.

6.1. Accuracy of the pole expansion. Before presenting the examples motivated by the preceding section, we first demonstrate the behavior of the pole expansion method for approximating
\[
f(x; z) = \frac{1}{x - z}
\]
on some interval of the positive real axis. Figure 3 shows an example contour as computed via the method in section 3 when the region of interest is \([1, 100]\).

First, we consider approximating \( f(x; z) \) for a fixed value \( z = i \) on the interval \([1, 1000]\). Figure 4(a) shows the \( \| \cdot \|_\infty \) error of approximating \( f(x; i) \) by \( f_P(x; i) \), computed via sampling at 10,000 equally spaced points in \([1, 1000]\) along the \( x \) direction, as the number of poles \( P \) increases. We observe the exponential decay in error as the number of poles increases, which is aligned with the error analysis presented earlier.

Next, we illustrate the number of poles required to reach fixed accuracy as \( x \) approaches 0, i.e., as \( E_g \to 0 \). We consider approximating \( f(x; i) \) via \( f_P(x; i) \) on the interval \([\sigma, 10]\) for 20 values of \( \sigma \in [10^{-1}, 1] \) that are equally spaced on the logarithmic scale. Figure 4(b) shows the number of poles required such that \( \| f_P(x; i) - f(x; i) \|_\infty \) is less than \( 10^{-8} \) over the interval \([\sigma, 10]\).

Finally, we consider the approximation of \( f(x; z) \) for a wide range of \( z \) with \( \text{Re} \ z \leq 0 \) and demonstrate how \( \| f_P(x; z) - f(x; z) \|_\infty \) varies as \( z \) changes using the same pole expansion. We fixed the number of poles used in the approximation to be 60. Figure 5 shows that high accuracy is maintained for all \( z \) in the left half plane. Here we kept the region of interest as \( x \in [1, 1000] \) and consider the accuracy at 5000 distinct \( z \) evenly distributed with \( \text{Re} \ z \in [-50, 0] \) and \( \text{Im} \ z \in [-50, 50] \).
POLE EXPANSION FOR PARAMETRIZED LINEAR SYSTEMS

6.2. Orthogonal basis functions: \( S = I \). First, we consider the case where orthogonal basis functions are used, and thus in the notation here \( S = I \). The Hamiltonian matrix \( H \) takes the form

\[
H = -\frac{1}{2} \Delta + V,
\]
and the operator $V$ is obtained by solving the Kohn–Sham density functional theory problem for a benzene molecule using the KSSOLV package [41], which is a MATLAB toolbox for solving Kohn–Sham equations for small molecules and solids implemented entirely in MATLAB m-files. The benzene molecule has 30 electrons and 15 occupied states (spin degeneracy of 2 is counted here). The atomic configuration of the benzene molecule is given in Figure 8(a).

The computational domain is $[0, 20) \times [0, 20) \times [0, 10)$ along the $x,y,z$ directions, respectively. The computational domain is discretized into $64 \times 64 \times 32 = 131072$ points. The Laplacian operator is discretized using the plane wave basis set, and this set of grid corresponds to the usage of the kinetic energy cutoff at 50.5 Hartree. The Laplacian operator is applied using spectral method and is done efficiently using the Fast Fourier Transform (FFT). The 15 negative eigenvalues (occupied states) and the corresponding eigenvectors are computed using the locally optimal block preconditioned CG (LOBPCG) method [22], with a preconditioner of the form $\left(-\frac{1}{2} \Delta + .001\right)^{-1}$. We only use these computed eigenvectors to ensure that the right-hand side for the set of equations we solve is orthogonal to the negative eigenspace of the $(H, S)$ pencil, as required in section 4 for using the pole expansion for indefinite systems.

We now solve the set of problems

$$ (H - i \eta I) x_l = b $$

for 101 equispaced $\eta$ in the interval $[-10, 10]$. Because $H$ and $b$ are real, some systems are in essence solved redundantly. However, here we are interested in the performance given the number of shifts and not the specific solutions.

We monitor the behavior of our method and the Lanczos method as the condition number of $H$ increases. To this end we sequentially refine the number of discretization points in each direction by a factor of 2 and generate a potential function $V$ via Fourier interpolation. The grid size is denoted by $N \times N \times N/2$, and the largest problem we consider is discretized on a $256 \times 256 \times 128$ grid. For these large problems, the eigenvectors associated with negative eigenvalues are approximated by Fourier interpolates of the computed eigenvectors for the smallest problem.

To compare the methods, we solved the set of problems (6.1) via the pole expansion method using a number of poles that depended on the size of the problem. To combat the slight loss of accuracy that occurs for a fixed number of poles as the condition number of the matrix grows, we increased the number of poles as the problem size grew. During this step, preconditioned GMRES [35] in MATLAB was used to solve the subproblems associated with the pole expansion. The preconditioner used is of the form

$$ \left(-\frac{1}{2} \Delta + \xi_k\right)^{-1}, $$

and similarly to $H$ it was efficiently applied via the FFT. The requested accuracy of the GMRES routine is that the relative residual is less than $10^{-7}$. Since $H$ and $b$ are real, only $P/2$ subproblems had to be solved. We remark that though the solution for different poles can be straightforwardly parallelized, here we performed the calculations sequentially in order to compare with the sequential implementation of the Lanczos method. Let $\hat{x}_l^P$ denote the approximate solutions computed using the pole expansion. The relative error metric

$$ r_l^P = \frac{\|b - (H - i \eta I) \hat{x}_l^P\|_2}{\|b\|_2} $$
is then computed for each shift after the approximate solutions have been computed. Finally, the Lanczos procedure described in section 2 is called with a requested error tolerance of

\[
\frac{\|b - (H - i\eta I)\hat{x}_l\|_2}{\|b\|_2} \leq \max_l r_l^P,
\]

where \(\hat{x}_l\) denotes the approximate solution computed via the Lanczos method. Since the Lanczos method reveals the residual for each shift at each iteration, this stopping criteria is cheap computationally. Thus, the Lanczos method was run until all of the approximate solutions met the stopping criteria (6.2). The Lanczos method used here takes advantage of the cheap updates briefly described in section 2, and to further save on computational time, once a solution for a given \(\eta_l\) was accurate enough, the implementation stopped updating that solution. For comparison purposes we also solved the problem with a version of the Lanczos algorithm that uses Householder reflectors to maintain orthogonality amongst the Lanczos vectors [17]. For the smallest size problem used here, and without any shifts, the version from section 2 took 460 iterations to converge to \(10^{-8}\) accuracy while the version that maintained full orthogonality took 456 iterations to converge to the same accuracy. However, the method that maintained full orthogonality took 65 times longer to run and would be prohibitively expensive for the larger problems given the increased problem size and iteration count, so for all the comparisons here we use the CG style method outlined in section 2.

The spectrum of the operator \(H\) grows as \(O(N^2)\), and we observe that the number of iterations required for the Lanczos method to converge grow roughly as \(O(N)\). We do not expect to see such growth of the number of iterations in the pole expansion method, given the preconditioner used in solving the subproblems. Furthermore, even though the cost per iteration of solving for multiple shifts scales linearly in the Lanczos method, the time required is dependent on the number of iterations required to converge. In fact, in this case where \(H\) may be applied very efficiently for a very large number of shifts, the cost at each iteration may be dominated by the additional computational cost associated with each shift. In contrast, once the subproblems have been solved, the pole expansion method has a fixed cost for computing the solutions for all the \(\eta_l\), which only depends on the number of shifts and the number of poles. If \(|\eta|\) is large, the Lanczos method will converge very quickly for this specific problem, so in the case where only shifts with large magnitude are considered the Lanczos method may perform better. However, section 5 motivates our use of shifts spaced out along a portion of the imaginary axis that includes 0.

Table 1 reports the results of the pole expansion method and the Lanczos method for the problem described above. For the pole expansion method, the number of iterations reported is the total number of iterations required to solve all of the subproblems. In both cases the error reported is the maximum computed relative residual over the shifts. Finally, the total time taken to solve the problems is reported for each method.

<table>
<thead>
<tr>
<th>Problem size</th>
<th>Iter.</th>
<th>Time(s)</th>
<th>Error</th>
<th>Iter.</th>
<th>Time(s)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>(64 \times 64 \times 32)</td>
<td>297</td>
<td>97.23</td>
<td>9.83 \times 10^{-7}</td>
<td>70</td>
<td>1005</td>
<td>181.99</td>
</tr>
<tr>
<td>(128 \times 128 \times 64)</td>
<td>911</td>
<td>2073.89</td>
<td>6.91 \times 10^{-6}</td>
<td>80</td>
<td>969</td>
<td>1920.75</td>
</tr>
<tr>
<td>(256 \times 256 \times 128)</td>
<td>1746</td>
<td>35129.79</td>
<td>6.83 \times 10^{-6}</td>
<td>90</td>
<td>959</td>
<td>17127.93</td>
</tr>
</tbody>
</table>
We observe that, as expected, the Lanczos method performs better for the smallest-sized problem. However, once we reach the mid-sized problem the methods perform comparably, and the pole expansion method is actually a bit faster even though it takes a few more iterations overall. What is important to notice is that the overall iteration count of solving all the subproblems associated with the pole expansion method remains relatively constant even with the increased number of poles. By the time we reach the largest problem, the pole expansion method outperforms the Lanczos method, taking about half the time to solve the set of problems.

Remark 5. Because the GMRES method used here uses Householder transforms to maintain orthogonality among the Krylov basis, it is not very memory efficient. However, we also ran this example using preconditioned TFQMR [10] in place of GMRES, and while the iteration count more than doubled for the pole expansion method, it was actually faster since the applications of the Householder matrices in GMRES is very expensive. This comparison actually helps demonstrate the flexibility of the method with respect to the solver used. If a fast method was not available for applying $H$, then GMRES may be preferable; however, in the case where $H$ may be applied very efficiently methods such as TFQMR may be better suited to the problem.

To further demonstrate the scaling of the methods with respect to the number of shifts, we ran the problem at a fixed size and varied the number of shifts. As before, preconditioned GMRES was used in the pole expansion method and no parallelism was used when solving the subproblems. The same strategy as above was used to ensure that the Lanczos method stopped once it had solved all the problems as accurately as the least accurate solution found using the pole expansion. Figure 6(a) shows the time taken to solve the problems of size $64 \times 64 \times 32$ for a varying number of $\eta_l$ equispaced in $[-10, 10]$. In all cases, the largest relative residual was on the order of $7 \times 10^{-7}$. Similarly, Figure 6(b) shows the time taken to solve the problems of size $128 \times 128 \times 64$ for a varying number of $\eta_l$ equispaced in $[-10, 10]$. In all cases, the largest relative residual was on the order of $7 \times 10^{-6}$. Here we observe that in both cases, the pole expansion method scales very well as the number of shifts increases, especially in comparison to the Lanczos method. For example, even in the case where the problem is $64 \times 64 \times 32$ and the Lanczos method takes around a third of the iterations of the pole expansion method, if you take the number of shifts to be large enough the pole expansion method becomes considerably faster.

6.3. Computation of $\tilde{\chi}_0(i\omega)(\tilde{g})(\mathbf{r})$. Motivated by our discussion in section 5, we used our technique to compute $\tilde{\chi}_0(i\omega)(\tilde{g})(\mathbf{r})$ as defined in (5.3), where we only need $\tilde{\psi}_i(\mathbf{r})$ for $i \leq N_e$. In order to compute $\tilde{\chi}_0(i\omega)(\tilde{g})(\mathbf{r})$ for a large number of $i\omega$, we
had to compute $\hat{u}_i(\mathbf{r})$ via (5.4). Physically, this corresponds to the calculation of the response of the electron density with respect to external perturbation potential $\hat{g}(\mathbf{r})$.

We constructed $\hat{g}$ as a Gaussian centered at one of the carbon atoms in the benzene molecule. Figure 7(a) shows a slice along the $z$ direction of the function $\hat{g}$, and 7(b) shows the corresponding slice of potential function $V$ for the benzene molecule. The pole expansion for computing the required quantities in (5.4) took 4400 seconds. This time encompasses solving 15 sets of systems, each with 200 shifts of the form $\varepsilon_i + i\eta_l$, and each $\varepsilon_i$ corresponds to a distinct right-hand side. Computing the 15 smallest eigenvectors took 46.86 seconds. Conversely, to use the alternative formula in (5.4) for computing $\chi_0(\omega)[\hat{g}](\mathbf{r})$ requires computing a large number of additional eigenvectors. Even just computing the first 1000 eigenvectors took 6563 seconds using LOBPCG. Computing the first 2000 eigenvectors took 82448 seconds. Figure 7(c) shows an example of the solution in a slice of the domain for $\omega = 0$.

6.4. Nonorthogonal basis functions: $S \neq I$. We now consider the case where nonorthogonal basis functions are used in the formulation of the problems as described in section 5. The matrices $H$ and $S$ are obtained by solving the Kohn–Sham density functional theory problem for a DNA molecule with 715 atoms using the SIESTA package [38] using the atomic orbital basis. The atomic configuration of the DNA molecule is given in Figure 8(b). The number of electrons is 2442, and the number of occupied states $N_e = 1221$ (spin degeneracy of 2 is counted here). The 1221 negative eigenvalues and the corresponding eigenvectors were directly computed and were only used to ensure that the right-hand sides for the set of equations we solve are orthogonal to the negative eigenspace of the $(H, S)$ pencil.
In this case, the basis functions are nonorthogonal, and therefore \( S \neq I \). This means that we are now interested in solving problems of the form

\[
(H - i\eta S)x = b
\]

for a large number of equispaced \( \eta \) in the interval \([-10, 10]\). Furthermore, we are interested in solving the system for the same set of \( \eta \) for multiple right-hand sides \( b \). In this case, both \( H \) and \( S \) are sparse and of size \( 7752 \times 7752 \). Therefore, the problem lends itself to the use of a direct method when solving the subproblems for the pole expansion method as discussed in 3. Since once again the problem is real, this means that we have to compute \( P/2 \) LU factorizations of matrices of the form

\[
(H - \xi S).
\]

After this step has been completed, the pole expansion method may be used to quickly solve problems of the form (6.3). First, we may compute the set of weights for each \( \eta \). Then, we may use the LU factorizations of (6.4) to find the vectors \( \tilde{h}_k \). Finally, we may compute the solutions to the set of problems (6.3) for a fixed \( b \) using the computed weights. For each additional right-hand side, we just need to compute a new set of \( \tilde{h}_k \) and then combine them using the same weights as before. The marginal cost for each additional right-hand side is \( P/2 \) forward and backward substitutions plus the cost of combining \( P \) vectors with \( N_z \) distinct sets of weights. Comparatively, using the Lanczos method to solve for multiple right-hand sides requires starting over because the Krylov subspace is dependent on \( b \). It is important to note that if the number of shifts is less than the number of poles used, it would be more efficient to just factor the \( N_z \) shifted systems. However, we are interested in the case where there are more shifts than poles even though some cases in the example do not reflect this situation.

This solution strategy is not dependent on computing LU factorizations of (6.4). Any direct method may be used that allows for rapid computation of solutions given a new right-hand side. Therefore, the pole expansion algorithm used in this manner has two distinct parts. There is the factorization step, where \( P \) factorizations are computed, and there is the solving step, where the factorizations are used to solve \( P \) subproblems for each right-hand side and then the solutions are combined for all the desired \( \eta \). For a small number of shifts and for very few right-hand sides, we still expect the Lanczos method to potentially outperform the pole expansion method. However, as soon as we have a large number of shifts or there are enough right-hand sides to make the use of the direct methods favorable to an iterative method, we expect the pole expansion method to take much less time than the Lanczos method.

Based on the splitting of the work for the pole expansion between a factorization step and a solve step, we present the results for this example slightly differently than before. The problems were solved for a varying number of \( \eta \), denoted \( N_z \). For each set of \( \eta \), the problem was solved using both the pole expansion method and the Lanczos method for \( N_{rhs} \) distinct right-hand sides via the transformation in (2.1), and we report the average time to solve the problem for a single right-hand side along with the time for computing the Cholesky factorization of \( S \), denoted \( T_c \). Table 2 shows the results of using the Lanczos method for solving the set of problems. We observe that the number of iterations is consistent regardless of the number of shifts, and because the problem is small, the method scales well as the number of shifts grows. However, for each right-hand side, the Lanczos method must start from scratch.
Table 2

**Lanczos method for solving** \((H - i\eta S)x_l = b\).

<table>
<thead>
<tr>
<th>(N_z)</th>
<th>(N_{rhs})</th>
<th>Avg. iter.</th>
<th>(T_c(s))</th>
<th>Avg. solve time(s) per (b)</th>
<th>Max error</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>20</td>
<td>171</td>
<td>1.33</td>
<td>102</td>
<td>(3.88 \times 10^{-9})</td>
</tr>
<tr>
<td>11</td>
<td>20</td>
<td>173</td>
<td>1.33</td>
<td>103.8</td>
<td>(4.03 \times 10^{-9})</td>
</tr>
<tr>
<td>101</td>
<td>20</td>
<td>173</td>
<td>1.33</td>
<td>114.8</td>
<td>(4.25 \times 10^{-9})</td>
</tr>
<tr>
<td>1001</td>
<td>20</td>
<td>171</td>
<td>1.33</td>
<td>223.6</td>
<td>(4.94 \times 10^{-9})</td>
</tr>
</tbody>
</table>

Table 3

**Pole expansion method for solving** \((H - i\eta S)x_l = b\).

<table>
<thead>
<tr>
<th>(N_z)</th>
<th>(N_{rhs})</th>
<th>(P)</th>
<th>Factor time(s)</th>
<th>Avg. solve time(s) per (b)</th>
<th>Max error</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>20</td>
<td>60</td>
<td>149.4</td>
<td>3.95</td>
<td>(5.52 \times 10^{-10})</td>
</tr>
<tr>
<td>11</td>
<td>20</td>
<td>60</td>
<td>149.4</td>
<td>3.98</td>
<td>(5.46 \times 10^{-10})</td>
</tr>
<tr>
<td>101</td>
<td>20</td>
<td>60</td>
<td>149.4</td>
<td>5.14</td>
<td>(5.45 \times 10^{-10})</td>
</tr>
<tr>
<td>1001</td>
<td>20</td>
<td>60</td>
<td>149.4</td>
<td>16.2</td>
<td>(5.56 \times 10^{-10})</td>
</tr>
</tbody>
</table>

Table 3 shows the time taken to factor the \(P/2\) subproblems of the pole expansion method and then the cost for computing a solution for all the \(\eta_i\) per right-hand side. Similar to before, we did not take advantage of the parallelism in the method and simply computed the factorizations sequentially. Here, we observe that the bulk of the computation time is in the factorization step, which is expected since this now behaves like a direct method. However, once the factorizations have been computed, the marginal cost of forming the solutions for all of the desired shifts with a new right-hand side is minimal.

When a direct method is an option for solving problems of the form (6.3) and there are a large number of shifts, the direct method may be combined with the pole expansion method to essentially parametrize the factorizations of \(N_z\) distinct matrices on the factorizations of \(P\) distinct matrices. If the number of shifts is much larger than the number of poles required for the desired accuracy, this reduction in the number of required factorizations turns out to be very beneficial computationally. Furthermore, if memory is an issue, it is possible to only ever store one factorization at a time. Specifically, once a factorization is computed for a given pole, the vectors \(\tilde{h}_k\) may be computed for each right-hand side and then the factorization may be discarded. Overall, the combined use of the pole expansion and an efficient direct method appears to be a very efficient method for solving sets of parametrized linear systems for multiple right-hand sides, or, in some cases, even for a single right-hand side.

7. **Conclusion.** We have presented a new method for efficiently solving a type of parametrized linear systems, motivated from electronic structure calculations. By building a quadrature scheme based on the ideas in [19], we are able to represent the solutions of the parametrized shifted systems as weighted linear combinations of solutions to a set of fixed problems, where the weights vary based on the parameter of the system. This method scales well as the number of distinct parameters for which we want to solve (1.1) grows. Furthermore, because the solutions to the parametrized equations are based on a fixed set of subproblems, there is flexibility in how the subproblems are solved. We presented examples using both iterative and direct solvers within the framework for solving the shifted systems. The method presented here can
be more favorable compared to a Lanczos based method, especially when solutions to
a large number of parameters or a large number of right-hand sides are required.
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