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The aim of this chapter is to introduce the general framework for the study of
macroscopic quantum systems. The formalism is based on the functional integral, an
extension of Feynman’s path integral to systems with an infinite number of degrees
of freedom. It enables to derive standard results, such as perturbation expansions, in
an economical way and set up non-perturbative approaches. It also provides a unified
view of many concepts and theoretical methods that can be found in various fields of
physics: condensed-matter physics, quantum optics, nuclear physics or field theory.

We first derive the functional integral representation of the partition function of
a system of interacting quantum particles (bosons or fermions) (Secs. 1.2-1.4). This
representation is based on second-quantized fields and coherent states. We discuss
the perturbative calculation of the partition function and the correlation functions
(Green functions), and its representation in terms of Feynman diagrams (Secs. 1.5
and 1.6). These diagrams provide an intuitive picture of perturbation theory in terms
of elementary interaction processes taking place in the system. They are also a very
efficient tool to partially resum the perturbation series to infinite order. We show how
the perturbation expansion should be organized about a broken-symmetry state when
a symmetry is spontaneously broken (Sec. 1.7). We also discuss the quantization of
the electromagnetic field in the functional integral formalism and the coherent state
representation of the partition function of quantum spin systems (Secs. 1.9 and 1.10).
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1.1 Introduction 5

Although Feynman diagrams play an essential role in many-body physics, both as
a pictorial representation of perturbation expansions and an efficient computational
tool, they also suffer serious drawbacks. On the one hand they often lead to un-
controlled approximations. On the other hand diagrammatic resumations are usually
restricted to systems with weak interactions. In many cases, however, one is interested
in strongly-correlated systems where the interactions are strong and perturbative ex-
pansions likely to fail. We shall see in chapters 7 and ?? how the generating functionals
of one-particle and two-particles irreducible vertices introduced in section 1.6 can be
used to set up non-perturbative approaches. The effective action (Sec. 1.6.2) is at
the basis of the formulation of the non-perturbative renormalization-group approach
while the Luttinger-Ward functional (Sec. 1.6.3) is the starting point of various cluster
expansions.

This chapter is somewhat formal but constitutes the backbone of the book. The
prerequisite knowledge of classical, quantum and statistical mechanics is summarized
in Appendices 1.A-1.C. Other Appendices provide technical details on functional
calculus, Gaussian integrals and Matsubara sums.

1.1 Introduction

Elementary quantum mechanics is usually formulated in the framework of canonical
quantization where observables of the classical theory become quantum mechanical
operators acting on state vectors in a Hilbert space (Appendix 1.B). In this intro-
ductory section, we discuss an alternative formulation of quantum mechanics based
on the Feynman path integral. As in classical mechanics, the concept of trajectories
(or paths) plays a central role and the Feynman path integral yields a very intu-
itive picture of quantum mechanics. For a single quantum particle, there is no real
advantage to use the path integral formalism, except for pedagogical purposes, the
usual approach based on the Schrédinger equation being often very efficient. However,
for systems with a large number of degrees of freedom and in particular in statisti-
cal physics, the path integral formalism — or, more precisely, the functional integral
formalism — is much more appropriate.

We start our discussion with the study of a quantum particle moving in a static
potential (Sec. 1.1.1). Then we consider the functional integral formalism for the
quantum harmonic string (Sec. 1.1.2). This example already exhibits many key as-
pects of the functional integral formalism of quantum many-particle systems that will
be introduced in the following sections and used throughout the book.

1.1.1 Path integral in quantum mechanics

To introduce the concept of path integral in quantum mechanics, we consider a particle
of mass m in a one-dimensional space. Its classical dynamics is governed by the
Lagrangian

L(g,d) = ymd® - V(0) (11)

assuming that the particle moves in a time-independent potential V(¢). ¢ denotes the
position of the particle and ¢ = 0;q. The trajectory of the particle is obtained from
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6 Chapter 1. Functional integrals

the Euler-Lagrange equation (Appendix 1.A)

d oL(q,q) _ 9L(¢,4) . . 0V(g)
B = .e. = — . 1.2
it~ 04 ag ™ dq (1-2)
Alternatively, one can consider the Hamiltonian H (p, q) defined by
9L(q,q
p= # =mg,
q , (1.3)
IR
H(p.q) = p4—Lg,4) = 5~ + V(a),

where p is the momentum conjugated to the variable ¢q. The classical dynamics of the
particle then follows from Hamilton’s equations of motion,
__OH(p,q) _ 9V(g)

dq oq '
0H(p,q)

_Pr
Op m’
Canonical quantization

Canonical quantization is achieved by promoting the canonical variables p and ¢ of
the classical theory to operators p and § satisfying the commutation relations

4, 5] = ih. (1.5)

A classical variable A(p,q) becomes an operator A = A(p,q). In particular, the

quantum Hamiltonian reads
-2

L (1.6)

H-:
2m

A physical state of the system is described by a state vector |¢(¢)) of a Hilbert space
‘H. The time evolution of |1)(t)) is given by the Schrédinger equation

Hp) = ihde |y (t)), (1.7)

the solution of which can be written in terms of the evolution operator U,
() = U@yt =0)), hd,U(t) = HU(?). (1.8)
The Hamiltonian being time independent, one simply has
Ut) = exp(—%ﬁt). (1.9)
The probability amplitude to find the particle at position gy at time ¢s is given by

Plar.tr) = (arlv(ty)) = (ar|Utr—ta) [ (t:)) Z/dqz' Ulas, qisty—ti)¥(qis ti). (1.10)

Ulgy,qisty —ti) = (qﬂf](tf —t;)|q:) is sometimes referred to as the propagator, since
it expresses the probability amplitude for the particle to propagate from point g; to
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1.1 Introduction 7

point ¢y in a time t5—t;. If we know a basis {|n), €, } of eigenstates of the Hamiltonian
H, we can write the propagator as

Ulgp, aisty —ti) = (qrle #1079 |g) = “(ggln)e 7174 (n]g;)
=D TF 0 () (@) (1.11)
(using the closure relation ) |n)(n| = 1), where ¢,(¢) = (g|n) denotes the wave

function in the coordinate representation. U(gy, gi; tf —t;) provides information about
wavefunctions and energy levels of the Hamiltonian.

Path integral

The propagator U(qy,g;;t) can also be represented as a “path integral”. We first
consider an infinitesimal time €. To leading order in €, one has!

L . p2 e .
Ulqr, aii€) = (arle” ;) = (g|le " 2m e V(D |g;) (1.12)

(we now set i = 1). The propagator is then calculated by inserting the closure relation

>, Ippl =17

. 152 e n
Ulag.ase) = > lagle™ " |p) (ple ™V @ |q;)
P

B / Z_i eXp{_“ {% + V(Q)} +ip(qy — Qi)}
- ( - )1/2 eXp{i{%M - V(qi)] } (1.13)

2mie €

In order for the integral over p to converge, we assume € to contain a small nega-
tive imaginary part. The argument in the exponential is nothing but i times the
infinitesimal action S(gf, ¢;;€) corresponding to the straight line trajectory (at con-
stant velocity) between ¢; and gy in the infinitesimal time ¢,

m \1/2 .
Ul a:9) = (50=)  exp [iS(ar. 4::0) + O(e)] (1.14)
i€
(writting explicitely that the error in the exponential is of order €2).
To calculate the propagator U(gy, gi;ty —t;) for an arbitrary time ¢§ — ¢;, we split
ty —t; into N equal steps of size € = (ty —¢;)/N; we shall eventually take the limit

1To first order in ¢, one has e¢A+¢B =1 4 (A4 B)+0(e?) = eAeeBeO(<*) for two operators A
and B, where the O(e2) term is given by the commutator — é [A, B]. This follows from the Campbell-
Baker-Hausdorff formula: eAtB = B e_%[A’B] for two operators A and B which commute with
their commutator [A, B].

2We use the normalization conventions (g|p) = L~/2¢9, [ dg|q){q| = 1, and >, =Ippl =1
g € [0, L] is a continuous position variable and p = n%’r (n integer) a discrete momentum variable
corresponding to periodic boundary conditions (eipL = 1). In the thermodynamic limit L — oo, one

has % >, = S 22 (appendix 1.B).

oo 21
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8 Chapter 1. Functional integrals
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Figure 1.1: A typical discrete trajectory contributing to the action Slg].

N — oo (e — 0). Inserting the closure relation [ dg|g){(g| = 1 at each intermediate
time, we obtain

Ulqy, qisty —ti) = (gele”" - e7 ;)

N—
= / [T dasfoste™ o) a-ale™ o) - oo™l

/H koHUCIka(Ik 1;€), (1.15)
k=1

where go = ¢; and gn = q¢. The expression (1.14) introduces an error of order €* at
each time step, i.e. a total error of order e. In the limit N — oo, one therefore finds3

N/2
Ulgs,qisty —t;) = lim (27th> /H dqi exp{iS[q|}, (1.16)

N—o0

where
o > [m (qk — qr—1)?
ZS (qks qe—1; € —EZ [ET_V(qkl)] (1.17)
k=1 k=1

is the action associated to the discrete trajectory (qo,q1, -+ ,qn) with ¢o = ¢; and

gnv = ¢f (Fig. 1.1). In the limit N — 0o, we may write symbolically

N 2 ty
m (qr — qr—1)
k=1 i
N ty
> Vig1)— [ dtV(g),

k=1 ti

(1.18)

and denote by ¢(t) the “trajectory” (qo,---,qn) with ¢(t;) = ¢ and q(ty) = gy.
Note that this notation does not imply continuity or differentiability of the trajectory

3Note that the extension of (1.16,1.17) to three dimensions is straightforward. The variable ¢
becomes a 3D vector q and the the factor (mN/2mit)N/2 should be replaced by (mN/2mit)3N/2,
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1.1 Introduction 9

(go,q1," -+ ,qn) in the limit N — oo. If we define the integration measure as
N/2 N—1
mN
Dlg] = 1 d 1.19
o= m (gr7) 1L (119
then the propagator reads
alts)=as i
Ulareasty—t9= [ Dldlexw{350a}, (1.20)
q(ti)=q:
where
tr
Stal = [ dtLia.d (121)
t;

is the classical action corresponding to the trajectory ¢(¢). Note that the integration
measure D[g] contains a factor that diverges in the limit N — oo. In (1.20), we
have momentarily restored Planck constant % since it plays an essential role in the
discussion of the classical limit (see below). Thus the matrix element of the evolution
operator U (ty —t;) can be represented as a sum over all possible paths going from
q(t;) = qi to q(ty) = gy and weighted by the classical action S[g|] times i/h. The
Feynman path integral (1.20) provides a nice illustration of the superposition principle
of quantum mechanics: when a process can take place in more than one way, its
probability amplitude is given by the sum of the amplitudes for each way. Although
no explicit reference to quantum mechanical operators is made, the Feynman path
integral is an exact representation of the evolution operator U (t) = e~ 1t and may
be used as the starting point for the formulation of quantum mechanics [2].

The kinetic term selects sufficiently regular trajectories such that [g(t+¢€)—q(t)]?/¢
remains finite in the limit ¢ — 0. When this condition is not fulfilled, the kinetic
energy is large and the exponential factor 759 strongly oscillates when considering
nearby trajectories and therefore averages to zero. Thus typical paths are continuous
but not necessarily differentiable, and reminiscent of Brownian motion (|g(t + €) —

q(t)| ~ Ve).*

Classical limit

The important trajectories are those for which the action varies weakly when the path
q(t) is slightly deformed, i.e. those which are near the classical trajectory q.(t) whose
action is stationary,

ﬁw] =0. (1.22)

5q(t) |,
Non stationary trajectories imply large oscillations of the action and therefore average
to zero (the Feynman paths interfere destructively). More precisely, the propagator
Ul(qf,qi;ty —t;) is dominated by the trajectories ¢(t) whose action S[q] differs from
the classical action S, = S[q.] by a term of order h: |S — S.| < h. When |S.| > A,
these trajectories are very close to the classical trajectory and the particle behaves
essentially classically. In the opposite limit, the condition |S — S| < A is fulfilled
by trajectories very different from the classical one and a full quantum mechanical
calculation is necessary. Formally, the classical limit corresponds to the limit 7 — 0.

4For a detailed discussion of the relation between path integrals and Brownian motion, see Ref. [3].
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10 Chapter 1. Functional integrals

To obtain the propagator in the limit &4 — 0, we write q(t) = q.(t) + r(t)
(assuming there is only one classical trajectory) and expand the action to second
order in 7(t),

U(Qf, qi; tf - tl)

r(tf) 0 ty 5(2)S[ ]

L Slacl / q
~eh Dir| ex / dtdt’ ———————
/Tm): I p{ 2 dq(t)dq(t’)

The integral is Gaussian and can be done exactly (Appendix 1.E),

1 5?s[q o
Ulgr, qi;ty — ti) ~ en 519l det < g ) . (1.24)
=dqc

r(t)r(t’)}. (1.23)

9=dc

2mih 5q(t)oq(t') | =

The procedure we have followed to obtain (1.24) is known as the stationary
phase approximation. It gives the leading term of an expansion in powers of &
that can be systematically carried out to higher-order (see Sec. 1.7).

Hamiltonian form of the path integral

Equations (1.20) and (1.21) define the Lagrangian form of the path integral, where
the action is expressed in terms of the Lagrangian and the functional integral involves
a sum over the paths ¢(t). Alternatively, one can keep explicitely the p variable
appearing in (1.13) and write the propagator as

]\;Enoo/ H qu/H Pk Zk 1 wk((lk Q1) —iek —“V(qk 1)}

Q(tf)*‘lf
/f Dlp. q] expliSlp. ). (1.25)

(ti)=a:

Ulqys,qisty —t;)

where

Dlp.q) = Jim_ qukndf’k
k 1

N
S[p,q] = lim Z[Pk(% —qk-1) — 6ﬁ — eV (qr-1) (1.26)

N—o0 2m
k=1

jfwm—ﬂmwy

i

Equations (1.25) and (1.26) give the Hamiltonian form of the path integral, where
the action S[p, ¢g] is a function of the position ¢ as well as the momentum p of the
particle. Note that ¢ and p are independent variables in the functional integral (1.25)
and only ¢ is fixed at the initial (¢;) and final (¢;) times. When the particle travels
from gi—1 to gk, its momentum is given by px (which is independent of the velocity
(gk — qr—1)/€) so that the path is not a classical trajectory. The interpretation of
the propagator as a sum over classical paths is therefore lost in the Hamiltonian form
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1.1 Introduction 11

of the path integral. Nevertheless, for i — 0, the path integral is dominated by the
trajectories satisfying

oS oS
0~ 5 20

and one recovers Hamilton’s equations of motion.

Euclidean path integral

Suppose we want to calculate the partition function
Z=TrePH = /dq<q|e*’3ﬁ|q> (1.28)

of the quantum particle considered above. Z can be obtained from the matrix elements
of the evolution operator e ~*#t evaluated at the imaginary time t = —if3 (or t = —i3h
if we restore /). Real-time dynamics and quantum statistical mechanics are thus
related by the transformation ¢ — —i7 known as a Wick rotation, i.e. a rotation
of angle 7/2 in the complex time plane. The concept of imaginary time plays an
essential role in quantum statistical physics. The propagator in imaginary time,
U(gi,qf; —it) = (qfle H7|q;) is given by (1.11) with the replacement t — —ir. It can
be represented as a path integral following the same steps as before,’

mN\N/2 N1 e I:ﬂ(qk_qkfl)Q . }
Ul(gy,qi; —it) = lim < ) /Hkoe k[T V(@)

N—oco \ 27T Pl
q(T)=qy

— [ Dlaesp (- Sela)) (1.20)
(I(O):(Ii

The imaginary-time path integral is defined by a sum over trajectories from ¢(0) = ¢;
to g(7) = ¢ weighted by the action

Sulg = / ar' 2+ V(@) (1.30)
0

SElq] is referred to as the Euclidean action since (imaginary) time and space enter the
action in a symmetric way.5 Note that the kinetic and potential terms have the same
sign in the Euclidean Lagrangian, since the kinetic term changes sign under the Wick
rotation 7 = it. As in the real-time formalism, the kinetic term selects trajectories
such that [g(T + €) — ¢(7)]?/e remains finite in the limit € — 0 — paths that do not
fulfill this condition are expomnentially suppressed — so that the paths contributing
to the propagator are continuous (but not necessarily differentiable). The real-time
action (1.21) can be recovered from Sg performing a Wick rotation,

t
Splg) o i /0 dt’ [qu - V(q)} = —iS[q]. (1.31)
(r=it)

5Contrary to the real-time propagator, there is no need here to add a small imaginary part to the
infinitesimal time € (see the remark after (1.13)). From a mathematical point of view, the Euclidean
formalism is preferable to the real-time one.

SFor example, c?t? — 22 becomes —c272 — 22 in the Euclidean formalism.
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12 Chapter 1. Functional integrals

Using the preceding results, we can express the partition function of the quantum
particle,

Z:/@U@%4m=/‘ Dlg)e=5#1, (1.32)
q(B8)=q(0)

as a path integral in imaginary time over all periodic trajectories of period (.
If 53— 0 (i.e. T — o0) or i — 0, the propagator U(q, g; —i8k) can be calculated
with a single time step N = 1 (we restore % in this paragraph). This leads to

1 m
d= ] — BV (q)
Lol = 5 /dqe

E/oo KU exp{—ﬂ{%—i—‘/(q)]}, (1.33)

o0 2mh J_ o

which is nothing but the classical partition function. In Sec. 1.1.2, we shall further
discuss the connection between high-temperature limit and classical behavior of a
quantum system.

Example: free particle and harmonic oscillator. Let us first consider the
propagator of a free particle,

mN\"? 1 m =
1) = i i —qr-1)? ). (134
Ulgy,qist) = lim <2m.t) / I quexp{z26 > k= qr-1) } (1.34)
k=1 k=1
One can successively integrate over qi, g2, etc. The integral over ¢ gives
(N=1)/2
1 mN
U i t) = — i —
(a0 = 55 tm_ (550
N-1 m m &
. 2 . 2
X / H dqx, exp{li((h —q) + ioe Z(qk — qr—1) } (1.35)
k=2 k=3
Integrating then over g2 yields
1 MmN\ V=2)/2
U i t) = — i —
(@60 = 7z tim_ (50
N-1 m m &
. 2 . 2
X / 11 dax exp{z&(q?) — @) +ig > gk — ar-1) } (1.36)
k=3 k=4
and we easily deduce the final result
m_\1/2 m(qr —qi)°
Ular.qit) = (o) exp (z - (1.37)

We recognize in the exponential ¢ times the classical action: the classical path
gives the exact propagator for a free particle. The result (1.37) can also be di-
rectly obtained from the definition (1.11) of the propagator using the eigenstates
wp(q) = L7269 with ¢, = p?/2m.

Let us now consider the harmonic oscillator action

Slql = % /ttf dt (§* — w'q”). (1.38)

i
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1.1 Introduction

Although it is possible to do the calculation in discrete time (see e.g. Ref. [5]),
we take the continuum time limit. (The discrete time calculation is carried
out below for the partition function.) To compute the propagator, we write
q(t) = qc(t) + r(t). The classical trajectory ¢. satisfies the equation of motion
G+ w?¢® = 0 and reads

qc(t) = Acos(wt) + B sin(wt) (1.39)
with the boundary conditions
¢i = Acos(wt;) + Bsin(wt;) and gy = Acos(wty) + Bsin(wty),  (1.40)

while the classical action is given by

Slge] Ul ) [(q% +4}) cos(w(ty —ti)) — 2qiqf] . (1.41)

- 2sin(w(ty —t;
Writing
q(t) = qe +r(t),

S[Q] = S[qc] + % /t‘f dt (7“2 —UJ2T2)

i

(1.42)

(with r(t;) = r(ty) = 0), one obtains
iS m [ 2 2
Ulqys, qisty —ti) = el /D[r] exp {15/ dt (7" —r )}. (1.43)
ti

Taking advantage of the boundary conditions r(t;) = r(ty) = 0, one can expand
r(t) in a Fourier series.

> (lnt—t
r(t) = lgl a; sin (%) . (1.44)
with T' =ty — t;. The action then reads
mT > 2 l27'l"2 2
WFTTZWQW_W (1.45)

and the integration over r(t) becomes an integration over the coefficients a;,
Dl — I ] / day, (1.46)
1=17/-°

with a Jacobian J(T') that depends on T but not on w. We then find
. OO o mT l27T2 2 2
/D[r] exp{iS[r|} « ll:[l/_oo da; exp {ZT ( e Y ) aj
oo l271'2 ) —1/2
T (% -
=1

= (Sinusz)) b ’ (1.47)

13
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14 Chapter 1. Functional integrals

where at each step the proportionality constant is independent of w. We have

used the identity
ad 22 sin 2z
1— = . 1.48
11:[1 < 1272 ) z (1.48)

We then have

wT /2 iS[qe)
U(Qf7Qi;T):N(T)(Sin(wT)) ¢#Slael, (1.49)

For w — 0, we must reproduce the free particle result (1.37), which fixes the
constant N(T'), so that

Ulgs,qi;ty —ti) = < mw )))1/2

2misin(w(ty — ¢

X exp {zm [(¢7 + q7) cos(w(ty — t:)) — 2qiqy] } . (1.50)

By setting t; — t; — —i[3, one obtains the imaginary time propagator

1/2
. mw
Ulqy,qi, —iB) = <Wh(ﬂw))

X exp {_#?ﬂw) [(q% + ¢2) cosh(Bw) — 2qiqy] } . (1.51)

and the partition function
o=/

Z= / dqU(q,q;—iB) = i (1.52)

of the harmonic oscillator.
Alternatively, one can calculate the partition function directly in the Eu-
clidean formalism by writing

1 N-—1 )
@ = = > areT T, (1.53)
=0

where 7, = ke = kB/N, wi = 127/, a] = an—; and ao = aj (gx is real). The

action reads
N-1

Sela] = % ; {[1 — cos(wie)] + %e%ﬁ}a?al, (1.54)
and the partition function is given by a product of Gaussian integrals (Appendix
LE),

N-1
2= o (2" [ T om0
~ lim (l)m ]ﬁl {1[1 ~ cos(wie)] + leaﬂ}_m (1.55)
N—oo \ 2€ € 2

=0

(the exponent 1/2 is due to the constraints a; = an—; and af = ao). Writing
coshf =1+ 62w2/2 and using the identity

1:[ [cosh @ — cos(wie)] = 2"V [cosh(NG) — 1], (1.56)
1=0

© N. Dupuis, 2010



1.1 Introduction 15

one reproduces the result (1.52).
Let us finally try to calculate the partition function directly in the continuum
time limit. With

Z aje” T (1.57)
l——oo

and aj = a_; (q(7) is real), the Euclidean action becomes

oo

SE[a]:% 3 (W +w?) (1.58)

l=—o0

which leads to the partition function

D —Sgld
/ lale x l_li[m Vw? —|—w2

making use of the result for Gaussian integration (Appendix 1.E). The product
in the rhs vanishes. To get a finite result for the partition function, one should
take into account the infinite factor included in the integration measure D[q]
(that was dropped in (1.59)). This infinite factor being w independent, the
derivative of In Z wrt w is however well defined,

(1.59)

Oz - w _ B
o l;oo 24w’ 2tanh(Gw/2) (1.60)

(the method to compute the sum over w; in (1.60) is explained in Appendix
1.F), so that
N
/A — 1.61

sinh(Bw/2) ( )
where the constant N is independent of w. Since N is dimensionless, it cannot
be a function of B alone and is therefore a pure number. It can be determined
by noting that limg_.oc Z = e P with e = w/2 the energy of the ground state.

This yields N’ = 2 and in turn the result (1.52).

Path integral with vector potential”

To quantize a classical Hamiltonian H(p,q), it is not always sufficient to replace
the classical variables p and g by the corresponding quantum operators. When this
correspondence rule yields products of the non-commuting operators p and ¢, the
order of the operators should be determined by additional conditions such as the
hermiticity of the Hamiltonian. These difficulties also show up in the path integral
formulation: the path integral should be carefully defined in order to respect the
proper ordering of the operators.

As an example, we consider a free particle moving in a three-dimensional space
in the presence of a magnetic field B = V x A. Its dynamics is governed by the
Lagrangian

L(a,d) = ymé +ed- Ala) (162

"This section closely follows chapter 5 and Sec. I.A of the Supplements in Ref. [3]. See also
Ref. [4].
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16 Chapter 1. Functional integrals

(e is the charge of the particle). The conjugated momentum is defined by p =
OL/04q = mq + eA(q) and the classical Hamiltonian reads

[p — cA(Q)

H(p,q) = 5

(1.63)

In order to determine the quantum Hamiltonian, one has to choose the order of the
operators in the product p- A(q). By requiring the Hamiltonian to be hermitian, one
obtains

[P~ cA@]*

=[5~ eb- AlG) ~ cA@) b+ *A@)?] = 20

— (1.64)

This expression can also be deduced from gauge invariance, which implies that the
Hamiltonian can only be a function of the gauge invariant combination p — eA(q).
Any other quantification choice would add to the Hamiltonian a term proportional to
the commutator e[p, A(q)] = —ieV - A(q) which would violate both hermiticity and
gauge invariance.

Because of the additional term eq - A(q) in the Lagrangian (1.62), we expect the
action S(qx,qr—1;€) along the infinitesimal trajectory (qx,qx—1) to write

_m(ar —aqx-1)?

Slar, aqu-13€) = 5 ————— +e(aw — q-1) - Ala), (1.65)

but it is not clear whether A(q) should be evaluated at qx, qx—1, or somewhere in
between. Since typical paths satisfy |qx — qr_1| ~ /€, different discretizations of
q-A(q) lead to changes in the action of order € which cannot be ignored. The proper
choice can be obtained by noting that the hermiticity of the Hamiltonian implies
U(qg, qr—1;€)* = U(qr—1,qk; —€) and therefore S(qg,qr—1;€) = —S(dk—1,Qr; —€).
The only possibility is then to evaluate the vector potential at the midpoint (qx +
di—1)/2. The choice [A(qi) + A(dxr—1)]/2 (or any other combination symmetric in
dk, qk—1) is also possible, since two symmetric combinations differ by a term O[(qx —
dk—1)?] = O(e) and the corresponding actions by a negligible term O(e3/2).

The “midpoint” rule that follows from the hermiticity of the Hamiltonian is the
only choice compatible with gauge invariance. In the gauge transformation A —
A + VA, the action along the path (q,, ;) — (dqy,t;) changes by a term

ty as
e [Tdra-va@=c [ da-VA@=elAla) - Al (160)
t; qi
The corresponding change in the propagator,
Ulay, qisty —t;) — MU (qy, qi; by — ti)e M0, (1.67)
reflects the change in the phase of the wavefunctions

M) (q) (1.68)

(see Eq. (1.11)). Up to a trivial phase factor, the propagator is independent of the
function A (gauge invariance). In the path integration formulation, the change in the
action is given by

p(a) —e

N
e> (qr — qr-1) - VA(up), (1.69)
k=1
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1.1 Introduction 17

if we choose to evaluate the vector potential in (1.65) at the point ug. To see whether
(1.66) and (1.69) agree, we assume A to be a well-behaved function and rewrite (1.66)
as

N
Aay) = Ala) = Y _[Alar) — Aar-1)]

E
I
—

I
M=

{(ar =) - VA )

~
Il

+

| =

(1= 20)[(ax — 1) - VA (W) + Of(ar = qu-1)*] . (1:70)

where u, = qi_1 + 0(qr, — qr_1) (with 0 < 0 < 1). Since |qr — qr_1|? is of order e
for typical paths, the second term in the rhs of the last equation does not vanish in
the limit € — 0 unless § = 1/2, i.e. ur = (qr + qr—1)/2 (midpoint rule). With this
choice, equations (1.66) and (1.69) agree.

We conclude this section by showing that the midpoint rule can also be obtained
from an explicit calculation of the progator U(qx, qr—1;€). We rewrite the latter as

1

iu? —ieu-[p—eA(q
U(Qw, Qr—1;€) = W/d%w (qkle e eA(q)]|Qk—1>, (1.71)

where € = y/¢/m. Contrary to what was done previously, it is not possible to factorize
the exponential. This would introduce an error of order €2 = ¢/m, whereas we need
the error to be smaller than € to construct the path integral over a finite time interval
ty —t;. This difficulty can be circumvented by using the relation

FATB) — o5BgeA 5B | O(&), (1.72)
which can be checked by a direct expansion of the exponentials. We then deduce

(qu|e > B—eA@)|q, 1) = ezetwAlar) (g, | uPTOC?)| g, YesetrAlar-)

(1.73)
where the O(¢%/2) error can now be ignored. The matrix element in (1.73) is calculated
by inserting the closure relation > [p)(p| =1,

(arle ™ Plap_1) = > (arlp)(ple " P|p) (p'|qr—1)
p,p’

3
[ i - Ly (B )y

2m)3 e €

which gives

m \3/2 Im — qr_1)?
U(qk;qk—l;e) = ( ) exp{ze[_(qke#

2ime 2
5 (Al) +A(qk1))] } (1.75)
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18 Chapter 1. Functional integrals

We recognize in the exponential ¢ times the action (1.65) with the vector potential
A(q) approximated by [A(qxr) + A(qr—1)]/2 which, as discussed above, is equivalent
to the midpoint rule.®

Many-particle systems

With little more effort, we can now write a path integral for the partition function
— or the propagator — of a system with N particles interacting via a two-body po-
tential v(¢g; — ¢;) (we consider a one-dimensional system for simplicity). The Hilbert
space is defined as the subspace of the tensor product H ® --- ® H (H denotes the
one-particle Hilbert space) containing all N-particle states properly symmetrized or
antisymmetrized according to the quantum statistics of the particles. The partition
function can be written as (see Sec. 1.2)

1 -
7= N! Z Ep/dq1 dgn (qu - qnle ﬁH'Qp(l) (V) (1.76)
" peSn

where |¢1---qn) = |q1) @ -+ ® |gn). The sum in (1.76) is over all permutations p
of {1,---,N}. € equals one for bosons and the signature of the permutation p for
fermions. Proceeding as in the one-particle case and inserting the closure relation

/dql-.-qu g1 ) (@ an] = 1 (1.77)

at each time step, we obtain the path integral

- > af Dig]exp {~Sisla} (1.78)

- pESN z(ﬁ):(Ip('i) (0)

with the Euclidean action

seld = [ dr[giqe - o) (179

i,j=1

(i<4)
This expression bears an obvious similarity with that obtained for a single particle. It
is however not well suited for the study of a many-particle system. In Sec. 1.4 we shall
introduce a path integral or, more precisely, a functional integral representation of the
partition function that turns out to be much more convenient. This functional integral
is based on the coherent states introduced in Sec. 1.3 and involves an integration over
all configurations of a field weighted by an appropriate action. This turns out to be
an essential aspect of (quantum) statistical physics and field theory: systems with an
infinite number of degrees of freedom are naturally described by fields, rather than
the set of coordinates of all particles. Before embarking on the study of field theories
of quantum systems, we consider in the next section an elementary example of field
theory.

80ne can also directly verify that U(qx, qr—_1;€) yields the time evolution of the wavefunction as
obtained from the Hamiltonian (1.64) [3]. This provides a definitive proof of the validity of the path
integral.
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1.1 Introduction 19

1.1.2 Functional integral in statistical physics

In this section, we consider the functional integral approach to the quantum harmonic
string. This simple example already exhibits many essential aspects of the field theory
of (more complicated, i.e. anharmonic) quantum systems.’

The classical harmonic string

We consider a one-dimension harmonic string of length L and mass per unit length p.
We denote by ¢(z,t) the displacement of the infinitesimal mass pdx located between
x and x+dz at equilibrium. The dynamics of the chain is governed by the Lagrangian

L .
Lig) = /0 dz (0,6, 9), .

£(0:6,8) = 508 — 3r(0.0)"
where L is referred to as the Lagrangian density. The first term in the rhs of (1.80)
corresponds to the kinetic energy while the second one gives the energy cost associated
to the deformation of the string. The harmonic string can be seen as the low-energy
or long-wavelength limit of a one-dimensional “crystal” consisting of masses m = pa
separated by a distance a (at equilibrium) and connected by springs with stiffness
k/a.t0

The Euler-Lagrange equation

d 0L(0,0.0) . d OL(0:6,9)
i o5 @ 0@ 81

gives the wave equation )
pd — kD26 = 0. (1.82)

The solutions are plane waves ¢(z, t) oc e!**=¢lklt) ¢ c. propagating with the velocity
¢ =+/K/p, where k = p%” (p integer) for periodic boundary conditions ¢(x + L,t) =
p(x, t).

The quantum harmonic string

The momentum conjugated to ¢(x,t) is

IL(Duh, D)
8¢(x,t) - p¢(m,t) (183)

9In a particle language, an “harmonic” system (i.e. a system whose Lagrangian is quadratic in
its variables) corresponds to non-interacting particles, whereas an “anharmonic” system includes
interactions between particles. These particles do not necessary correspond to the bare particles but
can refer to elementary excitations (a concept that will be explained in the forthcoming chapters).

10The Lagrangian of the one-dimensional crystal reads L(g;,§;) = % Y md? — ks(git1 — 4i)?],
where ¢; denotes the displacement of the ith atom with respect to its equilibrium position. We leave
it as an exercise to show that the normal modes (phonons) of this system propagate with frequencies
wi = \/2ks/m(1 — coska)/2. In the long wavelength limit |k|a < 1, one recovers the spectrum
w = c|k| of the harmonic continuous string.

(z,t) =
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20 Chapter 1. Functional integrals

and the Hamiltonian is defined by
2

H:/OL dr [106 — £(2,6,6)] = /OL de—ij L (0.0) } (1.84)

To quantize the string, we promote ¢ and Il to operators satisfying the commutation
relations

[b(2),T1(z")] = i6(z — ). (1.85)

It is convenient to introduce the Fourier transformed operators

L
d(k) = % / dw e~ *2G(x) = 31 (),

I (1.86)
= L/ dz e~ T (x) = I (—k)
VL Jo
satisfying the commutation relations
[B(k), o(k")] = [IL(k), 1I(K")] = 0 and  [$(k), 1T (K)] = i ur- (1.87)
This allows us to write the Hamiltonian as a sum of harmonic oscillators,
il = Z[ () + 5 0950 (1.58)

where wy, = c[k| and the sum is over all vectors k = p2m/L (p integer) satisfying the
boundary conditions e?** = 1. H is diagonalized by introducing the ladder operators

alh) = |/ 22 309+ i)

’ (1.89)
ot (k PYk T(k) — LHT IAYe
al(h) =/ 55 [6106) — T (k)
Using the commutation relations
[a(k),a(k")] = [a’(k),a’(K)] =0,  [a(k),a"(K")] = Oy, (1.90)
one easily finds
- ot 1
H= %:wk <a£ak + 5) : (1.91)
The eigenstates of the harmonic oscillator indexed by k are defined by
1 n
Ink) = (a1)"™10),
/nl
e (1.92)

a1 1
wi | Qpin + 5 k) = wi et 5 [nk),

where |0) = |ny, = 0) is the normalized vacuum state: a|0) = 0. The ladder operators
ar and dL satisfy
dk|nk> = \/nk|nk — 1>,

. (1.93)
aL|nk) =ng + 1ng + 1),
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1.1 Introduction 21

and can be seen as annihilation and creation operators of an elementary excitation
(phonon) with momentum k. nj = <nk|&2dk|nk> denotes the number of phonons in
the state |ny). The eigenstates of the Hamiltonian (1.91) are obtained from the tensor
product of the states |ng),

AT\ Tk
ay.
Inkl---nk,;--->=|nk1>®---®|nki>®---zn%
. ! (1.94)
ﬁ|nk1...nki...>zz<nk3_ +§) wkj|nk1"'nk¢"'>a

J

|vac),

where |vac) is the vacuum, i.e. the normalized state defined by ay|vac) = 0 (for any
k). The eigenstate |ng, - --ny, - --) has a total number of phonons n = >, ny,. The
Hilbert space can be written as the direct sum H = Ho®@H1®- - -®H,, D~ - - where H,,
is the Hilbert space with n phonons. This type of Hilbert space, generically referred
to as a Fock space, is at the basis of the second-quantization formalism described in
Sec. 1.2.

Functional integral formulation

A functional integral formulation can be obtained following the same procedure as
in the single particle case. ¢(z) and II(z) play the role of the position and momen-
tum operator ¢ and p of the single particle (the only difference being that they are
labeled by z). One can introduce states |¢) and |II) satisfying ¢(z)|¢) = ¢(z)|¢) and
I1(z)|I) = II(z)[IT). Since both sets of states {|¢)} and {|II)} form a complete basis

of the Hilbert space, we have the closure relations

L/a
W timy [ T dota) (6] = 1.
=0

o (1.95)

N lim dl1(la) [I)(IT] = 1.
(L—>O/ l];([)

Here we have discretized the chain; the continuous variable x becomes a discrete
variable x = la. The harmonic chain is recovered in the limit a — 0. This step
is necessary to properly define the closure relations (1.95) as well as the functional
integration measures below [Eq. (1.99)]. N and N’ are unimportant normalization
constants that contribute a factor to the partition function but do not affect the
average values. They will be dropped in the following.

Proceeding as in section 1.1.1, one finds that the partition function

B8 L H2 o '
Z = DI, — | d dz|— + %o, 2—'H}} o6
/¢>(mﬂ)—¢(m,0) .4 exp{ /o 7-/0 x{zp + 2( ¢)” —illg (1.96)

can be written as a functional integral in imaginary time over the real fields ¢(x, 7)
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22 Chapter 1. Functional integrals

and II(z, 7).} Performing the Gaussian functional integral over I1,2 one obtains

Z :/ D] e~ 317! (1.97)
(z,8)=¢(x,0)
with the Euclidean action
IR .
Suld] = _/ dT/ dx [pqS? + k(0:0)2] . (1.98)
2Jo 0
The integration measure in (1.97) is defined as
N L/a
Dl¢] = lim lim kl"[l H de(la,kB/N) (1.99)

(up to a multiplicative factor). Performing a Wick rotation (7 = it), we see that the

real-time action is given by the classical action S[¢] = [ dt fOL dx L(Dy, §).
Since the field ¢(z, 7) is periodic in time, it can be expanded as a Fourier series,

! T b (, dw
(15(1',7') = TZe ¢( ) n)a
(1.100)

o(x,iwy) = / dr e*“n"(x, T),
where the discrete frequency

2
Wy = %n (n integer) (1.101)

is called a Matsubara (imaginary) frequency. The Fourier transformed field ¢(k, iwy,)
diagonalizes the action,

=5 5 O Ok —iwn) (wp + wi) 6(k iwn), (1.102)

kwn

so that the partition function (1.97) is given by a product of Gaussian integrals. Note
that ¢(—k, —iw,) = ¢*(k,iw,) since ¢(x, 7) is real.

The functional integral approach to the quantum harmonic string already exhibits
many essential aspects of the field theory of (more complicated) quantum systems:

e Equation (1.97) is an exact representation of the partition function. Since the
action is quadratic in the field, the integral can be done exactly:!?

__“Jk

Z = H T (1.103)

HEquation (1.96) is analog to (1.25).

12Gaussian functional integration is discussed in Sec. 1.E.

13Gee the calculation of the partition function of the harmonic oscillator in section 1.1.1 (in par-
ticular Egs. (1.58,1.59)).
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1.1 Introduction 23

which is the standard result for a set of decoupled harmonic oscillators. More
generally, all results that can be obtained from the Hamiltonian (1.91) can also
be derived from the functional integral (1.97). When the action is not quadratic,
for example when it contains a term

8 L
Sined] = /0 dr /0 dz V(9) (1.104)

with V(¢) a potential of order 4 or higher, the functional integral cannot be done
exactly and one has to resort to approximate strategies such as perturbative
expansion (Sec. 1.5) or saddle-point approximation (Sec. 1.7).

e Requiring the action to be stationary, 6Sg/d¢(x,7) = 0, one obtains the classi-
cal equation of motion pd2¢ + k02¢ = 0 in imaginary time [see Eq. (1.82)].

e The continuous string model cannot be valid at arbitrary small length scales.
For example, if it corresponds to the low-energy description of a one-dimensional
crystal (as discussed at the beginning of this section), it is valid only for mo-
menta k much smaller than 1/a where a is the lattice spacing. In general the
dispersion wy, is bounded by a maximum value wg. At high temperature, when
wo < T, the partition function is dominated by the zero Matsubara frequency
wn—o = 0. The action

Splg] ~ £ k, —i 20(k, i _ 5 [ @i (1105
Bl6] = § S ok~ ion) = o [ 00?1105

then yields the classical partition function

Zd:/D[¢] exp{—%/ode(ax@?}. (1.106)

A quantum system at sufficiently high temperature behaves classically. When
T ~ wp, the system enters the quantum regime and non-zero Matsubara frequen-
cies cannot be ignored. Thus the quantum-mechanical behavior of the system
shows up in the imaginary time dependence of the field.

e In the limit 7' — 0 (3 — o), the imaginary time 7 varies in the interval [0, co]
and the discrete Matsubara frequency w, becomes a continuous variable w. By
rescaling the time variable, we can rewrite the action as

Seld] = 3= [ @rvow)? (1.107)

(we assume both § — oo and L — o0), where r = (z,c¢7). The action of
the quantum one-dimensional string reduces to the action of a classical two-
dimensional string. More generally, zero-temperature d-dimensional quantum
systems behave as (d+ 1)-dimensional classical systems or, when time and space
do not enter the action symmetrically, (d 4 z)-dimensional systems.
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24 Chapter 1. Functional integrals

e The fact that the excitation energies wy can be directly read off from the par-
tition function (1.97,1.102) illustrates the connection between thermodynamics
and dynamics in a quantum system. The relevant tool to study the dynamics
of the system is the (imaginary-time) propagator of the ¢ field — also called the
(imaginary-time) Green function — defined as the correlation function

G(kv iwn) = <¢(/€, iwn)¢(_kv _iwn)>
/D[¢] Gk, iwn ) p(—k, —iwy) e 1%L (1.108)

1
Z
The action (1.102) being quadratic, it can be calculated exactly,!?

1 1

Gk, iw,) = ————.
(,Zw) pw%_’_wz

(1.109)

To obtain the dynamics in real time, one performs an analytical continuation
iwy, — w + 17 to real frequencies w. The infinitesimal n — 07 is crucial for the
analytical continuation to be well defined in the general case (chapter 3). The
resulting correlation function

1 1
GE(k,w) = Gk,w +in) = —=

- - (1.110)
p(w+in)? — w?

is called the retarded Green function (Sec. 1.2.3). Its poles w = +twy, directly
give the excitation energies of the quantum string. The excitation spectrum
also shows up in the spectral function

™

Alk,w) = S[GE(k,w)] = [6(w — wr) — 6(w + wp)]. (1.111)

prk

This is a very general result: Green functions — or correlation functions — contain
information about the excitation spectrum of the system and are therefore the
main quantities of interest besides the thermodynamic potential Q = —1 In Z.
We shall see in chapter 3 that correlation functions also determine the linear
response of the system to an external field.

1.2 Second quantization and Green functions

In quantum statistical physics we are interested in systems with a large number of
particles. The state vectors describing the possible physical states should be symmet-
ric or antisymmetric under the exchange of two particles, depending on the statistics
of the particles (bosons or fermions). Furthermore, the number of particles fluctu-
ates when the system can exchange particles with a reservoir — as for instance in
the grand canonical ensemble. Second quantization provides a natural formalism to
describe many-particle systems (the main results are summarized in Table 1.1). It
yields the concept of quantum field and in turn the possibility to express the parti-
tion function as a functional integral over suitably defined coherent states (Secs. 1.3.1,
1.3.3 and 1.4).
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1.2 Second quantization and Green functions 25

1.2.1 Fock space

The Fock space is defined as the direct sum
H=Ho®H1& - =Dy Hn, (1.112)

where H,, is the Hilbert space corresponding to a system of n particles. Hy contains
only the vacuum state |vac) and H; is the Hilbert used when studying the quantum
mechanics of a single particle.

Let us first focus on the Hilbert space H,. H, contains all n-particle states
properly symmetrized (bosons) or antisymmetrized (fermions). It is a subspace of the
direct product H,, = Ho @ Ho @ - - Ho. If we know an orthonormal basis {|a)} of Hj,
then we can obtain an orthonormal basis of H,, from the tensor product

o1+ ) = |on) ®Jag) @ -+ @ o). (1.113)

Note that we use the notation |---) (with a curly bracket) to denote this n-particle
state. The overlap of two vectors is simply

(@ e+ an) = (alln) - (@l lan) = dag.a, 6oy (1.114)

n’

and the completeness of the basis gives the closure relation

> loncran)(ar o] =1, (1.115)

Q1

where “17 in the rhs means the unit operator in H,. A wave function in coordinate
space is obtained by multiplying the ket |y - - - o) by the bra (r1 -+ -1, = (r1|®@---®
(rnl,

(r1-rplar - an) = Qo (1) - Pa, (Tn), (1.116)

where ¢, (r) = (r|a) is the coordinate-representation wave function of a particle in
the quantum state |a).
To obtain a basis of H,,, we should (anti)symmetrize the tensor product (1.113),

|y« ap ) = \/mpdal )

- ﬁ > Clapa) - tpim)- (1.117)

" pES,

P4 (P-) is a symmetrization (antisymmetrization) operator and ¢ = +1 for bosons
and —1 for fermions. The sum in (1.117) is over all permutations p of S,,. (P equals
one for bosons and the signature of the permutation p for fermions. One can easily
verify that P¢ is a projector, i.e. ’P? = P¢. Note that for fermions the state a1 - - - ap }
vanishes if two of the a;’s are identical (Pauli principle). The states |a; - -y, } form
a basis of H,,. The closure relation (1.115) in H,, becomes a closure relation in H,,,

Z Pelo - an)(ay - - an|Pe

1

_ 1 Z lag - Han - o), (1.118)

n!

Q1O
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26 Chapter 1. Functional integrals

and the overlap between two states is given by

{o) - al oy --an} =nl(a) - 047,|7’<2|0¢1 )

= (Pla) - dlap) e tpgm). (1.119)
p

The permutations p contributing to the sum must satisfy oy = a1y, , ), = ap)-
Since for fermions all «;’s should be different, there is only one such permutation and
the overlap reduces to

{) - |y an} = (—=1)P (fermions). (1.120)

In the case of bosons, several particles can occupy the same one-body state, and any
permutation which interchanges particles in the same state contributes to the sum
in (1.119). The number of these permutations is nq,!:--nq,! if we denote by nq,
the number of bosons in the one-body state ;) (with a1, - ,«q, all different). We
therefore find

{al - op|on - an} =nq, ! ng,! (bosons). (1.121)

A normalized basis of H,, is obtained by normalizing the states |aq - - - a, },

1

o ) = gy ond
1
- Plag) -+ . 1.122)
ITT? N1/2 ZC lap(1y =+ - Qp(n)) (
(TL. Hz:l Na; ) P

The coordinate-representation wave function is given by

1
(o 00) = G e 2P (1) o )
1
——=det (¢q, (r;)) (fermions),

oy (1.123)
(! T2, na,H)Y/2 per (¢a, (r;)) (bosons).

We thus obtain a basis of permanents for bosons and determinants for fermions. The
latter are known as Slater determinants.

It is also possible to define an (anti)symmetrized many-body state in the coordi-
nate representation,

1
[r1o1, -+ Tpon} = e, Z Clrp)Tp(1), 5 Tp(n)Tp(n))
" PESH

Z eilkrrittkar) g o ko), (1.124)

1:"';kn

1
- Vn/2

although the states |ro) are not normalized. o denotes the spin index (as well as
other discrete indices if necessary) and k the momentum.
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1.2 Second quantization and Green functions 27

Creation and annihilation operators

To complete the description of many-particle systems, we need to introduce operators
which couple H,, to Hy11, i.e. which add or remove a particle from the system. The
creation operator 9} is defined by

Ol o o} = |aay - o},

Ol lar - an) = Vi + L|aar - - ay,).

1&2 adds a particle in the one-body state o and (anti)symmetrizes the resulting many-
body state. When acting on the vacuum state, it gives the one-body state |a):

(1.125)

Pl |vac) = |a). More generally,

lag -} = wjxl .. '%J‘/ac%
1 - (1.126)

o) = (i VY e

The annihilation operator @a is defined as the adjoint of the creation operator 12));
From (1.125), we find

{ar- - anldalal -~ ap,} = {a) - al, [df]ar - an}
={aa--apla) - al,} (1.127)
The result is finite only if n = m — 1 so that dAJa removes a particle from the system.

This means in particular that 121a|vac> = 0. Using the closure relation in the Fock
space H,

> 2. e anHa | =1, (1.128)

n=0 aj--

we obtain

. © 1 .

n=0ai -an

1
= m Z {0[041 am71|0/1"'044n}|011"'06m,1}
X1 Oy — 1
= Ty 2 Sledalage - agm (1.129)
PESm

where we have used (1.114) and (1.119). The permutation (p(2),--- ,p(m)) — (1,--- ,p(1)—
1,p(1)+1,---,m) has a signature ¢ptP()—1 14 56 that we finally obtain'®

w0/|0/1 m} = Z Cp(l) 1504 a (1)| /1 e a;(l)fla a;(1)+1 T a:n}
pESnL
= ¢ ol b, ), (1.130)
i=1

14 The permutation (p(1),p(2),---,p(m)) — (p(1),2,---,p(1) —1,p(1) +1,--- ,m) can be written
as the permutation p~! [(p(1),p(2), -+ ,p(m)) — (1,2,---,m), signature ¢P] followed by p(1) — 1
transpositions [(1,2,--- ,m) — (p(1),2,--- ,p(1) — 1,p(1) +1,--- ,m), signature (P 1],

150ne can easily verify that (1.130) reproduces (1.127).

© N. Dupuis, 2010



28 Chapter 1. Functional integrals

where & indicates that o/ is omitted. The analogous result for the normalized states
reads

R 1
=1

For bosons, it is sometimes convenient to introduce the states

ey Ny ) = vac), (1.132)

1 “ Moy “ Nayp,
1/2 (¢L1) e (djlzp)

( f:l nai!)

where n,, denotes the occupation number of the one-body state «; (with a - - - o, all
different). These states form an orthonormal basis of the Fock space H and satisfy
the closure relation

Z|na1"'nai"'><na1"'nai"'|:1 (1.133)
{oi}

as well as

Dhlna, - na,) = Vi + 1na, - (e +1) - na, ),

A bosons). 1.134
Dol 1) = S0 G/l < (e — 1) - m ), %0 (1134)

They are therefore eigenstates of the operator 1, = 1&};1&(1 which measures the number
of particles in the one-body state |a),

P

NalNay = Na,) :2:(5(170“,na|na1 SNy, )- (1.135)
i=1

(Anti)commutation relations

The symmetry properties of the states |a; - - - a;, } under the exchange of two particles
have important consequences for the operators 1y, 1). We have

JJWLJM cap) = e ag - ap )

= (ld'aar - ap}
= ¢l dllar - an}. (1.136)
Since (1.136) holds for any state |aq - - ay, }, we deduce
L, 01] ¢ = [a, o] ¢ =0 (1.137)

(the second equation is deduced from the first by taking the adjoint). [-,-]- and [-, ]+
denote the commutator and the anticommutator, respectively. By comparing

112}011,2}3;/|O[1 .. an} = 1;2}O¢|CVIO[1 .. an}

= 5a,a/|a1 .. .an} + Z Ciéa,ai|0/041 ceey 'Oén} (1.138)

i=1

© N. Dupuis, 2010
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and
’&L,Qﬁ(ﬂal e an} — Qﬁl, Zgiilé()ﬁ,ai ap - 6&1 . an}
i=1
= (e ldar e an ) (1.139)
i=1
we also obtain o
[wa; T,]_ :5(1 al- (1140)

Equations (1.137) and (1 140) are fundamental relations satisfied by the creation and
annihilation operators 9%, . Recall the crucial assumption that {|a)} forms an
orthonormal basis of the single-particle Hilbert space Hj.

Change of basis

Creation and annihilation operators in another basis {|@)} can be straightforwardly
obtained from the operators ¥, 1. Making use of |&) = > _(a|d)|a), we deduce

ﬁglal-"an}Z laay - o}

= (al@)|aos - an}
= Ylaladblon -+ an), (L141)

and therefore

) . (1.142)
da =Y _(ala)da
The transformed operators satisfy the (anti)commutation relations
) ) Ad’ =0
9L, wT] ¢= [dj Ii/} J-¢ (1.143)
[a, 05 ]-¢ = (ala).

If the new basis is orthonormal, the (anti)commutation relations are preserved; the
transformation {47, 1} — {¥L, 44} is unitary.

Field operators

The “field operators” are defined by

@)
q
=
I
=
QS
Q
||

(1.144)
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where the sum extends over all states a of the orthonormal basis. The last relations are
obtained by choosing the momentum-representation basis {|k, o) }. The field operators
satisfy the (anti)commutation relations

(25 x), 90 ()] ¢ = [ (1), dor ()] ¢ = 0, (1.145)
[ (x), &1, ()] —¢ = 60.rd(x — 1)
From equations (1.125) and (1.130), we deduce that
@i(r)h‘lal, ce L TpOn} = |ro,ri01, - Thon ),
Yo (r)rio1, -+ rpon} = i(i‘lé(r 201 ST TERRIS STrARE e (1:148)
i=1

where 1;0; means that r;o; is omitted. Thus the field operator 1&2 (r) adds a spin-o
particle at point r and (anti)symmetrizes the resulting many-body state.

1.2.2 Operators in second-quantized form

Any operator acting within the Fock space can be written in terms of the creation
and annihilation operators. In the following, we discuss in detail one- and two-body
operators before generalizing to n-body operators.

An operator VD s a one-body operator if it acts on each particle separately,'®

VOlag - an) = me ),
=1 (1.147)

. 1 LR
\/H P =1
where V; operates only on the ith particle. V;|oy - ap) = (Vi) @ aa) @ - - - o),
etc. Let us first choose a basis where the operator V' is diagonal,
Vie) = (aV]a)|a) = Vala). (1.148)

We then have

Qp(1) * " Ap(n))

. 1 n
POl = =303 Ve
p i=1

n
= ZVO[, al"'an}
=1
= Vattalay -+ an}, (1.149)
[e%
16Recall that in first-quantization, one would write V(1) = >, V(£s,Ps,6i) where the sum

extends over the n particles present in the system.
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where the sum extends over the complete set of one-body states o and 7,

We deduce
VD =3 a|V]a)na

(o3

Using (1.142), we obtain the general expression for one-body operators,
v =3 (alV]a)dida,
a,a’
valid in any complete basis. In particular

V(l) - /ddr ddT', Z<ra 0|V|I‘l, OJ>¢I— (I‘)i&o—' (rl)

o,0’

31
= Pl Pa-

(1.150)

(1.151)

(1.152)

in terms of the field operators. Note that the expressions (1.151,1.152) make no refer-
ence to the total number of particles actually present in the system (to be compared
with the first-quantized form of a one-body operator acting on a n-particle state'®).

Examples. The density 7(r) of particles at point r reads Y ; 6(r — ;) in first

quantization and

/ d'ryd'ry Y (01, 01600 — B)lr2, o) (r1) s (r2)

o,0’

= 21213;(1')1/)0 r (1.153)

in second-quantized form. The number of particles operator is given by

N = [ draw) = 3 il (1.154)

for any complete basis of one-body states |a). For a one-body potential V1) =

>0 V(#:), one finds

(1) = /d 7“1d T2 Z<P1,0'|V( )|r270l>"£’l—(r1)"$a’(rl2)

o,0’

/drV Z% Yiho (r /drV (1.155)

The kinetic energy operator 1 = S, Pi/2m is most easily calculated in the

plane-wave basis,

T=> (k U|—|k o V0L (k) Z;‘— Vo (k). (1.156)
k,o

k., k’/

o0’

In direct space, this gives

= _/ddTZ¢Z(r)2V_m¢”(r) = ﬁ Z/ddrzwﬁl(r)vzﬁa(r). (1.157)
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32 Chapter 1. Functional integrals

The last line is obtained from an integration by part assuming that the fields
vanish at infinity (or satisfy periodic boundary conditions). For the current
operator j(r) = 5= >.[P:d(r — £;) + 6(r — £;)Pi], one obtains

) = g [ drad'rs S0 S~ £) 4 8(x — £)pIa) P r4) i (r2)

! [ng( )V o (r) —h.c.]. (1.158)

2m

The most general form of the grand-canonical Hamiltonian of non-interacting
particles is Ho = > £atblibs in the diagonal basis {|a)}, where £&a = € —
denotes the energy of the one-body state |a) wrt the chemical potential u.

An operator V?) is a two-body operator if it acts only on pairs of particles,

V(2)|Oél .. an) = Z ‘ZJ|051 . ..Oén),

i,j=1
(i<34)

. 1
V(2)|a1 )= ﬁ ng Z leapu n))
p

i,j=1
(1<4)

(1.159)

where Vij acts only on particles ¢ and j. In the basis {|a)} where V is diagonal,

V]agB) = (aB|V|aB)|aB) = Vaglap), (1.160)

one has

V®lay - an} = ZCP Z Vo iyani [0p(1) * * Qp(n))

i,i=1

(i<4)
n
= Z Voz,oz7 |051 to an}
ij=1
(i<3)
9 Z oy T JVaiai)'al”'an}
,j=1
1 . N
=3 Z Vag (fafig — 6 gMa) lon - - an }, (1.161)
a,B

where the sum extends over all states «, 3 of the complete basis of the one-body states.
Using the (anti)commutation relations (1.137,1.140), one finds fgfig — do,glta =

1/3(21&231/}51&(1, which leads to

V) = =3 (17 0Bl b st (1.162)
a,B
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Transforming to an arbitrary basis, we finally find the general expression of a two-
body operator,

N 1 - PRIy
v = 5 Z (ras|V]ayah) bk, ¥l day thay
o,
. . ) . . .
— 5 /drl .. .ddré Z (rlal,I'202|V|r'10/1a1'12‘7/2)¢;1 (rl)wiz (r2)¢”é (r/2)¢[7’1 (rll)

1005

(1.163)

Notice the respecting order of oy and o), in the matrix element and in the product of
annihilation operators. It is sometimes convenient to use a variant of (1.163) where
the matrix element is (anti)symmetrized,

~ 1 ~ ~ ~ ~ ~
V@ — 1 Z {041042|V|a/1a/2}¢3;1¢(22¢a'2¢a'1, (1.164)

!’
Qp,ee 0

with
{onaa|V]aiah} = (aras|V]a o) + C(aras|V]aba)). (1.165)

Example. For a two-body potential v = >
form), one finds

i<; V(Fi — 1;) (in first-quantized

. 1 o
Ve = §/dr1~~~ddr§ Z (r1o1,r202|v(F — #')|rio], rhos)

s, ()9 (02)iby () ()
=5 [ d'ndre 3 ofes = ra)dd, (1)l (e (r2)en (v (11660

01,02

Here we have used the fact that v(f — ') is diagonal in the coordinate represen-
tation: v(# —#')|r101, r202) = v(r1 —r2)|r101,r202). In Fourier space, equation
(1.166) becomes

VO = o 37 (@il (e + @il (K — @) (K)o (k), (1.167)

k.k/,q

U.U’

where v(q) is the Fourier transformed of v(r).

To conclude this section, we give without proof the expression of a n-body operator
in second-quantized form,

. 1 . R I R
v — " Z (1 an|V]ad - )Pl - il ar A
{ai,of}

1
(nl)?

Z {og o |V, "'042}@11 wjxn%n "'¢a£~ (1.168)
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1
Many-body states log - ant = — Z CPlagy - apm))
|
vnl <
_ 1
: — 1
Closure relation Z — Z log - apt{ag - a,| =1
n=0 a1 Qp

Phlay - an} = |aar - ay,}

n

Creation and annihilation Valar -} = Z C M mas|or Gy}
i=1
operators ﬁ(ual Q) = VN + Loy o)

R 1 <N .
wa|041 T an> = E Cliléa,ai
Ve 555

Commutation relations ['J}aa 'J}a/]fC = [1[’:&»1[)1/]% =0

[iom ’lLL/]—C = 501,()/

Ja(r) = Y (r,0la)d

[e3

Field operators Pl(r) = Z<a|r, oVl

(o (x), 05 ()] —¢ = b5.06(x — ')

One-body operator v = Z<04|V|0/>7ﬁlﬂﬁa’
= [dirdir' 3 (x,0lVIx, o)k (r) o (1)
N 1 N AL AL A A
Two-body operator V@ = 5 Z (Oé10¢2|V|o/10/2)¢3;1¢Lg¢a’2¢a’2
[e PRI

Table 1.1: Main results from second quantification.
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1.2 Second quantization and Green functions 35

1.2.3 Green functions
Retarded Green function

When studying the quantum mechanics of a single particle in Sec. 1.1.1, we introduced
the propagator

GE(r,x';t) = —i@(t)<r|e_mt|r'> = —iO(t) Ze_“"tgan(r)gofl(r') (1.169)

describing the propagation of a particle from (r’,0) to (r,t). We ignore for the time
being the spin of the particle. To make causality explicite, we have added the factor
O(t): the particle can propagate only forward in time. The sum in (1.169) extends
over a complete set {©,(r),e,} of one-body eigenstates. G% is called the retarded
propagator or retarded Green function. Its Fourier transform is defined by

o * /
Gl (r,v;w) = / dt ! CHMGR (e v 1) = M, (1.170)
s ~ W+ — €y

where the infinitesimal n — 07 is introduced to ensure the convergence of the in-
tegral.!” Thus the energies ¢, of the eigenstates |n) show up as poles of the re-
tarded Green function while the residues give information about the wavefunctions
on(r) = (r|n). Since |r) = ¢f(r)|vac), GF can be rewritten as

GB(r,r';t) = —iO(t)(vacl(r)e Hteji (') [vac). (1.171)

In a many-body system, it is tempting to generalize (1.171) as

GR(r,x';t) = —iO(t) {0 (x)e 1T (x)]0)
= —i0(1) (0 (r, 1) (r',0)|0), (1.172)

where we take ¢g = 0 for the energy of the many-body ground state |0).

; iHt N, —iHt
jp(r,t) e‘ A @/j(r)e o (1.173)
wT (I‘, t) — eth¢T (r)eszt
are the field operators in the Heisenberg picture. In the grand canonical formalism, the
term —uN is included in the Hamiltonian. Contrary to (1.169), the definition (1.172)
does not satisfy GT(r,tT;r',t) = —id(r — ') — an expected result for a “propagator”
since within an infinitesimal time the particle has no time to propagate. The latter
relation is however satisfied if we choose

GE(r,v';t) = —iO(t)(0] [i(r,t),lﬁT(r’,O)LAO) (1.174)

This expression reflects the fact that in a many-body system we can not only add
but also remove a particle. At finite temperature the ground state expectation value

17The physical meaning of 7 is further discussed in chapter 3.
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should be replaced by a statistical average and we can define the retarded Green
function as

GR(a,a/st) = —iOt)([Pa(t), ¥],]-¢)
—i@(t)%Tr [0 [ (1), 91} (1.175)

for any complete set {|a)} of one-body states. « includes a spin index as well as other
internal indices if necessary.

For a non-interacting system with Hamiltonian Hy = Y oa Eall e (Ea = €a — 1)
in the diagonal basis, the field operators satisfy the equations of motion

8751&(1 (t) = i[ﬁo, @/;a(t)] = _ifoﬂ[}a(t)a (]_].76)

Ol () = i [Ho, DL (1)] = i€atdl (1),
and are therefore given by
Aa t) = e Hat Aa,
G0 =iy T
From (1.175), we then deduce
GE(a,t) = —i@(t)eiig“%[&a,qﬁl]_ﬁ = —iO(t)e~ %at (1.178)
and - )
GE(a,w) = /_ . dt ! TMIGE (1) = P (1.179)

As in the single-particle case [Eq. (1.170)], the poles of the retarded Green function
give the single-particle excitation energies, i.e. the energy of the many-body states
obtained by adding (or removing) a particle to the equilibrium state. In chapter 3,
we shall study in detail the properties of the retarded Green function in interacting
systems and show that its poles are indeed related to the single-particle excitation
energies.

Matsubara Green function

The retarded Green function is not the one that is calculated in the first place. Instead,
one generally focuses on the Matsubara Green function

G(Oé, O/; T) = _<T7—'()/A1a(’7')'()/;j],>
= —O(7)({Wha(T)},) — CO(=T) (W] Pa(T)), (1.180)
where the time ordering operator T is defined by the second line. For fermions, the

interchange of the two operators when 7 < 0 implies a sign change. The imaginary
time operators in (1.180) are defined by

wa (7_) _ e‘rﬁldsaef‘rﬁy

Bl(r) = e HileH,

[0

(1.181)
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For 7 = it, they reduce to the real-time Heisenberg operators (1.173). Note that ¢ (7)
is not the adjoint [ (7)]7 of tha (7). For 7 > 0, G(a, o; 7) describes the creation of a
particle and its propagation in the system, while for 7 < 0 it describes the annihilation
of a particle and the propagation of the corresponding “hole”. There is no need to
specify here how the equal-time (7 = 0) Green function is defined. As we shall see,
G(a, o/;0) will always be interpreted as either as G(a, a/;0%) or G(a,a/;07).

We shall see later that we need to know G(«,’;7) only for 7 € [—3,0]. For
—f < 7 <0, one obtains

Gla,a’;7) = =C{l Pa()
_ —CeﬂQTr [e—ﬂﬁqﬁL/eTﬁ@ae—Tﬁ}
= —(e’GQTr [eTﬁzzjae*(TJ“@)Hzﬁl,}
= —CeP T [e i) (7 + B)) ]
=(G(a, 57+ ) (1.182)

(with Q = —% In Z the thermodynamic potential) making use of the cyclic invariance
of the trace. A similar reasoning gives

Gla, ;1) = (G(a, ;7 — B) (1.183)

for 0 < 7 < B. Since G(a, &';7) is (anti)periodic for 7 € [—(, ] with period f, it can
be expanded in a Fourier series,

1 A
Gla, ;7)== e TQla, o siwy,),
( ) 3 > ( )

Wn,

: (1.184)
G(oz,o/;iwn)z/o dr "G, o/ 7),

where 5, =377 and the discrete frequencies

2
T (bosons),

=1 4 1 . (1.185)

5 (n+31) (fermions),

are called Matsubara frequencies.
The Matsubara Green function can be easily calculated for a non-interacting sys-

tem with Hamiltonian Hy = Y, &at¥lta. Inserting ¢, (1) = e~ 5T1), and ¢ (1) =

e~€a4T in (1.180), we obtain

Go(a,7) = —e %7 [O(7)(1 4 (na) + O(=7)¢na], (1.186)

where the occupation number n, = <1&L¢a> is given by the Fermi-Dirac function
np(€,) for fermions and the Bose-Einstein function ng(£,) for bosons. In frequency

space
1
Go(a,iwy) = - (1.187)

iwn — &
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Comparing (1.179) and (1.187), we see that the retarded Green function can be ob-
tained from the Matsubara one by an analytical continuation

GE(a,w) = Gola,iw, — w +in). (1.188)

This result turns out to be valid also in interacting systems. The retarded Green
function, which contains physical information about the system, can be deduced from
the Matsubara Green function which is the natural quantity to consider in (finite
temperature) interacting systems. We postpone a detailed study of the properties of
Green functions to chapter 3 and in the following sections of this chapter discuss how
we can define and compute Green functions in the functional integral formalism.

Many-particle Green function

The Green function we have discussed so far is called the one-particle Green function
since it describes the propagation of a single particle. One can also define higher-order
Green functions

G (anTy, -+ T al Tl alT)
= (=)™ (T, (11) * * Var, (Tn)lﬁlgl (Tp) - wll (1)) (1.189)

Note that the superscript (2n) corresponds to the number of operators rather than
the number n of particles propagating in the system. We shall often denote the
single-particle Green function G®) merely by G. As in (1.180), the operator T,
chronologically orders the operators from left to right with the latest time to the left,

TrAa,(11) - Aa, (Tn) = CpAap(l) (Tp(l)) T A(lp(n) (Tp(n)) (1.190)
(Tp(1) > Tp(2) >+ > Tpm)), Where (P equals one for bosons and the signature of the
permutation p for fermions.
Real-time Green function
Finally, we can define Green functions in real time,

G (yty, - antp;olt! - alt))
= (=)™ Tha, (t1) - e, ()], (£) -+ L, (#1)), (1.191)

where T is the time-ordering operator (not to be confused with the temperature)
defined as its imaginary-time counterpart T, and v (t), 1, (t) the Heisenberg picture

operators (1.173). The relation between the various Green functions introduced in
this section will be studied in sections 3.2.7 and 3.5.

1.3 Coherent states
The quantum mechanical behavior of a single particle is usually described in terms of

the position and momentum operators q and p. When constructing a path integral
representation of the propagator or the partition function, it therefore appears natural
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1.3 Coherent states 39

to introduce the closure relations [ d?q|q)(q| =1 and/or > o [P)(p| =1 at each time
step (Sec. 1.1.1). Since second quantization is the natural formalism for studying
many-particle systems, we should try to construct the path integral using a closure
relation based on the eigenstates of the creation or annihilation operators.

Now it is clear that an arbitrary state

W)= > Caroanlon--an) (1.192)

cannot be an eigenstate of the creation operator 1&}; |1)) has necessary a component
with a minimum number ng of particles. Applying &L to this component will either
increase ng by 1 or yields zero if the single-particle state a is already occupied and
the particles are fermions. In all cases, the minimum numbers of particles in |¢) and
¢l 1) differ. On the other hand there is a priori nothing that prevents |1) to be an
eigenstate of 12%» Suppose that |¢) is an eigenstate of the annihilation operators,

Dalt)) = bal¥) Va. (1.193)
Then the (anti)commutation relations
(Yo, thp]—¢c =0 (1.194)
imply
1&(]'&6“@ = %WW = %WW
= (Uptalt)) = Chptald) = (Ystal®), (1.195)
ie.
[Yas p]-¢ = 0. (1.196)

Thus, for fermions, the eigenvalues cannot be ordinary numbers. We shall need to
introduce anticommuting variables called Grassmann numbers.'® Postponing the case
of fermions to sections 1.3.2 and 1.3.3, we now restrict our discussion to the case of
bosons.

1.3.1 Boson coherent states

It is straightforward to verify that the so-called boson coherent states

1) = exp{g ], vac)

ad (Pt - )
= > 0(nall...nap!p...)l/2|na1"'nozp"'> (1.197)

NaysNag, "=

(1o is a c-number) are eigenstates of the annihilation operators,'®

Yalth) = balth). (1.198)

18Note that when 14 is an anticommuting variable, (1.195) holds regardless of whether v, com-
mutes or anticommutes with the operator ¥g.
YExpand the exponential in (1.197) and use [, (1&%)”], = 5a,5n(¢3)n—1.
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The action of the creation operator @L on the coherent states is given by

PLlv) = 1), (1.199)

31%
By taking the Hermitian conjugate in (1.198) and (1.199), we deduce
(Wpl = <w|w:;,

Wt = 2 (1], (1.200)

61/) *
where

(1] = {vac| exp{%: w;%} (1.201)

is the bra corresponding to the ket |[¢)) and v}, the complex conjugate of 1.
The overlap between two states is given by

(Yly') = exp{zaj w:;w;}. (1.202)

Another crucial property of the coherent states is their overcompleteness in the Fock
space,2? which results in the closure relation

A dipe 2
/H %ﬁw e o lal ) (o] = 1, (1.203)
where ™ dip 1
= —dR(a)dS (1), (1.204)

For a single degree of freedom, writing 1) = pe*?, one finds

dw*d@/} — 9|2 2m anrm i(n—m)6
[yl =2 [ty [ ane Z IR 1
= 2/ pdp e’ Z £|n><n|
0 "0 n!

=Y |n)(n|=1. (1.205)
n=0

This result is generalized to many degrees of freedom by writing the coherent state
|1) in terms of the states |nq, -+ ) [Eq. (1.197)] and using the closure relation (1.133)
in Fock space.

Let us now consider an operator A= A(i[)};,d;a) where all creation operators
stand to the left of the annihilation operators. Such an operator is said to be normal
ordered. Its matrix element between coherent states takes the simple form

(WAL, Pa)ld) = e Vava A(g7,4l). (1.206)

20The basis is said to be overcomplete because the coherent states are not pairwise orthogonal.
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To conclude this section, we note that the occupation numbers n, in the coherent
state |t)) are Poisson distributed with mean values |1, |2,

|w |2na
[(ay + Na,, H (1.207)
The total number of particle has the average value
G Y[N[ep)
MW%" ZwQ (1.208)

(le)
(recall that N = 3" ¥lihe) and variance
o2 = <(N - <N>)2> = (N). (1.209)

In the thermodynamic limit where N — oo, /N = 1/v/N — 0 and the particle
number distribution becomes sharply peaked around N, reflecting the fact that a
product of Poisson distributions approaches a normal distribution.

The physical meaning of the boson coherent states can be understood from the
study of a one-dimensional harmonic oscillator,

- P L2
H= o + MW &, (1.210)

with [Z,p] = ¢. The ladder operators

R mw (. . D At mw (. . P
Ny LN 1.211
a 3 (x i ) , a 3 <9L’ i ) ( )

satisfy canonical bosonic commutation relations, [@,a'] = 1, and enable to
rewrite the Hamiltonian as

H=w (a*a + %) : (1.212)

The states |n) = (“ |va(:) are eigenstates with eigenvalues (n + 3)w
Let us now c0n51der the normalized coherent state

|

|2) = exp (—7 +za ) |vac). (1.213)

A simple calculation yields

:2%,MWb—WWﬂ7
mw (1.214)
(2lpl2) = V2mwS(2),  (z[p*|2) = [40( )2 +1]
and therefore i
2 _ 2 mw
Az® = T Ap 5 (1.215)

Thus the coherent state |z) yields the minimum position and momentum fluctu-
ations compatible with the uncertainty relation AzAp > h/2 (we have restored
Planck constant).
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In order to further study the relation between coherent states and the classi-
cal limit of the harmonic oscillator, we consider the dynamics of the eigenstates
[n) in the Schrédinger picture,

e p) = et )ty (1.216)

From (1.216) we deduce the time evolution of the coherent states,

ety = 5 Y0 CE) ity gty (1.217)
n=0 \/ﬁ

Apart from the unimportant phase factor e_%“t, the dynamics of the coherent
state |2) is simply obtained by replacing z by z(t) = ze~**. One then finds that
the quantum averages

. . 2
(@)(1) = (()]12()) = 1 ~=2(0) cos(wt), 118)
) (t) = (2(1)[p|2(1)) = V2mwz(0) sin(wt)

(we assume z(0) = z to be real) satisfy the classical equations of motion & =

O0H/0p = p/m and p = —0H/0x = —mzi)Qw. The amplitude |z(0)| of the
oscillations is related to the mean value of N = a'a,

(N) = (z()la'al=(t)) = |=(D)]* = |=(0)]". (1.219)

The time independence of (N) follows from [H, N] = 0 (see Appendix 1.B and
chapter 2). When (N) = |2(0)|* > 1, |[(2)(¢)| > Az and |(p)(t)| > Ap for most
times ¢ (with Az and Ap given by (1.215)). A coherent state with large occu-
pation number (N) = |2(0)|? therefore corresponds to a quasi-classical behavior
of the harmonic oscillator. Boson coherent states are sometimes referred to as
quasi-classical states.

1.3.2 Grassmann variables

A Grassmann algebra is an algebra of anticommuting variables (or Grassmann vari-
ables).?! It is defined by a set {¢1,--- ,%,} of n generators whose product is anti-
commutative,

[i, ]+ = Yihj + 59 = 0. (1.220)
This implies that the square 1? of any generator vanishes. An element of the Grass-
mann algebra is a polynomial of first order in the generators,

F@hr, ) =cot Y > Cipiythiy o Wi (1.221)
1

k=1iq-ip=

where the coefficients ¢y and ¢;,...;, are complex and we assume that the indices
11 < iy < --- < 1 are ordered. For example, the elements of a Grassmann algebra
with only one or two generators are

f(d}) =co+ Clwa
f(h1,102) = co + 191 + ca)2 + crath19)2.

21Recall that an algebra is a vector space endowed with a multiplication rule.

(1.222)
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Differentiation with respect to Grassmann numbers is defined by
0
;i

As with ordinary numbers, this is a linear operation. The anticommutation relations
(1.220) imply

;= d; 5. (1.223)

[0, 0y,], = 0. (1.224)

The operator 0y, is therefore nilpotent, 8i = 0, reflecting the fact that the function
fb1, -+ ,1by,) is at most of order 1 in each variable. Equation (1.223) defines a left
differentiation,

Oy Vi = —Op, itk = —tb; (i # ). (1.225)
For 0y, to act on 1;, one should first shift ; to the left of the monomial. The chain
rule for differentiation then reads

0 dg Of
= —. 1.226
50 =505 (1.226)
Contrary to ordinary variables, the order of the terms in the rhs matters.
For Grassmann numbers, integration and differentiation are identical,
0
[t ) = 5 pn ) (1.227)

This property ensures that two fundamental properties of ordinary integrals over
functions vanishing at infinity are satisfied. The integral of an exact differential form
is zero,

0
e yor W) =0, 1.22
[ it ) =0 (1228)
and the integral over v; of f(v¢1,- - ,1,) does not depend on %; so that its derivative
vanishes,
0
g [t ) =0 (1.229)

Both properties (1.228) and (1.229) follow from the definition (1.227) and the nilpo-
tence of the differential operator 9y,. For a Grassmann algebra with a single generator,
one has

f() = co+ e,

of (1.230)

— = [dyf=c.

N vf=a
Other properties of Grassmann integration are discussed in Appendix 1.E.

It will often be convenient to consider Grassmann algebras with 2n generators

{1, -, Un, YT, -+ ,%}. One can then define a (complex) conjugation for Grass-
mann variables,

(1.231)
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The general element of a Grassmann algebra with two generators {1, 1*} reads

f(h, ™) = co + 1™ + catp + 120 (1.232)
Using the differentiation and integration rules, one easily finds

0
% = [ dy f=c2— 1297,

0

315* = /dw* f=ca+cn, (1.233)

o f . B
e R

1.3.3 Fermion coherent states

Grassmann variables enable to define coherent states analog to the ones introduced
for bosons. Given a set {@L,iﬁa} of annihilation operators, we define a Grassmann
algebra by associating a generator ¢, to ﬁa and a generator 1}, to 1&}; for any a. We
also require

[w((x*)v 1&g)]Jr = 07

. X . . (1.234)
(atp)’ = Dhus,  (Watdh)T =davs, et

A fermion coherent state is defined by the ket

[) = exp{— Zwalﬁg}|vac> = H(l - ¢a1ﬁl)|vac> (1.235)

«

and the corresponding bra
(| = (vac| eXp{Z w(’;%} = (vac| [T (1 + v tba).- (1.236)

It is straightforward to show that the properties (1.198-1.200) obtained previously for
the boson coherent states carry over to the fermionic case,??

. B
Pl ) = ~Fo 1)
. “ (1.237)
(WPl = (I,
. B
<¢|¢a = aw; <¢|

22For instance, the first equation in (1.237) is obtained from ¥ |¢) = ¥a [Is(1 - 11)[31/3;3)|vac> =
[pra(l = Yavl)Pa(l — vatpl)vac) = Tlasa(l — ¥sdh)valvac) = Tlgua(l — Yadh)va(l -
bal)|vac) = valt).
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1.3 Coherent states 45

The overlap between two states is given by
(Wly') = exp{z w;:w;}, (1.238)

and for a normal ordered operator A = A(@;, 1&0),

(WAL, b)) = eXo Vava A(p, L. (1.239)

The overcompleteness of the coherent state basis reflects into the closure relation
[ aviavae=x vt =1 (1.210)

This relation can be proven by considering the matrix element of the lhs of (1.240)
between two arbitrary states of the Fock space. From

(1 aplh) = <Vac|1[)an o '7Z}a1 [9) = Ya, -+ Vo s
(W81 B) = (Wl L |vac) = v, -y

({vaclyp) = 1), we deduce

(1.241)

/Hdwgd% e ZaVaVa (o o |[W) (W] B1 -+ - )
= /H d’lﬁ;d’lﬁa H(l - 1%%[)1%” t walwz;l o '¢Em- (1242)

Four types of integrals appear in (1.242),

Yay

Va

[ v =iy |12 (1.243)
1

_o O =

Thus each « should belong to both {a;} and {f;} or be absent from both sets for
(1.242) to be nonzero. In this case n = m and §; = a,(;) with p € S, a permutation,
and equation (1.242) reduces to

/H d¢2dwa H(]- - w;wa)¢an T 1%11#3;,0(1) T ¢Zp(m)

(o3

— [T dvnta TLO = e (1, by, -+, = (1P (1244)

[e3%

This result should be compared with

(1 an|Br--- Bm) = On,m Z (_1)1)5047:75;,(”7 (1.245)

PESn
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Definition [) = eXP{C Z 1/@1/;3; } [vac)
(91 = (vaclexpd 3 v |

Dal) = Yalt)), WD = (Wl

Overlap (W' = eXP{Z 1/’21/’;}
Closure relation /H %6_ Za lal® [P) (Y] =1

Normal ordered operator || ()| A(1h],, o)1) = eXa ¥ata A(yk 1))

Table 1.2: Main properties of coherent states. 1, denotes a complex variable for
bosons (( = 1) and a Grassmann number for fermions (¢ = —1). N = 2irx for bosons
and N =1 for fermions.

which proves the closure relation (1.240).
To conclude this section, we note that fermion coherent states are not physical
states of the system; they do not belong to the Fock bpace For instance, the ex-

pectation value of the particle number operator N = Dot wa in the coherent state
%),
N
ﬁ'm ww = S it (1.246)

is not a real number.

1.4 Functional integral in many-particle systems

We are now in a position to derive a functional integral representation of the partition
function of a many-particle system following the general procedure outlined in Sec. 1.1.

1.4.1 Coherent-state functional integral
Partition function

Making use of the closure relation (1.203) or (1.240), we can write the partition
function as

Z=""(nle=Mn) = Z/d(w*,w@* Sl n|y) (lePH [ny, (1.247)

where H is the grand canonical Hamiltonian of the system (including the term —uN),
and {|n)} a basis in the Fock space. [¢)) is a coherent state, and ¢, a c-number for
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1.4 Functional integral in many-particle systems 47

bosons and a Grassmann variable for fermions. We use the notation

dlb*dwa
AW ) = {H (bosona), (1.218)
[1, dvk dwa (fermions).

For bosons, we can interchange the two terms (n|y) and <w|e’5H|n> in (1.247) and
then use ) |n)(n| = 1. For fermions, this interchange should be realized with care.

Let us write e ?#|n) = 3" a,,|m). Since H conserves the particle number, the kets
|n) and |m) must have the same number of particles. Writing

n) = &, - Pl lvac),

) . (1.249)
im) =l - Pl |vac),
we obtain
(R bl = oy -~ Yoty -~ 2,
= CPZWL ) oy
= (C¥|m)(n[y) (1.250)
(note that o = ¢P). We therefore deduce
() (le™|n) = 3" am (Colm)(nly) = (Cele™ " n)(n|y) (1.251)
and the partition function can be written as
= /d(w*, p)e” TaVate(Cyle ). (1.252)

Dividing the imaginary time ( into N = [3/e steps and inserting N — 1 times the
closure relation (1.203) or (1.240), we obtain

N

/Hdwk,wk ~Xim T Yhathe 11 wrle Hy 1), (1.253)

k=1

with the boundary conditions ¥n.a = (¥0,o and ¥y , = (¥f - If the Hamiltonian
H = H (4}, 14) is normal ordered,

(Wl T b 1) = (gln_1)e” HWEY1) L O(e?), (1.254)
one finds
- (Yra = Pr-1.a)
/Hd (W, ) exp{ eZ[sz,aw +H(¢z,a,wk1,a>}}
e (1.255)
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for ¢ — 0. As for the Feynman path integral (Sec. 1.1), in the limit N — oo it is

convenient to represent the set {¥g.a, -, %N} by a continuous trajectory o (7)
with 7 an imaginary time varying between 0 and 3 and the boundary conditions
Va(B) = Cal0),  ¥5(3) = (P5(0). (1.256)

We can then (symbolically) write

N B
GZ — / dr,
k=1 0

1.257
Wra = Vi) e () (), o

H(¢l:,aa d}kfl,a) - H(d}; (T+)’ d}Ot(T))v
so that the partition takes the final form

Vo

Z= /w(ﬁ):wm) Dhb*’ d}] EXP{—SW*, d}]} (1.258)
$*(8)=Cw* (0)

with the Euclidean action?3
Sl = /0 dT{Zw )0-1a(7) + H (3 (77), a(7)) |- (1.259)

The notation 7+ reminds us that the creation field is always evaluated infinitesimally
later than the annihilation field (see (1.257)). Note that for fermions the notation
0:14(7) is purely symbolic since there is no sense in which Y5 o — Yk—1,o is small.
The symbol 9,1, (7) should be understood as lim,_q < < (Y0 — Yr-1,a). The measure
in the functional integral (1.258) is defined as

D[y*,¢] = lim Hdwk,m (1.260)

For a system with a non-interacting one-body Hamiltonian ho and a two-body
interaction v, the action reads

sttt = [ ar 3 0306) paee + alhole)] )

a,a’

1 . *
t3 0 X Ganlilatablun, (770, My (g (7). (1261
Green functions

Let us now consider the Green function G(at,o’7") = —(Traba ()}, (') introduced
in section 1.2.3. For 7 > 7’ it reads

1 (oo NET 2 s
Glar,d'7") = —ETr [e_(ﬁ_T)Hlbae_(T_T YT o= H (1.262)

23For simplicity we denote the Euclidean action merely by S (and not Sg).
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1.4 Functional integral in many-particle systems 49

We now split the times § — 7, 7 — 7/ and 7/ in infinitesimal steps e = §/N. If we
assume that 7 corresponds to the discrete time 75, = k1e and 7 to 7%, = koe, we
obtain

N
1 . A
Glor o) =7 / [T dteg, o) e The T ot (e~ 1)
k=1

(ks ale” M Pal ) - (W |0L e H by 1) - (rle M |v),  (1.263)
with the boundary conditions ¥n = (o and ¥y = (5. We deduce

N
Glara't') = =2 [ TL AWk t0) v, v, exp{ =507 000}
k=1

= ‘% / D[, ¢ ta (1) () exp{—S[y*, ¢}, (1.264)

where S(¢5, ¥r) is the action defined in (1.255) and S[¢)*, 9] its continuum time limit
(1.259). For 7 < 7/, we can follow a similar reasoning. Starting from

Glar,d'1') = —%Tr [e*ﬂ”')%jﬂe*“'*”%ae”f[ , (1.265)
one obtains
Glar,a'™) =~ [ D" ] () exp{-S[", )
=——/Dw ] o (P (7)) exp{ = ST, v} (1.266)

Thus the Green function can be written as a functional integral. This result generalizes
to the n-particle Green function (1.189) and any statistical average of a time ordered
product of operators,

(T AL (D] (11), Pa(11)) -+ A (D] (70), Do (7))
= L [T, A 0 1) A ), )

= %/DW*JM AL (V5 (11), %a (1)) - Ap (V5 (), Ya (Tn)) e SIE¥1 (1.267)

1.4.2 Non-interacting particles

For non-interacting particles with grand canonical Hamiltonian Hy = Y oa faiﬁizﬁa,
the action reads

N
So =D 3 [0n k(Wi — Yak-1) + €atdl yar—1] - (1.268)

a k=1

In order to diagonalize the action, we expand the fields in Fourier series,

N-1
1 —iWn T, m; T
\/—Nzaame ak—\/—z an€ " (1.269)
n=0
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where 7, = ke and the Matsubara frequencies w,, are defined in (1.185). The a,’s
are complex variables for bosons and Grassmann numbers for fermions. Since the
transformation ¥*) — a*) has unit Jacobian,?* one obtains

& :]\}i_r’noo/ H d an’an eXp{ Z Z |a“a n|2 1+ 65{1 ) ane}}

a n=0

N—o0

lim H 1:[ [1+ (o — 1)6“’"6]7C (1.270)
a n=0

using the results of Appendix 1.E. Writing 1 — €£, = e~% and using the identity

N-1 ]
I] (1 —enf) =1-¢e ™, (1.271)
n=0
we finally deduce
Zo = lim H L ¢e M) =T (1 - ¢e )", (1.272)

which is the familiar result for non-interacting particles.
The Fourier transform of the one-particle Green function is obtained from

* —S
_<a(¥7naa,n> _]\;Egog/ H d anaaﬂ Qa, Waozn e °

. TWp € _ -1
ngnoo [(1—ea)e 1]
_1 1 (1.273)

€ iwn —Eq

Up to a factor 1/e we recover the Green function Go(a,iw,) = (iwn, — &)~ ! of the
non-interacting system [Eq. (1.187)]. Equation (1.273) yields the Green function®®

N-1

1 ,
Gol 7, = 7iy) = = lim 5 D {ao na o™ 7 7) (1.274)
e n=0
N-+k1—ks
_]\}lm CclL N _Cnaega(‘rkl ~Tka) if Tk < Thko s
= akﬁgz
_]\/hm W (]‘ +C7”L )eEa TRL Ty ) if Tk > Tky s
— 00 — (Ca
(1.275)
where a =1 — €£, and
1
Na = eBEa _C (1.276)

248ee Appendix 1.E.3 for change of variables in a Grassmannian integral.
25To convince oneself that (1.275) is correct, one can verify it for small values of N. See also the
direct calculation of Go(a, 7) below.
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if the occupation number n (€, ) for bosons and ng (€, ) for fermions. One may rewrite
(1.275) as
Go(a, 1) = €57 [O(1)(1 + (na) + O(—T)¢na] (1.277)

where 7 = 7, — 7, € [, 0], in agreement with (1.186).

It is also possible to calculate the partition function Zy directly from (1.268)

without introducing the Fourier transformed variables ag*,)n. To this end, we

write the action as
N
SO = Z Z qp;,a‘s](ccfk)/qpk’,a7 (1278)
a kk'=1

where S is the N x N matrix

1 o .- 0 —Ca
—a 1 0 0
0 —a 1 . :
g — ) . . ) . (1.279)
: .. " 1 . .
—a 1 0
0 0 -—a 1

with a =1 — %{a. Expanding with respect to the first line, we obtain
1\}im det §(®) = J\Pm [1 + (—Ca)(—l)Nﬁl(—a)Nfl] =1 (e P,

and finally

Zo = lim T] [det S(Q)] T 11 (1 - ge*f’ﬁa)_c . (1.280)

o

Similarly we can calculate the one-particle Green function

Go(a, Tky — Tkz)

N N
. 1 * * * «@
:—ngnooz—o/Hd(zpk,wk)wkl,a%,aexp{— > Zwk,asg,j,wk/,a}
k=1

kk/=1 «

- lim (SWH)}C . (1.281)
1,R2

N—o0

where 7, = kB/N. The inverse matrix 5@ ~1 being given by

1 CaVTl a2 Ca
a 1 CaV 1t
gla)=1 _ 1 a? a 1 §aN_1 . :
1—Cal . . N—1 Nz |’
: T a 1 Ca Ca
a 1 Ca™N !
V-1 a? a 1

(1.282)
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we obtain
CaN+k1—k2 .
2 if Ty <7k
: 1—CalV ! 2’
Go(o, Ty — Thy) = — 1\}51100 Cakl_g@ (1.283)
W if Tkq 2 Tko s
ie.
_Cnaeéa(ﬂcl —Thy) it Thy, < Thy,

Go(o, Tey — Thy) = { (1.284)

_(1 + Cna)eé“(T"’l_T’Q) if Thy = Thko-

Continuum time limit

In the continuum time limit, the variables a;*) become Fourier transformed fields
$) (iwy) defined by

balr) = == 3 e (i), aliwa) = —= / r e (o),
VB & VB Jo

(1.285)
Wi () = L Z eiwnrw* (iwn), b (iwn) = L /’8 dr efiwn-rw* (1),
(6% \/B < (6% « \/B o o
and the action reads
B
Sofv ] = [ dr S0 0, + 60 va(r).

= ) Wi (iwn) (—iwn + &a)thaiwn), (1.286)

while the functional integral measure is given by
D™, ¢ = [ d(w(iwn), ¢a(iwn)). (1.287)

Q,Wn

If we try to compute directly the partition function from the continuum time limit,
we obtain

ZO - H (_iwn + é‘a)*C,

Qo = —%ano = % Z In(—iw, + &a).

Q,Wn

(1.288)

The Matsubara sum in (1.288) is divergent; the continuum time limit of the partition
function is therefore ill-defined. To understand the origin of this difficulty, consider
the mean particle number derived from the preceding equation,

N= o _ ¢ > — L (1.289)
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This expression should be compared with the result directly obtained from the action
(1.268),

N
M= % 2D (Wawdan-1) = D Wi (m)va(min), (1.290)

a k=1 «
where the last result holds for any 7; and follows from time translation invariance.
Thus, in the continuum time limit, the correct definition of the average particle num-
ber should be N =" (¢% (7)o (7)) with 77 = 741 (n — 07). This gives

N = —CZGO(% —n) = —% Z Gola, iw,) e, (1.291)

Q,Wn

where the Green function
Go(a, iwn) = _<¢a(lwn)w2(zwn)>

- —ZLO /D[w*, ¢] %(lwnWZ(lwn) e~ S0l Yl

1
= 1.292
1wn — &a ( )
is obtained using standard results of Gaussian integration (Appendix 1.E). Performing
the Matsubara sum in (1.291),6 we obtain N = >"_ n, with n, defined in (1.276).
In order for this result to be consistent with N = —0¢/du, we should reexpress the

thermodynamic potential as

Qo = s > In(—iwy + &a)e™ (1.293)
ﬁ a,Wn,
The Matsubara sum is now converging and leads to the usual expression of the thermo-
dynamical potential of non-interacting bosons or fermions. The calculation is detailed
in Appendix 1.F
The difficulties encountered in the continuum time limit of the coherent-state func-
tional integral are very similar to those that appear in the path integral formulation
of a quantum particle in a magnetic field (Sec. 1.1.1). In the formal continuum limit,
the ordering of the operators in the Hamiltonian is lost, which results in ambiguities
or ill-defined quantities. In practice, however, these difficulties seldom occur and can
be fixed by introducing the convergence factor e 27

1.5 Perturbation theory and Feynman diagrams

Interacting systems are described by non-Gaussian actions so that the functional inte-
gral cannot in general be calculated exactly. When the interactions between particles
are “weak” (in a sense that is to be explained), they can be perturbatively taken
into account wrt the kinetic energy. Perturbation theory in many-body systems is
based on Wick’s theorem (Sec. 1.5.1) and is formulated in terms of Feynman diagrams
(Secs. 1.5.2-1.5.4).

26See Appendix 1.F.

27There are essentially two instances where the convergence factor e*“n" is necessary: when cal-
culating the thermodynamic potential and when computing boson/fermion loops in perturbation
theory (Sec. 1.5)
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1.5.1 Wick’s theorem

We consider the partition function of a non-interacting system,

B8
20l 7= [0 wlesp sl ul+ [ ar Srzeea(n) + e},
5 “ (1.294)
Solv vl = = [ drar’ Y ua Gy ool (7).

ao’

J and J* are external “sources” that couple linearly to the fields #* and . They
are c-numbers for bosons and Grassmann variables for fermions. Zy[J*,J] can be
calculated exactly using the results (1.860) for Gaussian integrals,

B
ZolJ*, J) = Zo exp{— / drdr' Y Ji(1)Go(ar, a’T')Ja,(T')}, (1.295)
0 a,af

where Zy = Zy[0, 0] is the non-interacting partition function for vanishing sources.
Let us now consider the average (¥, (71) - * - Ya,, (Tn )5, (7),) - v (11))o where

1 .
<' : '>O = 70 /'D[d)*, 1/}] ( .. ) 6*30[111 ﬂ/’]. (1.296)
This average can be expressed as the functional derivative

i Cné(?n) Z()[J*, J]
Zo 65, (1) - 0% (Tn)0Jar (Th) - 0Jar (1) | o gy

(1.297)

This leads to (see (1.866) in Appendix 1.E)

(Yay (1) Y, (1) V5, (70) - U (1))
=(-1" Z CPGo(anTn, Qi) Thny) -+ - GolaaTi, apyThry), - (1.298)

PESn

where the sum is over all permutations p of {1,--- ,n}. The average (Yo (7)¥% (7))o
is often called a contraction and denoted by

1

—Golar,o'7") = (Yo (T)V0 (7))o = YalT)P5 (T'). (1.299)

Wick’s theorem states that the average of a product of fields with the Gaussian action
So is given by the sum of all complete contractions [Eq. (1.298)],

(Yar (T1) -+ Ya, (Ta) 5y (77,) - o (11))o = Z all complete contractions. (1.300)

A complete contraction is a configuration in which each 1 is contracted with a *
and the overall sign is specified by (—1)"(P where p is the permutation such that 1,
is contracted with Note that (1.300) also holds when the numbers of ¢ and ¥*

*
Cp (i)
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[ —
differ. In this case any complete contraction involves either ¥ or ¥*1* and vanishes

since

AN / _ 1 5(2)2 [‘]*’J] =
YT (1) = (W (rWoor ()0 = s | =00 (1.301)
@) 7 [ '
(b (') = W (T (7))o = Ziﬁff)i“ P

An immediate consequence of Wick’s theorem is that once we know the one-
particle Green function Gy, we also know the higher-order Green functions in a non-
interacting system. For instance, the two-particle Green function reads®®

G (arm, aamas T, 04 7)) = (Y, (71)Was (T2)00, (5)05 (71))o

| — | —t—
= oy (1) s (72 )0 (T35 (74) + iy (71 (r2 )0, (73055 ()

= Go(a171, o)1) Go(aam, ahty) + (Golarmy, ahTy)GolanTe, oy m1).  (1.302)

The two particles created in the states a1 and as at times 71 and 7 propagate
independently. The second term in the rhs of (1.302) comes from the indiscernability
of the particles with the factor ¢ reflecting the bosonic or fermionic statistics. It is
convenient to represent the propagator Gy by a directed line,
at o't
Golar,d't') = —————

which starts at (o/,7") (creation of a particle in the one-body state o’ at time 7')
and ends at («,7) (annihilation of a particle in the one-body state « at time 7). The
two-particle Green function can be represented by the diagram

T — a7 T QT
(4) Dol Iy
Gy (0nT1, oTo; Ty, ) Ty ) = +
Q2T

Ty alyt} ayT)
Such a diagram is called a Feynman diagram. As we shall see in the next sections,
Feynman diagrams play an essential role in the perturbation theory of many-body
systems.

1.5.2 Partition function and thermodynamic potential

We consider a many-body system with a two-body interaction,

Z = /D[¢*,w] e’SOW*xwlfsim[w*,w]’

| 8 (1.303)
Swlt? wl=5 [ar Y (@aslilatal)ug, (71, (1)ey () (7).

0 ’ ’
Q1,002,007 ,0q

28Recall that the superscript (4) denotes the number of fields appearing in the definition of GY.
It also corresponds to the number of external “legs” in the Feynman diagrams representing G(4).
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The perturbation expansion of the partition function Z is obtained by expanding

e~ in powers of the two-body interaction v,

n=0

—1)" —1)" . .
u< int)o = % Z Z (1 B1|017101) - - - (00 B |00 0n)
" a1,82,72,02 A, Bn,Yn,0n

B
X /0 dry--- dTn<1/J:;1 (T1)1P;1 (T1)%s, (Tl)wfyl (11)---
T w;n (Tn)wz;n (Tn)wén (Tn)w'yn (Tn)>0- (1305)

The averages (--+)o in (1.305) can be evaluated using Wick’s theorem. For the O(v)
term, one obtains

1 A . .
~3 > (041042|U|0/10/2)/0 (g, (T, (T )ay (T)¥ar (7))o
1 B
=—3 Z (a1a2|i)|0/1a’2)/ dr[Go (a7, a17T)Go(ahT, apr™)
oy --ad 0

+ CGo(a) T, a0t Go(ahT, 17h)],  (1.306)

where the equal-time propagator Go(ar, ’7) is interpreted as Go(at, o/71) in agree-
ment with the proper time ordering in the interaction term (see the discussion after
(1.259)). Both contractions can be represented by the two Feynman diagrams

1 NSV p / + / + 1 a2
—3 Z (ae|dlajasy) [ dr Go(om, o177 )Go(agT, aem™) = _T.
oy -ady 0 O/l (,Y{Z

!

B
aq ”0‘,2 0

!/
[e%] Q2

where each propagator is represented as a directed line (see preceding section) and
each interaction as a vertex with two incoming and two outgoing lines corresponding
t0 Yas Yoy and ¢y, 1y, , respectively,

!
a 51

(as|d|afay) =

(o2} o
Note that unless otherwise specified we do not write explicitely the sign and prefactor
when drawing a Feynman diagram.
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O-0 O-0 © Y
O-0 © O O

Figure 1.2: Diagrams contributing to Z/Zy to second order. The first three diagrams
are made of two disconnected pieces.

All terms appearing in the perturbation expansion of the partition function can be
represented by Feynman diagrams. These diagrams are often referred to as vacuum
fluctuation graphs since in field theory they first arose in the “vacuum to vacuum
transition” amplitude (vac|e~*’*|vac). The O(v?) term

2122 > (01 Bu]d7161) (2 ol 8] 1202)

aq,c 02
3
X/ dridra (g, (11) < Py (1), (T2) -+ Py (T2))0 (1.307)
0

yields the diagrams shown in figure 1.2. What is interesting here is that the 4! = 24
contractions arising from (1.307) are represented by only 8 diagrams. The number of
diagrams even reduces to 5 for the thermodynamic potential (see below). Rather than
starting from (1.305) and considering all possible contractions, it is therefore easier
to draw all diagrams to a given order in v and compute each of these diagrams. Since
we already know that to each line is associated a propagator Gy and to each vertex a
matrix element (a;as|d|a)ab), our remaining task is to determine the combinatorial
factor and sign of a diagram.

Let us start with the first of the first-order diagram shown after (1.306). Schemat-
ically, this diagram is obtained from

5 = OO

There is only one contraction that leads to the diagram so that the overall factor is
1/2. Consider now the following second-order diagram

ole
sy o

It is obtained from
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where the factor 1/2!22 comes form the expansion of e~ to second order. There
are two contractions consistent with the topology of the diagram. To see this, take
one of the outgoing lines of one of the two vertices. It should be contracted with one
of the incoming line of the other vertex (hence the 2 contractions). Once this is done,
there is no choice in the remaining contractions to obtain the diagram so that the

combinatorial factor is2? ) )

— X 2=-.

2122 4

To obtain the sign of the diagram, it suffices to consider a particular contraction
leading to the diagram, e.g.

(1.308)

B
or X (@bl (aselihed) | dndr
: 0

aq,+,02

[ I

X 1{)3;1 (1) 5, (11)s, (1), (11)05, (12) 05, (72) s, (Tz)drw (72)

1 . A B
= 592 > (a151|U|7151)(0¢252|U|’7252)/ dridry
- 0

ag,+,02

1 1 I

X oy (T2 )0, (71 W, (72 )55, (71 0, (T )55, (7200, (71)46%, (72), - (1.309)

-
where each contraction ¥y* can be replaced by —Gg using (1.299). The sign of the
diagram is therefore positive.

It turns out that the sign of a diagram is determined by the number of closed loops
of one-particle propagators. Consider a general diagram with a closed loop coming
from the contraction

| [ 1 1 |
(- )P PP )P TP )PP (- ), (1.310)

where (- --) denotes vertices not involved in the closed loop. Each (---) contains an
even number of fields and therefore commutes with the fields explicitely written in
(1.310). We therefore have to consider

R e e
PP PPY YT PP, (1.311)
The fields not included in the cycle may be shifted to the left or to the right without
changing the sign so that the cycle of contractions has the form
* o * - * - * 1 * - * 3
PP T = Pt Ty” = ((—1)°GoGoGo. (1.312)

Thus the contribution of a cycle gives a sign ((—1)"» where n, is the number of
propagators in the cycle. Since the total number of propagators in a diagram is

29The combinatorial factor can also be interpreted as 1/S where S is the symmetry factor of
the graph. S is defined as the number of deformations (obtained by permuting the time labels or
exchanging the legs (a1¢)) < (a2a}) in a vertex (a1 o2|0|aha))) that leaves the diagram unchanged.
See Ref. [9] for a detailed discussion.
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always even, a diagram with n interaction lines and njy closed loops will have the
overall sign (—1)"¢"+ where the factor (—1)" simply comes from the expansion of
e~ %t to nth order.

The diagrammatic rules for calculating the nth order contribution to Z/Z; are

therefore the following;:
1. Draw all distinct diagrams with n vertices connected by directed lines.

2. To each directed line, associate Go(at,a/7’T). (An equal-time propagator, with
both ends connected to the same vertex, should be interpreted as Go(at, o’771).)

3 -~ N
3. To each vertex, associate (a1 az|0]a]af).
4. Sum over all indices a and integrate over all times 7.

5. Multiply the result by the combinatorial factor times (—1)"¢™~ where ny, is the
number of closed loops.

It is possible to write the diagrams directly in terms of the propagators Go (v, o'; iwy,).
In frequency space, the interaction action (1.303) becomes

1 . . g . . /- . . .
Sint = %5 Z (araa|d|ayah)ilh, (iwn + iw, )Y, (iw;, — 1w, )Pay (iw),)ar (iwn).
a1sag el b

’
Wn Wiy Wy

(1.313)
The sum of the frequencies associated with the propagators entering the vertex is
conserved in the interaction process (frequency conservation). The preceding dia-
grammatic rules should therefore be modified as

2’. To each directed line, associate Go(«, o'; iwy,) while satisfying frequency conser-
vation at each vertex. For a propagator with both ends connected to the same
vertex (loop), multiply the propagator by e*n".

4’. Sum over all indices o« and Matsubara frequencies w,,.
6’. Multiply the result by 5% where n is the number of vertices.

In translation invariant systems, it is also convenient to use the momentum basis
{|k,0)} where o denotes the spin of the particle (as well as other internal indices if
any). For particles interacting via a two-body interaction v(r — r’), one has

1

Sint = 26—‘/

> v(@yk+ Qv (K — q)hor (K )b (k) (1.314)

k.k’,q

’
Wn Wi Wy

where v(q) is the Fourier transform of v(r) (see Sec. 1.2.2), and the interaction vertex
assumes the diagrammatic representation
k+q,0 k,o

E— q. o k’,7 o'

The modifications of the previous diagrammatic rules are straightforward:
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2”. To each directed line, associate G, (k,iw,) while satisfying momentum, fre-
quency and spin conservation at each vertex. For a propagator with both ends
connected to the same vertex (loop), multiply the propagator by e*»".

3”. To each vertex, associate v(q) where q is the transferred momentum in the
interaction process.

4”. Sum over all momenta and Matsubara frequencies.

6”. Multiply the result by W where n is the number of vertices.

With these rules, the first-order correction to the partition function Z/Zj reads

1 X /
Z GO (T GO,U’ (k/)el(wn-i-wn)n
2ﬁV k,k’ 0,0’
- wiv D" vk = K)Go o (k)Go,o (K )e'“nFenn (1.315)

and agrees with our previous result (1.306).

In practice, computing Feynman diagrams beyond the first or second order be-
comes rapidly cumbersome. However, as will become clear in the following chapters,
the diagrammatic representation of the perturbation expansion often brings a physical
interpretation which in turn suggests a resummation (to infinite order) of a subclass
of diagrams.

One of the most familiar examples is the the random- phase approximation which
amounts to summing the bubble (or ring) diagrams®°

QO
@QOOQ

Making use of the diagrammatic rules, we obtain

(5) — _STr(wGoGo) + S Tr(GeGo)? — STr(vGoGo)® +
ZO bubble graphs 2 4 6

_ —%Tr In(1 + CvGoGo), (1.316)

where Tr stands for summation over internal indices. For a translation invariant
system, this gives

<£) == Z In[1 — ¢v(q)To(q, iw, )] (1.317)
ZO bubble graphs q wy
where
Io(q,iwy) = BV Z Go,o(k,iwn)Go,o (kK + q, twn + iwy) (1.318)
k,wp,o

30Depending on the context, the random-phase approximation sums up bubble (chapter 5) or
ladder (chapter 6) diagrams.
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Since Ilo(q,7) < >, Go,0(k,7)Go,-(k + q,—7), it describes the propagation
of a particle and a hole (see Sec. 1.2.3) and is therefore called a particle-hole
propagator.

Linked cluster theorem and thermodynamic potential

To obtain the thermodynamics we need to compute In(Z) rather than Z. The linked
cluster theorem states that In(Z/Zy) is given by the sum of the connected graphs
contributing to Z/Zy. A graph is said to be connected if it consists of only one piece.
To derive this theorem, we use

z . d , Z\"
1nZ—0 = }jblinoﬁexp [RIn(Z/Zy)] = }Lblin — (—) . (1.319)

To compute (Z/Zy)¥, we consider R replicas of the system and introduce a set of
fields {4) ,¥r.a} for the rth copy (r € [1, R]),

(ZEO)R:Zié%/ﬁD[w:a¢r]eXp{—iS[w;‘,%]}, (1.320)

The rules for calculating (Z/Z,)" are the same as before except than each propagator
Go,r(at,a/7") now carries a replica index r. Since all fields attached to a given vertex
share the same replica index, all propagators joining at this vertex must also share
the same replica index. It follows that each connected part of a diagram carries a
single index r, which yields a factor R when summed from 1 to R. A graph with n,
connected parts is therefore proportional to R™ and the graphs proportional to R
are fully connected. From (1.319), we then deduce

Z
In 7o Z connected graphs (1.321)
and )
Q=0 — 3 Z connected graphs, (1.322)
where Qg = —% In Z is the thermodynamic potential of the non-interacting system.

1.5.3 Green functions

Green functions can be calculated perturbatively in a similar manner and the various
terms in the expansion can be represented by Feynman diagrams. Let us start with
the one-particle Green function

G(a1Ti, a2m2) = —(ta, (T1)V5, (12)) = —%Wm(ﬁ)%z (r2)e™ %" ). (1.323)

To compute G to a given order in the interaction, one should expand both Z and the
average (---)o in (1.323). To first order, we use the expression (1.306) for Z/Z, and

— (Yo (T1)V0, (r2)e™5m)g = Go(anTi, aame) + (Yo, (1), (T2)Sint)o (1.324)
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with

1

(Voo (11)05, () Sim)o = 5 D (172001173)

Y1t V2

B8
x / AT (W (T, (r2 )%, (P, ()b () (7))o (1.325)

Using Wick’s theorem, we obtain for the last term

o1
- Z (’7172|17|%7§)/ dT{iGo(Oqu,0427'2)[Go(’YiT,’YlT)GO(WéT,’YQT)
0

Y1t Vs

+ CGo(117,727)Go(Vam,117)] + GolanTr, 11 7) [CGo (Vi T, 2272) Go (¥4 T, v2T)

T Go(ryr, aam) Go(vhm,727)] } (1.326)

which can be represented by the following 4 diagrams

‘ ‘ | ‘ ’ ‘ \
The diagrams for the one-particle Green function have two external lines (or legs)
which carry the indices (a171) (outgoing line) and (a272) (incoming line). Only the
indices carried by the internal lines are summed over. Combining (1.326) with the
O(v) correction to Z/Zy, we obtain

B
G(aami,a9m2) = Go(aaTi, 00m) = Y (7172|@|7{’Y§)/ dr Go(on 71, 117)
, 0
Yo

X [(Go(y17, aam2)Go (Y57, 727) + Go(vaT, aame)Go(viT,721)]  (1.327)

O

1
! PN
’ \

The O(v) correction to Gy is given by the connected diagrams that contribute to
— (o, (1), (T2)e™%mt)g; the vacuum fluctuation graphs factorize out in the numer-
ator and denominator of (1.323).

This is a general result: the Green function is given by the sum of all connected
graphs. Let us prove this result for the n-particle Green function

G (anm, s i+ 0 r) = (<) (W (1) 03 (7). (1.328)
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We introduce R replicas of the system and consider the correlation function
2n ’ ’ !
G (anri, anTas alyTh, 0l T)

R
= (0 [ LD ] s () g () = Z 15
r=1

= (-1)"z"! /D[wf, 1] Y1 (11) - o (7]) e ST, (1.329)

where the last line is obtained by integrating out the fields v, ¢, with r > 2. Thus

G") can be formally obtained from Gg") in the limit R = 0. The perturbation
expansion for Gg") is obtained as before by expanding e~%int. The Feynman diagrams
involve propagators carrying a replica index r € [1, R]. All propagators attached to
the same vertex share the same value of the replica index. Those corresponding to
the external lines ay - - - o} have r = 1. Since the r index in the interaction vertex is
summed over, a diagram with p disconnected parts, i.e. p parts that are not connected
to the external legs, is proportional to RP and vanishes in the limit R = 0 when p > 1.
For the connected diagrams (p = 0), the integration of the fields ¢$*) with r € [2, R]
in (1.329) gives a factor Z'™! so that we finally obtain

2n R !/
G( )(alTlv" QTR O Ty,y 70117'1)

n
= L [0l bl v ) (e C (1330)
0 connected diagrams
where only the connected diagrams, i.e. with all parts connected to the external lines,
should be retained.

The combinatorial factor of a diagram can be computed, as for the partition
function, by a direct evaluation of the number of contractions leading to that diagram.
Let us consider for instance the following second-order diagram contributing to the
one-particle Green function,

R I —
which is obtained from
1 . 1 1 .
a2 | I )0
The combinatorial factor reads
1
55 X 2! X 2 X 2 =1. (1.331)
219 ~— ~— ~—
interchange connection of connection of
of vertices outgoing line incoming line
to vertex to vertex

It turns out that the combinatorial factor is always unity for the n-particle Green
function. One can easily convince oneself by working out a few examples. A proof
can be found in Ref. [9].
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Figure 1.3: Second-order diagrams for the one-particle Green function G®) = G.

\
1
/

T
1
~ - 1
1

O

Figure 1.4: First-order diagrams for the two-particle Green function G4,

The sign of a diagram can be obtained from (1.330) and a particular contraction
leading to that diagram. As for the partition function, it is also given by the number
ny, of closed loops. For the one-particle Green function, the sign of a diagram with [
vertices is simply given by (—1)!¢"t. (The proof is similar to that given for the par-
tition function.) In the case of fermions, a diagram for the n-particle Green function
takes the additional factor (P where (? is the signature of the permutation such that
the incoming line (a}7/) joins the outgoing line (v Tp(i))->

The diagrammatic rules for calculating the Ith order contribution to the n-particle
Green function G(Q")(Oq TLy s QuTn; Q0 Th -+ o 71) are the following:

n'n?
1. Draw all distinct connected diagrams with n incoming lines (a7}, ---a47]), n
outgoing lines (171 - - - @p 7 ), and [ interaction vertices.

2. To each directed line, associate Go(ar,a/7'T).

31For a simple example, consider the non-interacting two-particle Green function [Eq. (1.302)].
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3. To each vertex, associate (a'|0]|yY').

4. Sum over all internal indices « and integrate over all internal times 7. (The
indices (a7]) and (a;7;) of incoming and outgoing lines should be held fixed.)

5. Multiply the result by the factor (—1)!¢™=*P where nz, is the number of closed
loops and p the permutation such that each incoming line (7]) terminates at

(Qp(i) (i) )-

As an example, the second-order diagrams for the one-particle Green function are
shown in figure 1.3 and the first-order diagrams for the two-particle Green functions
in figure 1.4.

Let us illustrate the various ways to calculate a diagram with the example of a
system with the following action,

B
So = —/ deT//ddrddr/Zw;(r,T)Ga},(r,T;r',T')zpa(r/,T/),
0

o

1 ﬁ / ! * * / !
e = g [ [ @S o a8 5 ) (7).

o0’

(1.332)

The first-order correction to Go,-(r,7;r’,7’) is obtained from the diagrams

17 P
1 / AY

r7o —<—t——<—y'7'o rro ——<——1y'7'o
I I ry

and is given by

3
- (/ dr”/ddrlddm > o(r1 = 12)Goo (v, 711, 7")Go o (r1, 751, 7)
0 o/

" "+
XGO,U’(r27T yre, T )

- /B dr”/ddrlddrg v(r1 —r2)Go,o(r, 7311, 7")
0
X Go,o(r1, 7512, 7" ") Goo (r2, 775/, 7). (1.333)
When the system is translation invariant, it is convenient to start from
So ==Y ¥s(k)Go s (k) (k),
k,o

L
28V

Sint = Z v(Q)VE(k + Q) (K — Q)thor (K)o (K). (1.334)

k,k!,q
U.U’

The first-order correction correction to Go,»(k) is represented by the two dia-
grams
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and reads
= > 0(0)Goe (K)*Go,or (K )™
k!, o’

1 Tw.
~ 37 2 V(@ Goo (k) o (k+g)e™r+, (1.335)
q

where ¢ = (q, 4w, ). This result can also be obtained from the Fourier transform
of (1.333).

1.5.4 Symmetrized vertices

Perturbation theory can be formulated in terms of the symmetrized vertex introduced
in Sec. 1.2 [Eq. (1.165)]. One then starts from the action

B
Sl 4] = § / dr S fonanlilahah b, (P, (T (T)ay (1) (1336)

/ /
Q1,02,0;,0,

with a vertex which is (anti)symmetrized under the exchange of the two incoming or
outgoing particles,

{oazldoras} = ({araz|dlabal} = ({asen|ila)as}. (1.337)

Since this vertex no longer distinguishes between direct and exchange scatterings of
the two incoming particles, it should be graphically represented by a dot,

a; o) ——

1 1

{orafolatah) = >-< = e
Qs —a———

(&%)
(we write explicitely that the second diagram comes with a sign ().

As previously, perturbation theory is obtained by expanding e~%»t. Using Wick’s
theorem, we can again express the results by diagrams made of (anti)symmetrized
vertices connected by propagators. Because we do not longer distinguish between the
two incoming and outgoing lines of a vertex, the number of diagrams is considerably
reduced. For instance, the O(v) correction to Z/Zy,

1 B
—3 Z {a1a2|i)|0/1a’2}/ dr Go(ay7, a1 7T)Go(ahT, apr™) (1.338)
0

’ /
Q1,02,0;,0,

is represented by a single diagram:
55" 000
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Figure 1.5: Second-order diagrams contributing to the partition function Z/Z,.

To second order, there are only 3 different diagrams (Fig. 1.5) instead of the 8 to be
considered when working with non-(anti)symmetrized vertices (Fig. 1.2).

The combinatorial factor is determined as before. (Note that the action Si, is
now defined with a factor i) For instance, the second of the three diagrams shown
in figure 1.5 is obtained from

ﬁ<>< ><>o —

and has a combinatorial factor .

BYPE] ><4=§. (1.339)
The factor 4 in the lhs comes from the 4 ways to connect the two vertices in a way
consistent with the topology of the diagram.

As for the sign of the diagram, it can be determined as before from a particular
contraction. One may also used the fact that the diagram should have the same
sign as the one obtained wia the replacement {ajas|d|alab} — (aras|d|a)ab). For
instance, if we write the preceding diagram as

(&3] T (xll B
. 1 . .
_signx g Y {maalslalagh i) [ drdr
N ar-y 0
" f X GO (’717,7 alT)GO (727—,7 aQT)GO (O/QTa IYQT/)GO (0/17—7 ’7{7—1)7
/ N
-

the replacement {ayas|d|a)ab} — (aras|t|a)ad) gives
o ¢

Qi i1

and the sign is therefore (—1)2¢? since there are two vertices and two closed loops.
Note that the sign of the diagram can be unambiguously defined only once we have
its expression in terms of the vertices. For instance, we could write {azaq|0|afab}
instead {a1a2|0]ajab} in the preceding equation and the diagram would then have a
negative sign.
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Q0 K -6

Figure 1.6: Second-order diagrams with symmetrized vertices contributing to the
one-particle Green function.

The diagrammatic rules for calculating a diagram are therefore the following:

1. To each directed line, associate Go(at,o/7'™).
: ~ !’
2. To each vertex, associate {ajas|d|ajab}.

3. Sum over all one-particle indices o and integrate all times 7 over the interval

[0, 8].

4. Multiply the diagram by the combinatorial factor and by (—1)'¢™* where [ is the
number of vertices and ny, the number of closed loops in the diagram obtained
by replacing {ajaz|0|ajab} by (a1az|d|a)al) in each vertex.

When considering the perturbative expansion of the n-particle Green function
G (ay7y, -+, a)7]), the last 2 rules should be replaced by

3’. Sum over all indices o and integrate all times 7 over the interval [0, 8], while
holding fixed the indices (o;7;) and (of7]) of the external lines.

4’. Multiply by the combinatorial factor and by (—1)'¢"*(P where [ is the number
of vertices, ny the number of closed loops in the diagram obtained by replac-
ing all vertices {aqaz|0]afab} by (a1as|d]|a)ab), and p the permutation of the
incoming and outgoing lines.

For example, the first-order contribution to the one-particle Green function Go(at, o’'7)

is given by the diagram

B
_ " ~ 1 " 1 1 ! __!
- = ) ) ) .
C/ dr E {aas|b|agas }Golar, a1 7 )Go(ast”, aat”)Go (s, o' ")
0

a1 Q4
(1.340)
The second-order diagrams are shown in figure 1.6.
Fully symmetrized vertices
We define a new field ulr) it
o(T) if c=—,
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1.5 Perturbation theory and Feynman diagrams 69

where & = («,¢) with ¢ = £ a “charge” index. 1,4 creates a particle whereas 1),—
creates a hole (i.e. removes a particle from the system). The action can be written as

I I
Sl =3 | drar 3 valr)Gi (@' (),
“ (1.342)
1 [P
Sint W] = I /0 dr Z Va1 g3 bia ¢&1 (T)wég (T)wézs (T)wém (T)a
where the (anti)symmetric propagator Gy is defined by
o It . Y
Go(ar, &'1') = CGo(&/'7,ar) = { GO(aOT’O‘ ™) g ¢ ) :CC, ’ (1.343)

Note that in (1.342,1.343), we use opposite sign conventions for Go(ar,a'7") and
Go(ar,a’t"). This choice turns out to be more convenient when dealing with the field
s (in particular for the formal manipulations in section 1.6). The vertex va,asa464
is (anti)symmetric under the exchange of any two of its arguments,

Va,asdsds = CUasarasds = CUa asdads = CUasaaddas (1.344)
and satisfies
o {d1d2|'{)|d4d3} if Cl] =Cy = —C3 = —C4 = _|_7
Va1 626564 = { 0 if c1+co+cg+ceqg #0. (1'345)

Note the position of &3 and &4 which follows from the definition (1.342) of va,asas64-
The Wick theorem now reads

(Va,(m1) - Ya, (Th)) = Z all complete contractions (1.346)

and is a consequence of the results for Gaussian integration over complex or Grassman
variables discussed in section 1.E.4. The various terms appearing in the perturbation
expansion of the partition function can be represented by Feynman diagrams. Since
we do not distinguish between v, and 7 (the difference is encoded in the charge
index ¢ of ¥3), the propagator should be represented by a non-directed line

ar a'r!

Golar,&/t)= ————

and the vertex by a simple dot,

Qy
Ud1d2d3d4 = X

(63 Qs
The first-order correction to the partition function reads

1 (P o o
(X) :_g/ dr Z Vé, asasay Go(G1T, auT)Go(GaT, A3T), (1.347)
0 Gup--Gug

where the combinatorial factor comes from the 1/4! in front of the interaction and
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the 3 ways to pair the lines of the vertex. The sign is obtained from a particular
contraction, e.g.

1 /8 T 1
_I 0 de Zd Ud1d2d3d4¢dl (T)wdz(T)w&S(T)wfm(T)' (1348)

Equation (1.347) gives

1 [P
E . = /. =
- g dr UQ1C7(¥2C/7Q36,7(¥4EGO(Q17C)T7a47c) T)GO(QQ;C , T;0Q3,C 57-)
0

o) ey
c,c/=%+
17 3 + +
= _E/ dr Ua1+,a2+,a37,a47G0(0447_77—;0‘17"_77— )GO(OC?,,_,T;O[Q,"_,T )
0
gy

(1.349)

(with ¢ = —c) and therefore reproduces (1.338). In equation (1.349) we have inter-
preted the equal time propagator Go(at,a’r) as Go(at,o’tt) for reasons already
discussed. Note that Go(ar, &' 7) corresponds to Go(ar,&'77) if ¢ = —c = + and to
Go(art,d/7) if c= —c' = +.

Similarly, for the first-order correction to the Green function G(ar,&'r") one ob-

tains

1 P
=3 / dr" Y vayaasanG(aT, a7 )G (aoT", ds7")G(GuT", d'7'),  (1.350)
0

Gy oGy
which can be shown to be equivalent to (1.340) when & = (a, —) and & = (o, +).

One should be careful about the time ordering of the fields when using this
formalism. To illustrate this point, let us consider non-interacting particles and
express the action

S[wt,w] = % S ()G (i) W (i) (1.351)

in terms of the two-component field

vo= (7)) wea=( 15 ) (1:352)

For simplicity, we consider a single one-body state with energy € = £ 4+ u. In
frequency space, the propagator G is a 2 X 2 matrix defined by

—1,. o —ZUJn +4 E O
G (iwn) = < 0 Cliwn + €) ) . (1.353)
The functional integral gives
Zo= [ Dl e T](Gus (i) Goalin )| (1.354)

Wn
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1.5 Perturbation theory and Feynman diagrams 71

and
Qo = —% ;ln[gu(iwn)gm(iwn)]. (1.355)
If now one introduces the convergence factor e“»", one obtains (see Appendix
1.F)3?
% len(wa + &2 nn = %m (1 - ge‘ﬁf) + cg, (1.356)

which differs from the exact result by ¢£/2.
The reason for this apparent difficulty is that if we permute creation and
annihilation fields, which is what we have done when writing

Y7 (T)Go(T — 7)(7") = ((7") Go(—7" + 7)¢" (7)
= \Ifg (TYGo2 (" — T)Wa(7), (1.357)

one should then interpret the equal time propagator G22(0) as Gao (0+) rather
than Ga2(07). Accordingly, we should use the convergence factor e~ *n" for the
(22) component of the propagator. Thus the correct expression of the thermo-
dynamic potential is

Qo = —% Z {ln[gn(iwn)]ew"" + In[Ga2 (iwn)]efi“’”"}

Wn

_ _% S (G (iwn )™, (1.358)

in agreement with (1.293). The mean particle number N = —9Q0/du is then
given by

N = % ; [GM(iwn)ew”" + §922(iwn)efiw""]

iwnn

(S N
3 » fwn, — &’

(1.359)

which coincides with (1.291).

In formal manipulations of the functional integral as well as in some practical cal-
culations, it is sometimes convenient to use the field 15 rather than v, and . This
is particularly true when one has to deal with superfluid or superconducting systems
where the (global) gauge symmetry is broken.?® In these systems, the one-particle
Green function G(ar, &' 7') has both “normal” (G(«, ¢, 7; ¢/, —¢,7')) and “anomalous”
(G(a, e, ;0 ,¢,7')) components and can be represented as a 2 X 2 matrix

G(&T 6/’7'/) _ G(Oz,—f—,T;O/,—F,T’) G(O{,—F,T;O{l,—,T/) (1 360)
’ G(Oz,—,T;O/,—F,T’) G(Oé,—,T;O/,—,T/) .
32For fermions, the Matsubara frequencies appear in pairs (wn,w—n—1 = —wy) so that

det[G (i)~ (—iwn)] = (2 +€2)2 and det g1 =[], (w2 + €2).

33The (global) gauge invariance, i.e. the invariance of the action in the transformation v (r,7) —
Yo (r, T)er and i (r,7) — ¥k(r,7)e" ¢, is related to the conservation of the number of particles
(Sec. 2.2.7). Broken gauge symmetry in superfluid and superconducting systems is discussed in
chapter 6, while the concept of spontaneously broken symmetry is introduced in chapters 2 and 3.
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= (T ).
— ——>—

Moreover, in bosonic superfluid systems, the Green functions G*"*1) with an odd
number of legs do not vanish, and G (&, 7) = (5(7)) is the order parameter of the
superfluid phase (see chapter 6).3% Superfluid or superconducting systems cannot be
described within a perturbation expansion starting from the non-interacting limit. As
for any system where a symmetry is spontaneously broken, it is necessary to reorganize
the perturbation theory about a broken-symmetry state. The perturbation expansion
in bosonic superfluid systems is explained in detail in section 1.7. Superconductors
(i.e. superfluid fermion systems) are discussed in chapter 6.

1.6 Generating functionals

In this section, we define connected Green functions, one-particle (1PI) and two-
particle (2PI) irreducible vertices. 1PI and 2PI vertices allow to reformulate and
simplify the perturbation expansion discussed in section 1.5. Furthermore, we shall
see in forthcoming chapters that the corresponding generating functionals enable to
set up non-perturbative approaches to strongly correlated quantum systems (chapters
7?7 and 7).

1.6.1 Connected Green functions

In this section we define the connected Green functions and their generating func-
tional. We first consider normal systems where global gauge invariance is not broken?3
before discussing the general case where we allow the system to be superfluid.

Normal systems

We consider the partition function in the presence of external sources,
B
2100 = /D[w*w] exp{ Sl ] + / dr ST alr) +eel},  (1.361)
0 [e%

where J*, J are c-numbers for bosons and anticommuting variables for fermions. The
Green functions

G(Qn) (OélTl, cr 0 Th; Oéfn,T;v,) e 50/17-{)
= (=1)"(Way (11) -+ Yo, (Ta) P50, (7)) -+ 5, (71))
o 5EIGLI*, J]
o 0J% (1) -+ 6J% (Tn)0Jar (Th) - 0o () | e yo

Qn

(1.362)

can be obtained from the generating functional

L, J] = % (1.363)

34In fermion systems, (15 (7)) always vanishes in the absence of external Grassmannian sources
(J* = J = 0). In superfluid fermion systems, the broken gauge symmetry manifests itself by non-zero
averages (g (T)Ya (7)) and (Y% (T)¢*, (1)) (chapter 6).
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where Z[0,0] = Z is the partition function in the absence of external sources. In a
normal system, the only non-vanishing Green functions are of the type (1.362) with
n incoming particles and n outgoing particles. g

In Sec. 1.5, we showed that the Green function G(™ can be obtained from the
sum of all Feynman diagrams that are connected to the external legs. However,
these diagrams need not be fully connected.?® As the disconnected diagrams can
be expressed in terms of lower-order Green functions (G(Q"_Q), G@n—4), ete.), it is
useful to deal with the “connected” Green functions Gan) defined as the sum of all
fully connected diagrams. The corresponding generating functional is W[J*, J] =
In Z[J*, J]. This can be shown using the replica method as in the derivation of the
linked cluster theorem (Sec. 1.5.2). The generating functional (G[J*, J])® of the Green
functions of R replica of the systems can be written as a functional integral over R
distinct fields. The connected diagrams are proportional to R (Sec. 1.5.2), while a
diagram with n disconnected pieces is of order R™. The connected diagrams can
therefore be obtained from the functional

lim 2 (GLJ*, I =gG[J*, J] =W Z[J*, J] — In Z]0, 0], (1.364)

or more simply W[J*, J] = In Z[J*, J] since In Z]0, 0] is independent of the external
sources.
A direct calculation gives

2 *
Gelaym,ayT]) = — 5;{; ()KE;{];&{L{) J*:J:(): G(arm,ayT) (1.365)
and
4 SOW[T*,.J)
G( )(0417'1, QaTo; QlyTy, 4 T1) = 5J% (r)oz, (7'2)5Ja’2 (Té)dJa'l T e
= G (11, aome; alyTh, &) 7))
— G(agTy, ) 11)G (T, abTs)
- CG(alTl, a5 7y)G(aaTe, oy T1) (1.366)
in a normal system where (¢, (7)) = 0. The last equation can be graphically repre-
sented as

i@i Beceumc

(writing explicitely the sign of the diagrams), where the empty circles stand for the

one-particle Green function G = G®. Clearly, G£4) is given by the sum of all fully
connected diagrams.

The connected diagrams are analog to the cumulants of a probability function
P(x) with generating function

Z(j) = /:: dz P(z)e’* = I (am. (1.367)

35For instance, in a non-interacting system, none of the diagrams contributing to G® are fully
connected [Eq. (1.302) and corresponding figure].

© N. Dupuis, 2010



74 Chapter 1. Functional integrals

The nth-order cumulant (z™). is defined by

@)= 2= WG|
o (1.368)
W) = Z() = Y Lra")

One easily finds

(z)e = (2),

<w3>c = <w3> - <w>2: ((z - <xi) ); ) (1.369)
(%) = (27) = 3(z7)(2) + 2(2)” = (& — ())"),

(@he = ((z = (@) = 3((z — (2))*)"

For a Gaussian distribution function P(z) = (a/27r)1/2e’(”’10)2/2“,

© s 1
W (j) = 1n{V %/ dre 2a IO)QW} = 5a5” + jo, (1.370)

so that (z). = xo, (z?)c = a, and (z"). = 0 for n > 3. By inverting (1.369),
one can express all averages (z") in terms of the average value xo and the
second-order cumulant (z?). (which is nothing but Wick’s theorem). The analog
result for a many-particle system is that when the action S[¢*, ] is Gaussian
(non-interacting particles), the only non-vanishing connected Green function is
G (when G = 0), and all higher-order Green functions G("Z% are entirely
determined by G?.

General case

As pointed out in section 1.5.4, in superfluid systems the Green functions take a more
general form where the number of outgoing particles may differ from that of incoming
particles. The total number of fields can even be odd in (bosonic) superfluid systems.
It is then convenient to use the field 15 (7) (with & = («, ¢) and ¢ = £ a charge index)
introduced in Sec. 1.5.4 and define the Green functions as3

MGl

G(n) (lelv e adnTn) = <¢&1 (Tl) e w&n (Tn)> = 5Jd (7_1) . 5Jd (Tn)

(1.371)

J=0

This definition will be used from now on whenever we will be working with the field
5. The generating functional is given by

gl = ﬁ [l exp{—sw] + / ’ d¢§Jd<T>wam}

o0 1 ﬁ ~ ~
1+ E E/o dry - -dmy, E G (@yT1, -y @nTn)Ja, (Tn) -+ - Ja, (T1).
n=1 Q1 Qg

(1.372)

36The sign convention in (1.371) agrees with that of (1.343).
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Similarly, the connected Green functions and their generating functional W[J] =
In Z[J] are defined by

szmZ{Zﬁ%hm~m%}:G@@mwanmmm~wﬂm
n=1 "

&1

(1.373)
and
6(")W[J]

) (4 R ¢ = . 1.374
GC (0[1’7’1, 7an7—n) (SJdl (7_1) . 5Jdn (Tn) o ( 37 )

For the lowest-order Green functions one finds

G(ar) = GV(ar) = (Wa(r)),

) @r) = G(an) = (va(r) s

ng)(lel,@QTQ) =G (a7, dom) — (Ya, (1)) (Va, (12))
and

G (ay71, GaTe, a373) = G (G171, GaTo, G373) — (Y, (11))G P (GaTs, G373)
— C(tay (12)) G (G171, BisTs) — (Va, (75))GP) (Ga 71, GaTa)
— (Ya, (1)) (Vas (12)) (Yas (13)).- (1.376)

For a fermion system, all Green functions with an odd number of legs vanish.

Equations of motion

The Green functions G(™ are not independent but are related by “equations of mo-
tion” (Schwinger-Dyson equations).?” Let us consider the generating functional G[J]
[Eq. (1.372)]. The change of variables 15 (7) — 9¥a(7) + €fa(7), with € — 0 and f5(7)
a complex of Grassmannian field, has a unit Jacobian and gives

1 — € B T -~ Ja(T & (T)tefa(T
g[J] — Z[O] /D[w]e S[’ll)+ f]+f0 d Za Ja( )W’a( )+ fa( )] (1377)

Expanding to first order in €, one finds

L SIS dr S Ta (bt [ ) {ﬁ_ ) }_
701 ] P | A2 Jal0) (g~ Ta0)] =0

(1.378)
(for Grassmann variables we use the chain rule (1.226) for derivation) and, since the
function fz(7) is arbitrary

0S
(51#5[(’7')

L SIS dr S, Ja(ﬂwam[ . ]:
70 / Dly]e ¢ Ja(r)| = 0. (1.379)

37In the operator formalism, the equations of motion are _obtained by calculating
a_rlG(") (6171 - @nTn) = Ory (Trtpa, (1) - - - Ya,, (Tn)) making use of drva (1) = [H, s (T)].
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. . . (2, To
a1, Tl o, Ty (i, Ty
2 RN = 0ar.a0(T1 — T2)

a, T

¢

60‘1,02(5(7'1 — TQ)

Q

Figure 1.7: Diagrammatic representation of the equation of motion for G = G in
the general case [Eq. (1.382)] and for a normal system [Eq. (1.383)].

If we write the action as in (1.342), equation (1.379) gives

_1 - gdr & (T)a(T ? —1/~ ~
Z[O] /D[¢] e S[w]"l‘fo d Za Ja( )wa( ) [A dT{ Z G() 1(0{17’1, aiT{)¢@i (7_{)
&,

3 2 taumaar o (e (o () = ()| =0, (1380

~) ~) ~
a2a3a

The equation of motion for the Green function G is obtained by taking the (n—1)th-
order functional derivative wrt J and setting J = 0 in the end,

B
/ -1/~ ~! _/ n ~ ~ ~/ _/
/ dry E G, (alﬁ,alTl)G( )(Oén’Tn,-" , QiaTo, G177 )
0 oy
Qg

1
n+2)/~ ~ ~/ ~/ ~/
3 E Varaganay, G (o, -+ GoTo, G, BTy, A1)
" &,al,al
n
—9)/~ ~ ~ ~
=( ) da;,a.0(m — )G (G Ty -+ Qg1 Tip 1, G 1Tim1, -+ GaT2). (1.381)

s
I|
N

The equation of motion for G2 = G,

B
/ dry ZGal(dlﬁ,diT{)G(d'lT{,dng)
0 o

+ 3 > vaagaya, GW(ahT, dhTi, 6T, Goma) = 0a,6,0(T1 — 72)  (1.382)

&, 6,6
is represented diagrammatically in figure 1.7. For a normal system, one finds (with
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a1 = (a1,+) and @z = (a2, +))

B
/ dry Z Gyt (anm, o) Gy T, agTs)
0 o

+ Z (1| 0], ay) M (a1, &y T1, 0T, QaTe) = Guy an (T — T2)  (1.383)

/ / ’
a2,a3,a4

(see Fig. 1.7).

1.6.2 Effective action and 1PI vertices

In this section, we introduce the effective action and the 1PI vertices considering
again first normal systems before discussing the general case. The effective action is
further discussed in section 1.7 and plays a fundamental role in the non-perturbative
renormalization group approach (chapter 7).

Normal systems

In presence of external sources, the fields 14, 1} acquire non-zero expectation values,

al) = (bl = g7,

52l = W3y = o2,

(1.384)

where (---) s« s denotes an average value in the presence of the external sources. ¢q
and ¢}, are c-numbers for bosonic fields and Grassmann variables for fermionic fields.
The effective action I'[¢*, ¢] is defined as the Legendre transform of In Z[J*, J],

L[¢*, ¢ = —In Z[J*, J] + /drz [T (7)o (T) +c.c]. (1.385)

0

In (1.385), Jo(7) and JZ(7) should be considered as functionals of ¢o(7) and @7 (7)
obtained by inverting (1.384). T'[¢*, ¢] satisfies38

ST [o*, &] _ Jor (T) SWIJT*, ) 0JE (1) SW[JT*, J]
Soalr) / ar Z( 56a(r) 0Jur () | 36a(r) 5J;,(T/))
( Jur(r

) ")

5J7, ,
o Z(m(ﬂ o)+ 01 ) + i
= CJA(7) (1.386)

and the companion equation

oT(¢™d] _ ,
T Ja(7). (1.387)

38In the case of Grassmann variables, we use the chain rule (1.226) for derivation.
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The effective action is analog to the Gibbs free energy introduced in statistical
mechanics. Let us consider for instance a classical spin system with partition
function

Z(h) = PP /D[s )P latSE)Sw] (g 388)

where H(S(r)) is the Hamiltonian density and h an external field. The magne-
tization of the system is given by

_ OF (h)
M = /d r Ba_hl nZ(h) = —=5=. (1.389)

The Gibbs free energy is defined as the Legendre transform of the Helmholtz
free energy F(h),

GM)=F(h)+M:-h, (1.390)
and satisfies
9C(M) _
= b (1.391)

F(h) and G(M) contain the same physical information. In the absence of an
external field, the magnetization of the system at thermodynamic equilibrium is
obtained by requiring the Gibbs free energy to be stationary. Note that G(M)
(if calculated exactly) includes all effects of thermal fluctuations.

More generally, one can consider a spatially varying field h(r) giving rise to
a non uniform magnetization M(r) = (S(r)). F[h] and G[M] are then func-
tionals of h(r) and M(r), respectively. F[h] is the generating functional of the
connected correlation functions of the spin density field S(r) whereas G[M] is
the generating functional of the 1PI vertices (see below).

Self-energy and Dyson equation

The one-particle irreducible (1PI) vertices®® are defined as the functional derivatives
of the effective action,

F(Q”)(alﬁ, e QTR QT ATy
_ 3CMT ", ¢]
5¢a’1 (T{) s '5¢a’ (7, ) ¢an( n) '5¢211 (1) ¢*:¢:0.

(1.392)

Inverting (1.392), one obtains

I'l¢", ¢] = I'[0,0]
e’} 1 Ié]
+2—:1W/0 dTl---dT{ Z F(Qn)(alﬁ,"' OénTmOé T ---,0/17'{)

ap-af

X G, (1) - %, (Tn)@ar (T7,) -+ by (11),  (1.393)

where T'[0,0] = —W[0,0] = Q.

39The reason for this terminology is explained below.
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Taking the functional derivatives of the first of equations (1.384) wrt ¢/ (7'), one
obtains

dg1
819 = —
RS
Z 03 SBWLI*, J] | 65 sBWLI, ]
Sy 6J30J7 Sy 0JIJf
ST [g*, ¢ SOWI[T*, J ST [p*, ¢ SOWI[J*, J
5¢25¢3 §J36.J; Spad s §J56T;

where we use the short-hand notation i = (v, 7i), 0ij = 0ay,a,0(7 — 7;), and >, =

foﬂ dr; ), By considering the functional derivatives of (1.384) wrt both ¢/ (') and
@k, (1), one obtains four equations that can be cast in the form

5T §Ar sOw sOw
S2003 8203 6J30JF  0Js6Jy | 10

Z 5(2)1?3‘ 5@ 5(2)1/1/1' 5(2)VV1 =012 01 ) (1.395)
00505 09503 0J50JF  0J501

In a normal system, the matrices in (1.395) become diagonal for J* = J = 0 and one
obtains

B
— / d’7'3 Z GSQ) (041’7'1, ()43T3)P(2) (OZ3’7'3, 0427'2) = 5a1,a25(7—1 — Tg), (1396)
0

a3

i.e.

re® - _g?-1 - _g®-1 (1.397)

in a matrix sense (recall that G® = G®@ in the absence of broken symmetry).
It is conventional to express I'® in terms of the self-energy ¥ defined by I'(
—Gyl+ Y or G =Gyt — B (with G = G®). This equation can be rewritten as

2):

G =Gy + GoXG (1.398)

or, more explicitely,
Glar,d'7") = Go(at,d'1")

B
+/ dridrs Z Go(OZT,alTl)E(alTl,ang)G(ang,0/’7'/). (1399)
0

aq,02
Equation (1.398) is known as the Dyson equation. For a translation invariant system,
we obtain the simple expression
1 1

(e on) = T doom) = S, o) oo — & — Sk, o) (1.400)

(neglecting for simplicity internal degrees of freedom such as the spin of the particle),
where X(k,iw,,) is the Fourier transform of X(r,7;r/,7') = X(r — r/,7 — 7). The
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Dyson equation can be graphically represented as

r 3

—— — < + -«

(=)
=/
_ () () o
O
where the thick line stands for G and the thin one for Gy.

Let us introduce two definitions. i) A diagram is n-particle irreducible if it cannot
be separated into two or more disconnected pieces by cutting n internal lines. ii) An
amputated diagram has no propagator attached to the external legs (a;7;); the latter
connect directly to an interaction vertex. With these definitions, it is easy to see
that the self-energy is given by the sum of one-particle irreducible (1PI) amputated
diagrams. One easily verifies that all diagrams for the Green function G are indeed
obtained from the Dyson equation. For instance, the self-energy diagram

I
I
) S

generates an infinite number of diagrams for the Green function,

G = + + e
Note that it should be understood that the external legs in the self-energy diagrams
are not part of the self-energy even though they are often drawn for clarity.

The diagrammatic rules for the self-energy follow directly from those correspond-
ing to the one-particle Green function. To calculate the nth order contribution to the
self-energy:

1. Draw all distinct 1PI amputated connected (2-leg) diagrams with n interaction
vertices.

2. To each directed line, associate Go(ar, o', 7/T).
3. To each vertex, associate (y172|0]v1Y3)-
4. Sum over all internal indices « and integrate over all internal times 7.

5. Multiply the result by the factor (—1)"¢"™* where ny, is the number of closed
loops. Note that the combinatorial factor is unity since we use non-(anti)symme-
trized vertices.

The two first-order diagrams contributing to the self-energy Y (ay7m, o) 7)) are
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e = =00 = 7)) (naalilafab)Go(ahT, agTi)
ag,al
/’ \\
A =5 —77T) Y (maslilabal)Golahm, agri)
ag,al

The first-order self-energy correction can also be represented by the diagram

Q

The second-order diagrams are given by those of figure 1.3 (with amputated legs)
except the last four that are not 1PI. They are also given by the last two diagrams
(with amputated legs) of figure 1.6.

In perturbation theory, one always computes the self-energy rather than directly
the one-particle Green function. Any finite order calculation of ¥ leads (via the Dyson
equation) to the summation of an infinite number of diagrams for the Green function.
Moreover, a perturbative calculation of G to finite order would violate basic properties
of the Green function such as causality, etc. (see Sec. 3.5).

Higher-order vertices

By taking functional derivatives of (1.395) with respect to J* and J, one can relate

the higher-order connected Green functions ng) (n > 4) to the 1PI vertices. After a
little algebra, one finds

B

G£4)(a17'1,0427'2;0/275,0/17'{):—/ duy dusduydu’y Z G(a17i,71uq)

0 71,727’7§1’Y{

x GaaTa, Y2us) T (yiun, yous; vous, ¥iul) G (vauh, a575)G(Yiuy, ). (1.401)

This expression can be graphically represented as

®
O

(writing explicitely the sign of the diagrams), where the empty circle stands for the
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one-particle Green function G, and identifies T'Y)(ay71, ante; hTh, oy 7]) as the 4-
leg (or two-particle) 1PI vertex. I'¥) can be seen as the effective interaction vertex
between two particles. To lowest order, it is given by the bare vertex {ajas|d|a)ab},
and its perturbation expansion can be represented by diagrams,

/7N
—T — T L
1 1 | | 1 [
) R R S O ) R
1

or, equivalently,

where the lines may contain any self-energy corrections. Since I'*) shares the same
symmetry properties as Ggl) [Eq. (1.401)], it is (anti)symmetric under the exchange
of the two incoming or outgoing particles,

4 RPN AN 4 RPN 1
F( )(0[17—1,0627—2,0[27—2,0617—1) = CP( )(042’7'2,0[17'1,0427'2,0[1’7'1)

= (F(4) (171, QaTo; Oy Ty, G TS). (1.402)

General case

It is possible to define fully symmetric 1PI vertices starting from the partition function
B
ZJ] = /D[w] eXp{—S[¢] +/ dry Ja(T)wa(T)} (1.403)
0 &

and the effective action I'[¢] defined as the Legendre transform

a(r) = (Wa(r)hs = T 1.
5 (1.404)
i) = =W+ [ dar 3 Ja(r)éa (o)
where W[J] =1n Z[J]. I'[¢] satisfies
ol
Son() = ST (1.405)

In the absence of external sources (J = 0), the effective action is stationary. If the
stationary value ¢ is non-zero, the gauge symmetry is broken.4°
The 1PI vertices in the state ¢ are defined by*!

_ 5T [g]
 0¢a, (Tn) -+ 0a, (11) 6=3

L™ (@7, anTn) (1.406)

40Gee footnote 34 page 72.
41The 1PI vertices can also be defined wrt the state ¢ = 0, i.e. by expanding the effective action
I'[¢] about ¢ = 0. In fermion systems, this is the only possibility since ¢ = 0 in the physical state.

© N. Dupuis, 2010



1.6 Generating functionals 83

or the inverse relation

- 1 /B
Il¢] =T[g] + Z ﬁ/o dry - -dry, ) Z~ T (@7, -, G Tn)
1 Gim
X [pa, (11) = Ga, (11)] -+ [¢a, (Tn) — P&, (Tn)].  (1.407)
They are (anti)symmetric under the exchange of two particles,

n) s~ ~ ~ ~
F( )(alTlv"' y QTG " " ,OéjTj,"' 7an,Tn)

= (T (G, @7y GTiy o G Ty). (1.408)

From the first of equations (1.404), one easily deduces*?

-1

s@r sOWII
9] =( LJ] (1.409)
0pdd 0J6J
and, for J =0 and ¢ = ¢,
r®—=g®-1, (1.410)
The self-energy is defined as I'?) = Go_l +34 e
Gl=Gyl+3, (1.411)
and has a 2 X 2 matrix structure wrt the charge index c,
I E(Oc,—l—,T;O/,—l—,TI) E(Oc,—l—,T;o/,—,Tl)
S(amo'1') = ( Y(a,— 1, +,7) Y(a,—, 10, —, ) (1.412)

(362339

Equation (1.411) is a generalization of the Dyson equation to systems with broken
gauge symmetry. It is known as the Dyson-Beliaev equation. The perturbative ex-
pansion of (a7, &’'7") in boson systems will be discussed in section 1.7.

From (1.409) and using the relations

é
7G£") (&1T17 e 7dn,Tn) = CnGénJ,-l) (6517'1’ e 5&n+1Tn,+1)7
6J&n+1 (TnJrl)

° ’ 1.413
71_‘(71) a7 P 7dn7—n = / dr G(Q) &n Tn 7077_ ( . )
8T 1 (Tg1) (@17 ) ; E@ & (Qn41Tns1, OT)

X P("Jrl)(o?lﬁ, ce Qi T, QT),

42The sign difference between (1.397) and (1.410) comes from the sign convention for the Green
function G2 (&7, &1') = 4+ (s (T)bg (7')) (see Sec. 1.6.1).

43Given the definition of the Green function G(?) 42 the self-energy ¥ in (1.411) is defined with
the same sign convention as the one introduced for normal systems.
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one can express higher-order Green functions ng) in terms of (™= and G§m<”>.
For instance, one finds

B8
G£3)(07171,54272707373):—C/ duyduzdus E Ge(G, F1ur)
0 =
Y1,72,73

X GC(&QTQ, ’S/Q'LLQ)GC (543’7’3, ’73U3)F(3) (’3/11141, ’727142, ’3/31143). (1414)

.
(e)—= -« —=O0—)—0

(the empty circles stand for the connected one-particle Green function) and identifies
I'®) as the 3-leg 1PI vertex. To the next order, we obtain the equation

This relation can be graphically represented as

4) / ~ ~ ~ ~
GW (171, GaT, G373, GaTy)

B
= —/ dutdusdusduy E Ge(6am1, J1u1)Ge(Game, Yousz)
0 - -
Y14

X Go(G373, 3u3)Ge(GaTs, Jaua)T® (Frur, Jous, Y3us, Jaus)

8
—/ duydugdus Y T (Fruy, Yous, Jaus)

0 Y1,52,73
X {G?)(dlﬁﬂlula544T4)Gc(072727%uz)Gc(dszﬂsw)
+ Ge(@r, A1u1) G (GoTa, Fous, dats)Ge(GsTs, Y3u3)

+ Gc(lela ’~}/1U1)Gc(6¢27'2, :YQUQ)GS’) (dng, Y3Us3, 6&47‘4)} . (1.415)

Combining (1.414) and (1.415), we finally obtain the following diagrammatic repre-

o

sentation of G$;4)

(+ permutations)

The last diagram represents the contribution to Gg4) which is one-particle reducible.
It vanishes in a normal system where I'®) = 0.
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&l + dlﬁém’ﬁ + @ 014

Figure 1.8: Diagrammatic representation of equation (1.420) with 6I'/d¢ = 0. The
zigzag line stands for the order parameter ¢z (7).

Equations of motion

The equations of motion of the Green functions imply relations between the 1PI
vertices. Equation (1.380) can be rewritten as

or
§ Go'(L,1)gr + o > vz G®(2,3,4) - =0, (1.416)
3 561
2,3/,4/
where we use the shorthand notation i = (&;,7;) and >, = foﬁ dri ) 4., and
s®GLJ]
@ (2,3, 4) = ———. 1.417
G7(2.3.4) 8J 8 J5 6Ty ( )

G[J] = Z[J]/Z]0] is the generating functional of the Green functions [Eq. (1.377)].
Using

g(3)(2/73/74/) _ W(3) (2/’3/74/) + ¢2/W(2) (3/’4/) + C¢3’W(2)(2174I)
+ oa WP (2 3") + ¢ b3 pus (1.418)

(see equation (1.376)) and

W(3)(2/, 3/’ 4/) =—C Z W(Q)(Q/, 2//)W(2) (3/7 3”)W(2) (4/74//)1-(3)(2//7 3//’ 4//)7

2//73//74//
(1.419)
one finds
or
G (1,11 — —
Z )01 5b1
+ ? Z V1,20 30 40 [_C Z w® (2, 2”)W(2) (3, 3//)W(2) (4, 4//)F(3) (2",3", 4"
° 2/’3/’4/ 2//’3//’4//

+ o W (B 4) + (6 WP (2, 4) + o0 W (2,3') + G2 dpda] = 0. (1.420)
If we consider this equation in the physical state, where 0I'/0¢ = 0 and w® =q,.,
we obtain an equation for the order parameter ¢4 (7) = (5 (7)) which is diagram-

matically represented in figure 1.8.
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()
O 0

Figure 1.9: Diagrammatic representation of equation (1.422) in a normal system.

Equation (1.420) is also the starting point for deriving the equations of motion
satisfied by the 1PI vertices. If we take the functional derivative wrt ¢, we obtain

»(1,2) = —% D w123 Ge(2,2")Ge(3,3")G (4, 4)TW (27,3",47 2)

' 2.4
! % Y v (GIP(2)G) (2,2")Ge(3,3")Ge(, 47)TE) (27,3, 47)
2r...41"
5 Y wawatr (GIORG)E.4)
27,37 .4/
1 .
T2 324: 1254 [Ge(3,4) + d3bur]. (1.421)

For a normal system (¢ = 0), the self-energy reads
5(1,2) = Y {1, 3[0]4',2}G(4,3)
3,4/

—% {1204, 3}G(2",2)G(3,3")G(4, 4T W (3", 472", 2)  (1.422)

2...41"

and is shown diagrammatically in figure 1.9.

1.6.3 Luttinger-Ward functional and 2PI vertices

In this section, we introduce the Luttinger-Ward functional and the 2PI vertices.
The Luttinger-Ward functional is used to set up “conserving” approximations, i.e.
approximations that satisfy conservation laws, as well as non-perturbative approaches
(chapter ?7).

Normal systems

We consider the partition function in the presence of a bilinear source which couples
to a particle-hole pair operator,

B
Z|J] = /DW*JM exp{—S[w*,w]—F/O dr dT/ZJaaI(T, T/)¢Z(T)¢QI(TI)}. (1.423)

a,a’

© N. Dupuis, 2010



1.6 Generating functionals 87

By taking the functional derivative wrt the source, we obtain the one-particle Green
function

Glar,d'7') = —C%. (1.424)
The Legendre transform of —In Z[J] is a functional of the propagator G,
IG]=—-nZ[J]-¢ /Oﬁ drdr’ Y Jaa (1,7)G(d' T ar) (1.425)
ot
(with J a functional of G defined by (1.424)), which satisfies
or(c] = —CJwalt, 7). (1.426)

0G(ar,a’'T")

The actual Green function G, obtained for vanishing external sources, corresponds to
the stationary value of the functional I'[G].

For a non-interacting system, I'[G] can be calculated exactly since the action is
Gaussian. The partition function reads**

—<

Z[J] = det (—Gal —J) " =exp [—CTrln(—Gal -J)], (1.427)

and (1.424) then gives G = (G5! 4+ J)~!. We deduce
I'G] = ~(¢Trin(—G) + (Tr(Gy'G — 1). (1.428)
For an interacting system, we write the functional I" as
TG = ~(Trin(—-G) + (Tr(Gy ' G — 1) + @[], (1.429)
where ®[G] is referred to as the Luttinger-Ward functional. Equation (1.426) then

gives
50[G]

_ —1/ 1 -1/ 1.1 IR e
Q.G (Oé T ,057') + CGO (Oé T ,OéT) + 5G(a7, Oél’T/)

= —CJwalt',7), (1.430)
which is nothing but the Dyson equation G~ = G5! — ¥ [Eq. (1.398)]. For J = 0,
the self-energy is given by the first-order functional derivative of the Luttinger-Ward
functional,

0P[G]
SG(' T, a7) g

where G is the solution of the equation 6T'/6G = 0. Equation (1.431) can be used to
find a diagrammatic interpretation of ®[G]. The perturbation expansion of ¥ wrt Gg
(Sec. 1.6.2) can be rewritten as an expansion wrt the full propagator G,*°

S(ar,d't") = —¢ (1.431)

44\We use equation (1.863).
45We assume that the particles interact via a two-body interaction .

© N. Dupuis, 2010



88 Chapter 1. Functional integrals

! !
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Figure 1.10: Diagrams contributing to the 2PI vertex ®®) to second-order in the
interaction.

Since ¥ is defined as the functional derivative of the Luttinger-Ward functional ®[G]
[Eq. (1.431)], we deduce that ®[G] is given by the sum of the 2PI Feynman diagrams
defined as the graphs that cannot be separated into two disconnected pieces by cutting
one or two lines:*

O ONCIGION IS

Since the functional derivation wrt G amounts to removing a propagator G from the
diagrams contributing to the Luttinger-Ward functional, the diagrammatic definition
of ®[G] reproduces the expansion of ¥ in terms of G. Note that a two-particle
reducible diagram for ®[G] would give a contribution to the self-energy which is not
1PI. The diagrammatic rules for ®[G] are the same as those for —In Z. One can check
that they are consistent with the diagrammatic rules for the self-energy. For instance,
to first-order ®[G] is given by

B
e =5 3 (a1a2|@|0/10/2)/0 dr G(ay7, 017 )G (ahT, azr)

ool

B
Z (a1a2|i)|0/1a’2)/ dr G(ay 7, )G (a7, a17T), (1.432)
o 0

and the first-order functional derivative ®() reproduces the lowest-order contribution
to the self-energy with Gy replaced by G (see page 81).

The 2P1 vertices (™ are defined by
(=Q)"m (]

5G(0¢17’1, 0/17'{) s 5G(05n7'n7 Oé T )

n /I, . Iy
P! )(Olel,OélTl,-" QU T,y Oy Ty ) =

“.433)
®(™M is a vertex with n external “bosonic” legs (a;7i, o/7!). For example, to second-
order ®[G] is defined by the four diagrams of the preceding figure, so that P s
given by the (amputated diagrams

O DO D

46The 2P1 diagrams are also called skeleton diagrams as they do not contain self-energy insertions.
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where the external legs (o;7;) and (a}7]) are drawn nearby so that they can be seen
as a single bosonic (particle-hole) leg (a7, aj7!). The diagrams contributing to ®(2)
to O(v?) are shown in figure 1.10. It is clear that &), ®®) and more generally all
vertices obtained from ®[G] are 2PI: they cannot be separated into two disconnected
pieces by cutting only two internal lines if one consider each external bosonic leg as a
single piece. Since the leg (a;7;, a;7!) corresponds to a particle-hole pair, the vertices
®(™) are said to be irreducible in the particle-hole channel. This, of course, follows
from our choice of Juq/(7,7') as an external source that couples to a particle-hole pair.
We shall see in the next section that it is also possible to define irreducible vertices
in the particle-particle channel.
In the 2PI formalism, the Green functions are naturally defined by
(=€) I Z[J]

W™ (aqr ,0/7";--- ;OénTnaafnTr/L = - (1.434
(o171, 07 ) 5Ja/1a1(7'{,7'1)'"5Ja;,,an(7—rlw7—n) J—0 ( )

One easily verifies that*7

WDy, 7)) = Gy, ai7)) = Glagm, oy 7)),
W@ (71, &7l anmo, alyy) = G (ar7y, agr; alyth, oy 7l) (1.435)

— G(a171, ) 717)G(asTe, ayTy).

W is a “connected” Green function wrt the external bosonic legs (171, @) 7]) and

(aoTa, ah1s). It plays a role similar to that of the connected Green function Gg4)
introduced in the 1PI formalism (Sec. 1.6.2).*® By taking a functional derivative wrt
J in (1.426), one obtains the relation

5T\ !
we — (%
<6G5G) ’ (1.436)

where the inverse should be understood in a bosonic matrix sense, the multiplication
being defined by
(AB)’)’l’h = Z A’Yl’Ys B’)’s’vza (1437)

RE]
with the short-hand notation

B
v = (ar,a'7), Z = / dr dr’ Z . (1.438)
’Y 0 a’a/

Using
52 . @
m =105, + 9505, (1.439)
(which follows from (1.429)), where
Iy, = CGlarT, ay15)GlagT2, a)71) (1.440)

47Ir1 Eq. (1.435) and below, it is implicitely assumed that we consider the physical state, i.e. J =0,
G = G, etc.
48Note that for a non-interacting system, one has W (aj7y, a7 aom, dhTh) =

. 4
CGo(a1Ty, ahmh)Go(aaT2, &y 71) while Gg )(am'l,a/lT{;ang,a/QTé) =0.
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is the particle-hole propagator, we can rewrite (1.436) as
W = (' + @) =1 - e®Pw®, (1.441)

Equation (1.441) is known as the Bethe-Salpether equation and relates the two-
particle Green function W to the 2PI vertex ®(2):

0.7~ SR ) . .
w2 = + o2 | w2

o, T Q2, T

It is similar to the Dyson equation (1.398) with ®®) and II playing the role of the
self-energy 3 and the non-interacting propagator Gy, respectively.
Making use of the relation between W (2 and G£4),

W2 =G (arm, asme; ahty, o4 1)) + (Glarm, ahm))GlaaTs, oy 1)) (1.442)

(which follows from (1.435)) and the relation (1.401) between G and the 1PI vertex
'™ we also obtain a relation between I'® and ®(2),

TW (@171, agro; oy, o 7)) = [@(2)(1 + Hq)@))*l} ()71, 1T1; Ty, anTa), (1.443)

which takes the diagrammatic form
aq (,Yll O/l a9 aq a9

[‘('1) — (I)(2> + @(2) <I)(2) N

(%) o a1 o) o @

General case
We can generalize the preceding analysis by considering the action
1 [P
Sl -3 / drdr' Y Jaa (1,7 )a(r)0a (1), (1.444)
0 6!

where Jaa (1, 7") = (Jaa(7',7) is an (anti)symmetric source. With our sign conven-
tion for the Green function (Sec. 1.6.1),

o dIn Z[J]
/AN N (7 — —. .
G(aTa aT ) - <w(¥(7-)w01 (T )> 5J5z6¢’ (7_’ 7_/) (1 445)
The Legendre transform is now defined as
1 [P
[[G) = -InZ[J] + = / drdr' Y Jaa(r,7)G(aT,d'7!)
2 Jo &,
= —%Tr In(G) + gTr(GalG — 1)+ ?[G] (1.446)
and satisfies 5T(C)
= 1.44
6G’Y J’Y ( 7)
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Figure 1.11: Diagrammatic representation of the Luttinger-Ward functional ®[G] and
the 2PI vertices <I>(71), @(721)72 and @(7?)7273 to third order in the interaction.

with the short-hand notation v = (&r,&'7"). Equations (1.446) and (1.447) imply

that for J = 0 the self-energy is defined by
IP[G]

E =
TG,

(1.448)

3

G=G

where G is solution of 0T'/dG = 0, and the Luttinger-Ward functional given by the
sum of 2PT diagrams (Fig. 1.11).
The 2PI vertices are defined by

(1.449)

®(™ is a vertex with n external bosonic legs (Fig. 1.11). It is 2PI in the sense that it
cannot be separated into two disconnected pieces by cutting only two internal lines.
Note that an external leg v = (a7, &’7") corresponds to a particle-hole pair if ¢ = —¢’
and to a particle-particle pair if ¢ = ¢/. Since G is (anti)symmetric in the exchange
(ar) « (&/1'), @) satisfies

Y1 i Yn V1Y Yi Ym0
o s (1.450)
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JOEN O
Figure 1.12: Diagrammatic representation of the Bethe-Salpeter equations relating
W® to 3 [Eq. (1.457)] and the 1PI vertex ') to ) [Eq. (1.458)].

where 7; = (d;Ti/, O~éi’7'i).

The Green functions are defined by

6 1n Z[J]
wm z . 1.451
L A I S ( )
To lowest-order they read
1 —
Wg B G’Z (1.452)
W7(1%2 = GW(aym, @1, Gara, dh1y) — G(an 1, &) 7)) G (GgTa, yTh).

Wé%z is given by the sum of diagrams that are fully connected to the external bosonic
legs 71 and 7,. To relate W2 to &), we start from

—1

w® = o (1.453)
~\6GsG) '

where the inverse should be understood in a bosonic matrix sense with the multipli-
cation defined by

1
(AB)y, 4, = B} Z Arivs Brave (1.454)
3

and the identity matrix by
Ly, = 0ay 4061 ,a,,0(T1 — T2)0(T) — 73) + (da,.a40ar a,0(T1 — 73)0(T] — T2). (1.455)

These definitions are consistent with the (anti)symmetry properties of the Green func-

tions and vertices under the exchange (&;7;, &;7!) < (&}7!,d&;7;) of the two particles

in the bosonic external leg «;. Defining the particle-particle propagator as
H"Yl’)’2 = G(@lTl, @/QTQ/)G(dllT{, 6&27’2) + CG(lel, dQTg)G(@/lT{, 6/27'2/), (1456)

we obtain the Bethe-Salpether equation relating W) to ®® (Fig. 1.12),

W@ = (H’l + cI><2>) T - e@w ), (1.457)
Similarly, we can derive a relation between ®® and the 1PI vertex I'®),

P = (cb(?)*l + H)_l = 3@ — @™, (1.458)
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with the definition Ffﬁ)w =T (aymy, &4 1], dama, @1h) (Fig. 1.12). In a normal sys-
tem, ¢1 + ¢} + co + ¢4 = 0, and the Bethe-Salpeter equation can be projected onto
the particle-hole (¢1 + ¢} = ¢2 + ¢4 = 0) and particle-particle (1 = ¢} = —ca = —c})
channels. The corresponding vertices, @;i) and <I>§,2p), are 2PI in the particle-hole and
particle-particle channels, respectively.

When dealing with bosons, it appears natural to work with a functional ®[G., ¢]
of both the connected Green function G. and the classical field ¢ = (). Let us
consider the partition function with both linear and bilinear external sources,

Z[J,h] = /Dw]exp{ S+ = /deT Z¢a VJaa (7, 7" )bar (77)

N /Oﬂ 0 Z ha (7)ba (T)}, (1.459)

where Js5/ (7, 7') = Jar5(7',7) is symmetric. We have

balr) = (a(r)) = TE 2,

Ge(ar,&'7") = (Ya(r)va (7)) — (Ya (7)) (Yar (7)) (1.460)

_ 60InZ[J, h) ) L
T 6Jaq (1,7 — ¢a(T)par (T').

The effective action is defined as a double Legendre transform,

[[Ge,¢] = —In Z[J, h] + /erh

+3 / drdr' > Ja (7, 7') [Gel(@r,&'7) + da(r)dar ()], (1.461)

&,a!

(=9

and satisfies

T(Gerd] _, i T
o =te+ [ 2 aarlr)0e (),

(1.462)
OL[Ge, 9] - ,
SGo(ar,arry e (. 7).
It can be written as
_ 1 1 (7 / 1~ ~r 1 /
P(Ger¢l = — 5Tel(Go) +5 | drdr'6a(r)G (a7,6'7) g ()
0

+ %Tr(Ggch —1) 4+ ®[G,, ¢], (1.463)

where ®[G, ¢] is the Luttinger-Ward functional. The equations of state (1.462)
give

/ dr’ ZGO ar, &' ") (1) + 753[53(:’_;#]

= ha(T) +/O dT’ZJ&&/ (7,7 par () (1.464)
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and

P 1y~ a1t 62[Ge, 9] /
G, (ar,a't') + Gy (aT’aT)+75GC(dT,d’T’) = Jsa (1,7"). (1.465)

The first equation is an equation for the order parameter ¢s(7). The second
one is Dyson’s equation G;' = G5! + X with the self-energy

~ ~/_I\ __ 6¢[GC7 ¢]
Y(ar,a't) = 3Golar. i) (1.466)

for vanishing external sources (J h =0).
The effective action I'[G., ¢] is given by the sum of the 2PI diagrams,

XKoo OO o

and the corresponding self-energy has the following diagrammatic expansion

The zigzag line in these diagrams stands for the order parameter ¢4 (7). The
perturbation expansion (in the 1PI formalism) about a broken symmetry state
(¢a(T) # 0) in boson systems is discussed in detail in section 1.7.2.

1.7 Saddle-point approximation and loop expansion

In section 1.5.4, we have pointed out that the perturbation theory of interacting
bosons about the non-interacting limit breaks down when the field takes a finite ex-
pectation value (1,) which breaks the gauge symmetry. In this section, we show how
the stationary phase approximation allows us to reorganize the perturbation expan-
sion as a “loop expansion” about a broken-symmetry state. We start by introducing
the principle of the method on the simple example of a one-dimensional integral.

1.7.1 Steepest descent and stationary phase approximations

We consider the integral

= / dte ), (1.467)

where f(¢) is a real function with an absolute minimum at ¢y and look for an expansion
in 1/1. For large [, the integral is dominated by the vicinity of ¢y. Expanding f(t)
about to and using fj = f'(to) = 0, we obtain

> l (n)
I(l):e*lfo/ dtexp{—§ t—t _lZf t—t }
af 2w [ dr (n) .
- W —oco V 27'(' 2 Z n! f// n/21n/2 1 ( . )
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1.7 Saddle-point approrimation and loop erpansion 95

where 7 =/ fi/1(t —to). The integral can be calculated in powers of 1/! using Wick’s
theorem with the bare propagator

~ g
T'_'T:/ L2 = (1.469)
2w

and the vertices

f() n)

Vi = (fyyr/2im /=1

(1.470)

By the linked cluster theorem (Sec. 1.5.2)

I(l) = e o / T exp{z connected dlagramb} (1.471)

Since V,, = O(1="/2*1), the O(1/1) contribution is given by the three diagrams

SoOR=Ne"s

with respective combinatorial factors —1/8, 1/12 and 1/8. We deduce

- L2\ 1 f s () L
nI(l)=~lfo+3 (f”l) st +0(I7%). (1.472)

A similar analysis can be made when the function f(¢) is purely imaginary. In
this case, for large [ the integral is dominated by the vicinity of the point ¢ty where
the phase of the integrand is stationary (f’(to) = 0). The expansion (1.471) is then
known as the stationary phase method. More generally, let us consider the integral

I(l) = / dze ) (1.473)
©

along a path (C) in the complex plane. The complex function f(z) is analytic along
(C) and vanishes at the end points. Since we can deform the integration contour in the
domain of analyticity of f(z), we deform (C) into a new contour (C’) which satisfies
the three conditions:

1. the endpoints of (C’) are the same as those of (C).
2. R[f(z)] has a minimum at the point zo of (C’).
3. S[f(2)] is constant along (C') near zo.

The last two conditions imply that zo is a stationary point of f(z) (f'(z0) = 0) and
therefore a saddle point of R[f(2)].*° For large I, we expect the vicinity of zy to
give the dominant contribution to I(l) (condition (2)). The condition (3) ensures

49Recall that an analytic complex function f(z) satisfies the Cauchy-Riemann conditions
Oz R[f(2)] = 0yS[f(2)] and 9. [f ()] = —9yR[f(2)] (obtained by calculating f’'(z) = limg,_o[f(z +
dz) — f(2)]/dz with dz = dz and dz = idy). The Cauchy-Riemann conditions imply V2R[f(2)] =
V23[f(2)] = 0, which prevents R[f(z)] and I[f(2)] to have an absolute minimum or maximum.
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that S[f(z)] does not give rise to rapid oscillations in the integrand as I — oo which
would suppress the contribution of the vicinity of zg. To calculate I(1), we then write
z = 2y + pe?? and expand f(z) about z,

n ,ind

1 Q S pe n
f(2) = f(20) + 50°1 £ le (20460 + 3 Tfé ), (1.474)
n=3 !

where f§ = f"(20) = |fy|e'®. Condition (3) implies 20 + 6y = 0 or 7, and the
existence of a minimum of R[f(z)] at zo selects the solution 20 + 6y = 0.5° It is easy
to see that (C’) is then the path of steepest descents of e ~*R/(*)] The integral over
p can be calculated as in the previous case using the linked cluster theorem.

1.7.2 Saddle-point approximation and loop expansion in field
theory

We consider the partition function
Z[J*, J] _ /DW*JM e—l(S[w*7w]_f(f7 deddr[J*(m)w(m)+c.c.]) (1475)

(x = (r,7)) describing a system of (spin-zero) bosons (¢ is a complex field). The
factor [ is introduced to organize the perturbation expansion and will be set to unity
in the end. We assume that the bosons interact via a contact interaction,

sttt = [ ar [aefor@) (0 - ) vt
+ Ly @ @@ } (1.476)
(9> 0).

Partition function and thermodynamic potential

Within a saddle-point approximation, the action reads
Se=pV (—ulwcl2 + glwcl‘*) (1.477)

where the “classical” field ¢, (assumed to be time and space independent) is deter-
mined from the condition
9S.  0S.

e OV
in the absence of external sources (J = J* = 0). When p > 0, the solution which
minimizes the action is [1).| = y/pu/g. As will be discussed in chapter 6, this solution
corresponds to a superfluid system and [t).|> determines the density of the Bose-
Einstein condensate. Expanding about the saddle-point solution, ¥ = 1. 4+ x/V/1, we
obtain

=0 (1.478)

1S[X*,x] = 1S. + 8@ + 0(171/?), (1.479)

50The fact that the path of steepest descents of e ™R/ ()] keeps S[f ()] constant near zo (stationary
phase) is a consequence of the Cauchy-Riemann conditions.?
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g = G + @: -« - @-»—4—
Glo = —a—p— = «—@—4—»—4——4—@-»—»—

Figure 1.13: Diagrammatic representation of the Beliaev-Dyson equations (1.484).
The thin line stands for Gy and the thick one for G.

where the Gaussian part of the action

s =3 [ar [t @ g (X0 (1.4580)
2 o ) c Y X*(xl)
is defined by the inverse “classical” propagator

Gl (x,2") = —6(r —7)o(r — 1)

v, 2 2
y < Or — 1 — 52 + 2g[thc| gve ) . (1.481)

«2 v 2
gie —Or — b — 5+ 2g|e|

In the superfluid phase (|i.| > 0), the bosonic (connected) propagator G becomes
a 2 x 2 matrix,?!

N @W@r@))e  (Pr)p()).
Gl ') = ( (W (@) (@))e (" (@)h(x"))e, )

where (P(2)*(2'))e = (Y(x)*(2')) — (Y(z)){(*(2')), ete. It satisfies the Beliaev-
Dyson equation G~' (k) = G, ' (k) — ©(k) where

Go(k) = ( Goo(k) GO(O_k) ) (1.483)

(1.482)

(k = (k,iwy)) is the non-interacting propagator and (k) the self-energy. More
explicitely, the Beliaev-Dyson equations read

Gi11(k) = Go(k) + Go(k)X11(k)G11(k) + Go(k)X12(k)G21 (),
Gi2(k) = Go(k)X11(k)Gr2(k) + Go(k)X12(k)Ga2(k),

with Gui(k) = Gaao(—k) = —(4(k)v*(k)) and Gia(k) = G31(k) = —(b(k)o(—Fk))
(Fig. 1.13). The classical propagator (1.481) corresponds to the self-energy

(1.484)

S11(k) = Saa(k) = 29[,

; (1.485)
Yio(k) = 5, (k) = gy

(Fig. 1.14).

51In this section, G denotes the connected propagator and the subscript “c” of G. stands for
“classical”. Note the sign convention in the definition of G [Eq. (1.480)].
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[\g!
=
o

I

w +<

“ﬁf
“\.f

g
e
g
o
B
B e

Figure 1.14: Diagrammatic representation of the self-energies (1.485). The zigzag line
stands for 1. or ¢¥. One sometimes introduces a directed zigzag line to distinguish
between 1. (incoming line) and ¥} (outgoing line).

Since the action (1.479) is Gaussian (ignoring the O(I='/2?) terms), we can carry
out the functional integral (see Appendix 1.E.4),52

7 = e 15 (det G 1) 2, (1.486)
and obtain the thermodynamic potential®
! 1 »

Let us now consider the corrections to the Gaussian action (1.479),
. @)y * L o@)p, L gy, -
1S[x™, x] = 1S + 5% [x ,X]+725 D]+ 7SI A, (1.488)
with
B
SG) = g/ d’T/ddT' [Yex* (@) |x(z)|* + cc.],
0

163
-9 / dr / dr X (@)X (2)x (@) x ().

These corrections give rise to 3- and 4-leg vertices which can be represented by the
following diagrams

(1.489)

52Because of the 2 x 2 matrix structure of G, det(—G.) = det(Ge).
53We use Indet G = TrIn G (see Appendix 1.E.4).
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XK X

NG e \,/'
The partition function can be calculated treating S 3) and S in perturbation and
using the linked cluster theorem,

_g(2)_1 gB)_1g(4)
7= et [l et

= e !5 (det g;l)_l/Q exp {Z connected diagrams} . (1.490)

To order 1/1, one finds that the partition function is given by the following diagrams,

InZ = 1S+ Trlngc @ w@«w %

where the lines in the diagrams should be drawn in all possible ways compatible with
S3) SM™ and the classical propagator G.. For example, the first diagram means

SO 000

where the lines stand for the classical propagator G..

The expansion in 1/] turns out to be an expansion in the number of loops. Consider
a diagram with ny = n%,g) + ngf) vertices, where n%,g) (ngf)) is the number of 3-leg
(4-leg) vertices. Since the propagator G, is independent of [, the diagram is of order

@@ g _

=™ = [=w+n”/2 The number ny of internal lines is given by

2ny = 4n(4) + 3n(3) =4ny — ng) (1.491)

(obtained by counting the total number of lines attached to the ny vertices). Since
each vertex has a momentum conservation, a diagram with ny vertices has ny — 1
momentum conservation constraints, so that the number of independent momentum
loops is
n®
annI—(nV—l)znv—TV—kl. (1.492)

The order of the diagram, [~ ny+n{?

loops. In the absence of a condensate (1. = 0), n (3) =0 and G. = Gy, and a diagram
with nps loops is of order ¢V = g"¥ 1. The loop expansion then corresponds to
the perturbation expansion about the non-interacting limit discussed in section 1.5.
On the other hand, when |1.| > 0, the classical propagator G. contains an infinite
resummation of interaction terms and a diagram with nj; loops contains from ny; —1
to 2(nar—1) vertices. To any order, the loop expansion then corresponds to an infinite
resummation of perturbation theory.

/2 = |=(nm—1) 'ig therefore given by the number of
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Effective action and 1PI vertices

We now consider the effective action defined in section 1.6.2,

[[p*, ¢] = ——an[J* J] +/ dT/dd [J*(2)¢(x) + c.c.], (1.493)
where
10 ZzZ[J*, J] e/ 1o Z[J*, J]
d(x) = 1 57 @ ¢*(z) = T 5@ (1.494)

(with Z[J*,J] given by (1.475)). For arbitrary external sources, the saddle point

equations read
55[1/}*,1/}]‘ - 3S[Y*, ]
@ |, S

We expand about the classical state, ¥(z) = ¥.(x) + %X(x), using

w¢—l/ dr/dd [J* () (x) + c.c.]

1S, —1 /0 dr / AT (@) (@) + c.c] + SDP A + O12),  (1.496)

‘ = J(). (1.495)

where the Gaussian part S of the action is defined by (1.480,1.481) with a time-
and space-dependent classical field ¥.(x). From

B
InZ[J*,J] = —lSc—i—l/ dT/ddr[J*(x)¢c(x)+c.c.]+%Trlngc—|—(’)(l*1), (1.497)
0

and (1.494,1.495), we deduce

B
o) =~ + ey [, 7 [ @) )+ 007

= o(z) +O1™Y) (1.498)

and ¢*(z) = ¢ (z) + O(I~1). This yields

A 1
T[g*, ¢] = 5C+/0 dr/ddr{J*(x)[¢(x)—wc(x)]+c.c.}+gTr1ngc+c9(r2), (1.499)

where the O(I72) contribution comes from the 2-loop and higher-order diagrams.
Noting that

B
Sc+/0 dT/ddr{J*(x)[¢(x) —Ye(2)] +cc.}

=S, +/ dT/dd { C[(ﬁ(x)—wc(x)]—i—c.c.}

Sle*, ¢l + O(17?) (1.500)
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we finally deduce
1
Ll¢",¢] =S¢, ¢ + 5 TrinGe + o172, (1.501)
where G. = G.[¢*, @] is obtained from (1.482) by replacing ¥.(x) by ¢(z), i.e

§?)S[g*, 9] 6P)S[9*, 4]
1y o) = _ | 99 (2)dd(x") 59" (x)d¢*(a')
G @)= 508 e Oslere |0 MO
5¢(x)og(z’)  dp(x)dg*(a')
n (1.500) and (1.501), we have used the fact that ¢(x) — 1p.(x) is of order 1/1.
To order 1/1 and for vanishing external sources, the equations of state (1.386,1.387)

read
or 08 1 0%
=~ it ™ (V) .
_or 08 1 (g 0% ) '
" 500 o) e
where we have used G ! QO — X, with
Sz, 0') = gd(r — ') (r — ') < ZL“E%QQ 2|f((af’))|z ) . (1.504)

We therefore obtain
B8
= [Car [ aGst wa o) + g6 @)t
0

B8
4 / dr / 4 {[Gens (2, 2) + Goa(, 2)] $(@) + Gerta(e, )6 ()} =0 (1.505)

and a similar equation with ¢(z) < ¢*(z). Equation (1.505) can be diagrammatically

represented as

and corresponds to a one-loop approximation to the exact result (1.420) (Fig. 1.8).
Here the zigzag line stands for ¢(x) or ¢*(x) and the solid one (in the loop) for the
classical propagator G. = G.[¢*, #]. The one-loop term in (1.505) gives the O(1/1)
correction to the classical (saddle-point) result |¢(z)| = v/p/g. From (1.501), one can
also obtain the two-point vertices

5T
M) = S me
@ N s@r
s (z,2") = 75@ @)oo (@)’ (1.506)
/ 3
) = e @)
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Figure 1.15: Two-loop corrections to the self-energy.

to order 1/1. For instance, one finds
(@) = = Gi(e,a")

1 EDY 1 v 5y
* “<5wmww0 @%wm%wwﬁ (1.507)

with ¥ the classical self-energy (1.504). The O(1/1) correction to —G,} j gives the
one-loop self-energy. It can be diagrammatically represented as

sy

Higher-order vertices are obtained by taking the functional derivative of I'® wrt ¢(x)
or ¢*(z). The derivative of the (bare) 3-leg vertex gp(*) () gives the (bare) 4-leg vertex
g. On the other hand, when acting on the classical propagator G, = (ggl — )71 the
functional derivative pulls out an external line attached to a 3-leg vertex. Thus we
obtain diagrams of the type

O K

(diagrams obtained by exchanging the external lines are not shown) for the one-loop
correction to the 3-leg vertex I'®)| and

PO SRS

for the 4-leg vertex.
A similar analysis can be carried out at order 1/I%. One finds that the effective
action
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rl6, 8] = S[¢*,¢]+%Trlngc—|—llz<@<> N W@M} (1.508)

to this order is given by the 1PI two-loop diagrams (see the calculation below). The
two-loop order vertices are obtained from the functional derivatives of (1.508). For
instance, the two-loop correction to the self-energy is given by the diagrams of figure
1.15. Note that the absence of one-particle reducible diagrams in the effective action
is a necessary condition for the self-energy to be one-particle irreducible.

The effective action to two-loop order. Let us compute the effective action
at order 1/1%. For simplicity, we consider a real field. The partition function
reads

Z[J] = /D[¢] exp{—lS[zp] +l/de(w)¢(x)} (1.509)

with the action
1 ’ —1 ’ /
Sy] = —§/dwdw P(x)Go  (z, 2" )h(x") + Sine[th]. (1.510)

The saddle-point approximation gives

S5Y]

S0 =@ (1.511)

e

Expanding about the classical field 1., ¥ = 9. + x/\/z, we rewrite the action as

15(0] 1 [ da J(a)iie)
— 1S[w] —l/de(w)¢c(x) _ %/dxldmX(xl)Ggl(xl,xQ)X(xQ)

1
+ Sl—ﬂ/dmdmdws x(@1)x(z2)x(23)SP (w1, 22, x3)

1

+ m/dw1dw2dw3dw4 X(Z’I)X(Z’Q)X($3)X($4)S£4)(3,’173,’271,‘371,‘4)

+0(7%?), (1.512)
where
3™ S[]

S (@1, n) = 1.513
(1) = 5y ouan |, (o1
and G;'(z1,22) = —S® (x1,22) is the inverse classical propagator. Z[J] is

calculated using the linked cluster theorem,

Z|J] = e~ 1SeHt ) dz J(2)ve(2) [det(—Gc_l)} w2 exp{z connected graphs}.
(1.514)
The O(1/l) contribution is given by the three two-loop diagrams shown after
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(1.471), i.e.
InZ[J] = —lSc+l/da7 J@)e(r) — 3Tein(~G: )
—é/dwldmda:gdm Ge(x1,22)Ge (w3, 24)SY (21, T2, T3, T4)
—%/d$1d$2d1’3dy1dy2dy3 Sf’)(xl,xz,x3)5’£3)(y1,y2,y3)
X |:%Gc(l'17y1)Gc(x27yQ)Gc(x37y3)
+ %Gc(xl,a:Q)GC(yl,yQ)Gc(xg,yg) +0(17?). (1.515)

Equation (1.515) gives the thermodynamic potential to two-loop order.
We can now compute the effective action I'[¢)]. We have

16 Z[J]
@) = 75w
= () - aif;) + / da’ J(x')‘sfj((z)) . J‘zx) Trin(~G;1) + O(~?)
() — Qll%(x)mn(—c:;l) o). (1.516)
Using
4 -1, 0 2
[ g3 ®) o [ 957 o
= [ s (1517

with §.J(x)/0¢e(y) = —Gz ' (z,y), we obtain

() = te(x) — %/dydyldyz Ge(z,y)8 (y,y1,y2)Gelyz, y1) + O173).

= te(x) dydyrdyz Ge(z,y; 0)S (v, y1, y2; ) Ge(y2, y130) + O173),

(1.518)

2

where the last line is obtained by replacing G. by G.(¢) = G.[¢] (and similarly
53— s ) = 8P [¢]), which does not change the result to O(1/l). To
obtain I'[¢], we also need J(z) to O(1/1),

0S
1@ = 5@

§?s
dy—2"°
¢+/ Y S50(@)50 (y)
- &ié) - %/dy GZl(x7y;¢)/dyldy2dy3 Gely,ys: 9)
x 5 (1,92, y33 ) Ge(yz, y159) + O )
08

= 5505~ 31 [ 2 S 2 0)Geln,isd) + OUT). - (1519)

[Ye(y) — ¢(y)] + O1?)
¢
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We deduce
Plél = ~ 120 + / do J(2)d(x)

= 5.4 5 Trin(-G /dx.] () — e ()]

— (2-loop diagrams) + O(1~?), (1.520)

where the contribution of the three two-loop diagrams is given in (1.515) (up to
a factor 1/1). Using (1.518) we then find

I'[¢] = S[#] + Trln( G.'(¢)) — (2-loop diagrams)

21
1
- @/dl‘1dl‘2dl‘3dy1dy2dy3 Ge(x3,ys; 0)Ge(z1, 225 0)Ge(yr, y2; @)
x St (w1, w2, w35 9)SEV (y1,y2, Y33 6) + O(U°). (1.521)

The last term cancels the 2-loop diagram which is one-particle reducible and we
finally obtain

Tl¢] = S[¢] + %Tr (-G (6))

8l2/d1}1d1§2d1§3d$45( (l‘171’2,1’373}4,¢) (1’1,1’2,(]5) (1’3,1’4,(]5)

1
+— /dxldedx3dy1dy2dy3S (@1, 22,235 0)S (Y1, y2, y3; )

1212
X Ge(x1,y1;0)Ge(2,y2; ¢)Gel3, y3; ¢) + O17?), (1.522)
in agreement with (1.508).

1.8 Perturbation theory at zero temperature

In this section, we briefly discuss perturbation theory at zero temperature for systems
having a fixed number of particles.’* The advantage of this approach is that one works
directly in real time and no analytic continuation is necessary, contrary to the finite
temperature formalism in the grand canonical ensemble described in the previous
sections. On the other hand, we shall see that the zero temperature approach suffers
from some drawbacks and the finite temperature formalism is often preferable in
practice.

We write the Hamiltonian of the N-particle system as H=H,+ I:[int, where H,
is the non-interacting Hamiltonian whose ground state |¢g) is known. If we let |¢g)
evolute during a time T', we obtain

e~ HT | g) ﬂHTZm Ynlgo) = e T |n)(n|eo), (1.523)
where {|n), E,,} denotes an orthonormal basis of H. Sending T to infinity with a
(small) negative imaginary part, we project out the ground state |0) of H,

lim e 7o) = e 2T |0)(0]¢o) (1.524)
T—oo(1—1in)

54 A thorough discussion of perturbation theory at zero temperature can be found in chapter 3 of
Ref. [9].
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1

T2

Figure 1.16: Contour in the complex t plane used in the definition of the functional
integral at zero temperature.

(n = 0%), provided that |0) is non-degenerate and has a finite overlap with the
non-interacting ground state |¢o). We deduce that the ground state energy of the
interacting system can be obtained from

: A
E, — . o —iHT . .
o=, lim S In(gole™ T |g0) (1.525)

Let us now consider the one-particle Green function®
Glat,a't') = =i (0| Tda ()}, ()]0) (1.526)

defined in section 1.2.3 [Eq. (1.191)]. ¥4 (t) and 4] (t) are operators in the Heisenberg
picture and the index « labels the one-body states. Using

lim e % = =BT |0)(0]dp),
L dim ety 030/}

o o (1.527)
1. -ty _ ,Ttlog 0 0’
Tﬂoél(ﬁlfin)<¢o|e e (¢0]0)(0]
we obtain
—II:I% TA(),t AT, t/ —71:1%
iGlot,at) =  lm (20l (Ta(t)ba ()™ 2 1o} (1.528)

T—oo(1—in) <¢0|e—iHT|¢O>

We show below that both {¢g|e™*#7T|pg) and the Green function (1.528) can be
expressed as a coherent-state functional integral. We shall consider a contour in the
complex ¢ plane which is slightly tilted wrt the real axis and extends from —7/2 and
T/2 (Fig. 1.16). A time t = (1 — in) on this contour can be parameterized by a real
variable £. In practice, we will distinguish between ¢ and ¢ only when necessary.

1.8.1 Fermions

In the case of fermions, the ground state is a Slater determinant,

N
o) = [ ] ¥iIvac), (1.529)
a=1

55The time-ordering operator T in (1.526) should not be confused with the time T appearing e.g.
in (1.525).
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1.8 Perturbation theory at zero temperature 107

with the N lowest one-particle states occupied. Here we assume the one-body states
|a) to be labeled in order in increasing eigenvalues €,. We require |¢g) to be non-
degenerate, which implies that there is a finite energy gap en41 — en between the last
occupied state and the first unoccupied state. We shift the energies ¢, such that

(1.530)

€ <0 for a <N,
€, >0 for a> N,

and define the operators

GO @sN), . [ de (a>N),
XL‘{% (a<N), o {1&3 (a < N). (1.531)

R creates an elementary excitation wrt |¢g), i.e. a particle for « > N and a hole for

a < N. Since Xq|¢o) = 0 for any «, |¢o) is the vacuum state wrt the excitations of
the x operator. The Green function (1.526) is expressed as

—i<0|T>za(t)>zL,(t')|>o> if a>N,

1N
Glat,a’t’) = { HOIT R (VXL(DI0) if a < N. (1.532)

Coherent-state functional integral

We can now construct coherent states by associating to Y, and Y/, a pair of complex
conjugate Grassmann variables 1, and ¥} (Sec. 1.3.3). Since |¢o) is the vacuum
state wrt to the v field, it can be seen formally as the coherent state |¢) with 1, = 0.
Dividing the time T into M = (/e steps and inserting M — 1 the closure relation
(1.203) or (1.240), one obtains

—iHT _ = * —S M kal? t —icH
(@ole ™ |go) = | TT dwi,vn)e TT el ebrs)
k=1 k=1

M-—1
:/ TT i, ) e TAD S Vi Wrn by ieH 0 oo,
k=1

(1.533)

with g , = ¥}y, = 0. The integration measure d(¢y, 1) is defined by (1.248) and

we assume the Hamiltonian H = H (X1, Xa) to be normal ordered. In the continuum-
time limit (M — o0), we may write

(Gnle 1 g0) = [ Dlu, w57 (1.534)
with the action
T/2
swrov= [ X v Bi0a(0) - H (50 a(0) | (1.535)

and the boundary conditions ¢, (—T/2) = ¢%(T/2) = 0. Except for the boundary
conditions at £7/2, the real-time action (1.535) can be deduced from the Euclidean
action (1.259) by a Wick rotation 7 — it and —Sg — 5.
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Similarly, we find

(ole™ % (T ()l (1)) e ¥ o) = / H AR, V) Uy b €S0,

(1.536)
where the action S(¢5,¥y) is defined by (1.533). tx, = —T/2 + kie and tg, =
—T/2 + kge are the discrete times corresponding to ¢ and t’, respectively. Equation
(1.536) is analog to (1.264) and can be derived in the same way. In the continuum-time
limit, we therefore obtain

OIT%a ()R ()]0) = lim [ D™ ] (), (') e V]

T—o0(1—in) J Dl y] etSlvr vl (1.537)

with the boundary conditions 9, (—7/2) = 9%(T/2) = 0. The Green function
G(at,a/t") can be deduced from (1.532) and (1.537).
Non-interacting fermions

Assuming that the non-interacting Hamiltonian is diagonal in the one-body state

basis {|a)},

N N
Hy = Z 60)201)22 + Z 60)2&)204 = Z €a(l— XaXa + Z €aXaXm (1.538)
a=1 a>N a=1 a>N

which gives the action

N M-1 T
iSO = _ZTZ €a — Z Z [@b;,a(d}k,a - @/}kfl,a) + iM|6a|wZ,awk71,a:|

M—-1

——zTZea ST vl S e, (1.539)

a kk'=1

where S(®) is the (M — 1) x (M — 1) matrix

1 0o .- 0 O
—a 1 0 0
0 —a 1 i :
Sler=1 . . . (1.540)
: o1 .o
—a 1 0
0 0 —a 1

with @ = 1 — i |e,|. Since det S(® = 1, we find

(gole™ 0T |gp) = e~T oz o [ det 5 = e~ T Zam e (1.541)
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so that the non-interacting ground state energy is E(()O) = 25:1 €a [Eq. (1.525)]. From

the inverse matrix

1 0 0 0
a 1 0
2
ge-1_| @ a1 0 , (1.542)
a 1 0 O
a 1 0
aM—2 a® a 1
we deduce
~ ~F ’ _ . (a)fl _ . O lf k < k/,
(Gl TXa(t)Xer ()l d0) = lim Sy = lim { A ks K
T—o0(1—in) T—o0(1—in)

(1.543)
where ty, = —T/2+ kT /M and ty = —T/2+ k'T/M are the discrete times corre-
sponding to ¢ and ¢, respectively. Making use of (1.532) and

i K — T NTF e
Jim a = Jim (1 - 2M|ea|> =e , (1.544)
we finally obtain
iGo(a,t) = e "t [(1 —ny)O(t) — na©(—t)], (1.545)
where
1 if a<NA,
Mo = { 0 if a>AN, (1.546)

is the occupation of the one-body state |«) in the non-interacting ground state |¢g).
So far we have ignored the fact that the time ¢ = #(1 —in) (f real) contains a small
imaginary part (Fig. 1.16). A more correct expression of the Green function would

then be )
iGo(a,f) = e =M [(1 — n)O(F) — na®(—1)] . (1.547)

In Fourier space, this yields

Go(a,w) = / dfei“’EGo(a,tN)

B el S RN B Ll Na pitlo—ca(—im]|*
w—€q(1 —1in) 0 w—eq(l—1in) oo
(1.548)

Since €, < 0 for n, = 1 and ¢, > 0 for n, = 0, the infinitesimal n = 0T ensures the
convergence of the time integral,
Na 1 —ng

Go(a,w) = — —. 1.54
olar,w) w—ea—zn+w—ea+m (1.549)

© N. Dupuis, 2010



110 Chapter 1. Functional integrals

Perturbation theory

Perturbation theory is derived by expanding e in powers of the interacting action

T/2
Sl 0 = = [ dt Hi (03(0) v (0) (1.550)

—T/2
For example, to obtain the ground state energy using (1.525), one uses
(gole™ 1T |¢o) = / Dl p] €S0l 1+l )

00 .p
"

/Dw ] e Sol” V] Z—' Sint [0, ¥])"™. (1.551)

The average value

J D™, ¢ (Siue [0, 9])" e?S0l7¥]
| D+, ] etSolv™ ]

((Sint[¥™, ¥])")o = (1.552)

can be evaluated using Wick’s theorem and represented by Feynman diagrams. The
diagrammatic rules follow straightforwardly from those of the finite-temperature for-
malism. The linked cluster theorem states that the ground state energy

/L' s
Ey=_ i —1 —r
o=, lm T n(¢ole |$0)

E((]O) + Tﬂc}ir(rllfin) % Z connected graphs (1.553)

is given by the sum of the connected diagrams. More generally, most results derived
in sections 1.4-1.6 carry over to the zero-temperature formalism.

1.8.2 Bosons

The ground state of a non-interacting system of N bosons is a Bose-Einstein conden-
sate,

|60(N)) = —= [ (k = 0)] ¥ |vac), (1.554)

1
Vv N!
where all the particles occupy the k = 0 one-body state. For simplicity, we consider
spin-zero bosons and assume the system to be translation invariant. Since

0)éo(N)) = \/_Ifbo( - 1),
0)[¢o(N)) = VN + 1]go(N + 1)),

ik

e (1.555)

neither )(k = 0) nor ¢f(k = 0) annihilates the ground state |¢o(NN)), and it is not
possible to separate the operators between creation and annihilation parts as in the
fermion case [Eq. (1.531)].
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Let us consider the rescaled k = 0 operators

~ i ~ _ _ i d
& = —=ile=0) = [ alr i), .
o L tk—o0)= & [ gt it (1:950)
& =il k=0) = 3 [ i
Their commutator .
(60,651 = 7 (1.557)

vanishes in the thermodynamic limit, while they yield a finite factor when acting on

|¢0(N)>a

&loo) = () oo~y = () e,

N+1

s s (1.558)
iy = () vy = ()l

They can therefore be replaced by c-numbers as long as we consider only states where
a finite fraction of the particles occupies the k = 0 one-body state. This leads us to
rewrite the boson operator as

h(r) =b+ —= Ze“”z/} =&+ X(v),

k;éO

Bl (r) Ze*“‘ (k) = & + X ().

k;éO

(1.559)

Since x(r) annihilates the non-interacting ground state |¢o(IN)), we can proceed as

in the fermion case and write (¢o(N)|e*#T|¢o(N)) as a functional integral over a
complex bosonic field with the action

T/2
S[y*, 9] = / dt [/ it (e, )0y (e, ) — H(67(0,8), (e 1)) |, (1560)
—T/2
where 9 (r, —T/2) = ¢*(r,T/2) = 0. Again, we see that the real-time action (1.560)
can be deduced from the Euclidean action (1.259) by a Wick rotation 7 = it. As in
section 1.7.2, the interaction vertices coming from the interacting Hamiltonian are of
four dlﬁerent types dependlng on the number of condensate lines attached to them.
Considering 50 and 50 as c-numbers breaks the (global) gauge invariance, i.e. the
invariance of the Hamiltonian under the transformation ¢ (r) — e®¢)(r). As a result
the total number of particles is not conserved, []\7 JH ] # 0, and the canonical ensemble
cannot be used. Instead, one should work in the grand canonical ensemble where the
Hamiltonian is replaced by H — N, with the chemical potential  chosen such that
(0|N]0) = N. In the interacting ground state, not all the particles are in the k = 0
one-body state, and the average value

(01€8¢010) = % =ng (1.561)
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is less than the total density N/V. As long as the condensate density ng remains
finite, the replacement of & and fg by c-numbers & and & (with |&] = /no) is
permissible. To determine the condensate density ng, we require that

o . A
—(0|H — uN = 1.562
5 (0L = V)| =0, (1.562)

which is an implicit equation for ng(u).

1.8.3 The zero-temperature limit

We have now two different ways to compute perturbatively the ground state energy
or a correlation function. One can either use the T = 0 perturbation theory or
consider the T' — 0 limit of the finite-temperature formalism discussed in sections
1.4-1.6. While one would naively expect these two approaches to give always the
same result, this is in fact not the case. In the zero-temperature formalism, the
interacting ground state |0) is obtained from (1.525) provided that |0) and |¢g) are

not orthogonal. In some cases, e"*T|¢g) is trapped in a given symmetry space
selected by |¢g) and produces the lowest energy eigenstate in that space. In contrast,
the finite-temperature theory obtains the state of the system from a statistical average
(over a certain ensemble) which has access to all possible symmetries. In principle,
it is always possible to use the zero-temperature theory, provided that one chooses a
Hamiltonian Ho with a ground state |¢p) which has the right symmetries. In practice
however, it is often preferable to use the (Fuclidean) finite-temperature even when
one is interested only in the 7" = 0 limit.

From a technical point of view, there are two differences between the zero- and
finite-temperature formalisms:

1. In the finite-temperature formalism, the chemical potential u should be
adjusted so that N = —9Q/0u. In general, u differs from the chemical
potential po of the non-interacting system defined by N = —0Q0/0uo.
Thus the correction

Eo— E” = Jim [ — Q0 + (4 — 10) N] (1.563)

to the ground state energy is determined not only by © — Qo (i.e. the
vacuum fluctuation diagrams) but also by the variation g — po of the
chemical potential. In the zero-temperature theory, Fo — E(()O) is directly
given by the perturbation expansion of <¢0(N)|e_mT|¢o(N)>, i.e. by the
vacuum fluctuation diagrams [Eq. (1.553)].

2. The finite-temperature perturbation theory yields “anomalous” diagrams
which include parts such as
« 1
1
1

X Na(l —ngy)
1
1

L«
where a particle and a hole propagate in the same one-body state a. Since
the one-body state « is either empty (no = 0) or occupied (no = 1) in the
zero-temperature non-interacting ground state, the anomalous diagrams
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1.9 Quantization of the electromagnetic field 113

vanish at T'= 0. On the contrary, limr—_o na(1 — na) does not necessarily
vanish in the finite-temperature formalism.>®

For the zero- and finite-temperature perturbation theories to agree, the dif-
ferences (1) and (2) must cancel.

1.9 Quantization of the electromagnetic field

In this section, we discuss the functional integral describing charged particles cou-
pled to the electromagnetic field. We start by briefly reviewing the Lagrangian and
Hamiltonian formalism of classical electromagnetism. The difficulties due to the re-
dundancy of degrees of freedom are resolved by using the Coulomb gauge. We then
discuss the canonical quantization in the Coulomb gauge and express the partition
function of the coupled system matter-field as a functional integral.

1.9.1 Lagrangian and Hamiltonian formalism

The standard Lagrangian of classical electrodynamics reads
L=+ /d% [[Vo(r.1) + BAG. 0 ~ & [V x Alr,0)]}
~ [ r ot 0pte0) - 300) - Al 0] (1.564)

(c; denotes the velocity of light), where L/, = (m/2)>",1? is the Lagrangian of the
matter in the absence of electromagnetic interactions with r; and r; the position and
velocity of the ith particle. The electric and magnetic fields can be expressed as a
function of the electromagnetic potentials,

E(r,t) = —V¢(r,t) — 0:A(r, ),

1.565
B(r,t) = V x A(r,t). ( )
The field-matter coupling involves the charge and current densities
p(r,t) = eZé(r —r;(t)),
’ (1.566)

J(r,t) = eZi‘id(r —r;(t))

(e denotes the charge of the particles). The Euler-Lagrange equations deduced from
(1.564) reproduce Maxwell equations (Appendix 1.A).

It is tempting to quantize the theory in the usual way, i.e. by introducing the
momenta p; of the particles and the canonical conjugates (Ilp, IT) to the electromag-
netic potential (¢, A), and assuming the usual commutation rules between conjugate
variables. However, since ¢ = Or¢ does not appear in the Lagrangian, IIp = 0. One
should therefore first eliminate the scalar potential by expressing it as a function of
the other dynamical variables to obtain a reduced Lagrangian which is a function of

56For example, Bnp(£a)[l — np(fa)] = _% — §(€q) for T — 0.
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the vector potential A and its time derivative A, as well as the positions and velocities
of the particles. Before quantizing, one should also get rid of the arbitrariness of A
which follows form gauge invariance. A gauge transformation

A'(r,t) = A(r,t) + VA(r, t),
¢/(r’ t) = ¢(r7 t) - 815[\(1'7 t)

does not change the electromagnetic field and therefore leaves the Maxwell equations
invariant. By choosing a particular gauge, we fix the longitudinal component A of
the vector potential, which is otherwise arbitrary. Once this is done, we are left with
four degrees of freedom of the field at each position in space, the two components of
the transverse vector potential A | and their time derivatives. Since the longitudinal
components E and B of the field are fixed by the Maxwell equations V - E = p/eg
and V - B = 0, they are not true dynamical variables and we indeed expect any
description of the electromagnetic field to contain four independent variables.
Using V - E = p/eg, we obtain V¢ + V - A” = —p/eo, i.e.

(1.567)

N 1
ok, 1) = 1 ik Ayl t) + —p(k.1)|. (1.568)
€0
and the electric field is given by
k
B, (k1) = k50
eok (1.569)

E)(k,t) = —A] (k,t).
In the following, we shall work in the Coulomb gauge where A vanishes,
V- A(r,t) =0 (Coulomb gauge), (1.570)
the Lagrangian being given by

L=1L, +Lc+ /d%{%o [(c9tm(lr,t))2 —2(V x AL(r,t))Q}

+JL(r,t)-AL(r,t)}, (1.571)
where5”
1 p(—k,t)p(k,t) 1/ 3. 13 ,p(r,t)p(r’,t)
L.=—- — = —— | &rdr— 1.572
2 zk: eok? 2 raer 4mep|r — 1| (1.572)

is (minus) the Coulomb energy of the charge distribution p(r,t).

Let us discuss in more detail the role of the longitudinal component of the vector
potential. Equation (1.568) enables to rewrite the Lagrangian as

L=1L +L+ %0 [AL(—k,t)- AL (kt) — FAL(—k,t)- AL (k1)
k

[T Rt AL (e ) + Ty (o) - Ay (1) — (K 1) Ay, )],

(1.573)

57The Fourier transformed variables are defined as p(r,t) = ﬁ Sk etk ok, t), etc.
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The Lagrange equation for A,
d 0L oL

4_ _ , 1.574
dt 9A | (k,t)  O0A(k,1) (L574)

gives

k. .

Zﬁp(k, t) = J” (k7 t), 1.e. 8ip(1‘, t) + VvV 'JH(I‘7 t) =0. (1575)
This is a continuity equation, not an equation of motion for A . Using (1.575),
we find

. k .
>[Ik Akt —ip(—k )5 - Ay (k1)
Kk

= 37 [ Ty )k Al 1) — ip(—k Dk - Ay (k)]
k

= % [—p(—k, t)ik - A (k,t) — p(—k,t)ik - Aj(k,1)]
k
:—i% %p(—k,t)kA“(k,t), (1.576)

and the Lagrangian becomes

L=1L +L.+ %0 [AL(=k,t)- A, (k t) — FAL(—k,t)- AL (k1)
k

+3 3kt AL t) — i% 3 %p(—k, k- Ay(k,0). (L577)

The last term being a total derivative, it does not affect the equations of motion
and can therefore be removed from the Lagrangian which then becomes inde-
pendent of A|. Thus the longitudinal component of the vector potential does
not affect the dynamics of the system and is not a true dynamical variable. Of
course, the possibility to arbitrarily choose A is nothing but a consequence of
gauge invariance.

The Hamiltonian is obtained by introducing the momenta of the particles,

oL
pi = — =mi; + eA | (r;, t), (1.578)
81‘1'
and the momentum conjugate to A |,
oL
I, (r,t) = ——. (1.579)
5AJ_ (I‘, t)

Since A | (r,t) is transverse, we cannot vary its components independently. We should
therefore obtain IT, in reciprocal space, using

S [ Ao - 7 L Aukn)- Auicd

:%0 Z AL~k )AL (k, 1), (1.580)

e=€q],€9
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where A, ., and A, ., denote the two independent components of A |,
A (kt)=A(kt)er + A, (k, t)ea, (1.581)

with €7, €2,k mutually orthogonal and €2 = €3 = 1. The conjugate momentum is
then given by

oL -
M (kt) = —— 2 — A (k¢ 1.582
Ll = s =l (1.552)
(see equation (1.671) in Appendix 1.A), so that
I, (r,t) = oA (r,1). (1.583)

II, is transverse: V -II| (r,t) = 0. In the Coulomb gauge, the Hamiltonian is
therefore defined by

H = Zpi(t)'I"i(t)+/d37“HL(I',t)-Al(r,t)—L,

- [pi(t) — Zgl(riyt)]Q YL

1
+ % d>r [Hl(r,t)Q + €3¢ (V x AJ_(r,t))Q} , (1.584)
0
where H. = — L. is the Coulomb energy. The electromagnetic field is now given by
L ok, t) / g P t)(r — ')
E(k,t) = —ik E(r,t)= | &’r'————=
1 (k) ! ek? ’ (v, ) " dmeglr — /|3 7
1 1
El(k,t) = —G—HJ_(k,t), i.e. EJ_(I‘,t) Z—e—HJ_(I‘,t), (1585)
0 0
B(k,t) =ik x A, (k,t), B(r,t) =V x A (r,1).

The Hamiltonian of the particles can be written as
H=H +H, - /d3rj(r,t) AL+ /d% (e A2 (r,0),  (1.586)

where
e
j t) = — i& —-T; 1.
j(r,t) - % pid(r —r;) (1.587)

is the paramagnetic part of the current

e

J(r,t)=e Z Fid(r — i) = — Z[pi —eA | (r;,1)]d(r —1;). (1.588)

H!, =>",p?/2m is the Hamiltonian of the matter in the absence of electromagnetic
interactions.
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1.9.2 Canonical quantization in the Coulomb gauge

We are now in a position to quantize the theory by promoting the variables (r;, p;)
and (A ,II, ) to operators. The position and momentum operators r; and P, satisfy
the usual commutations relations (Appendix 1.B). As for the electromagnetic field,
there are two independent dynamical variables A ., and A, .,, and their conjugate
momenta IT, ., and IT ,, for each wave vector k. The reality of A (r,t) and IT, (r,t)
implies A% _(k,t) = A, (—k,t) and I (k,t) = II, (—k, ). The corresponding oper-
ators satisfy

[ALe(k), ALo(K)] = [TTLc(k), T (K)] =0,

N . 1.589
I:AJJ_ (k); Hj_el (k/)] - i(se,e’(sk,k’7 ( )

where fIL (k) = 11, .(—k) and AL (k) = A, .(—k). Note that we consider here the
Schrodinger picture where the operators do not depend on time (Appendix 1.B). The
quantum Hamiltonian H is obtained from (1.584) by replacing the classical variables
by the corresponding operators. Using

AL/L(k) = Z ALE (k)elm

. . (1.590)
00 = YT,
(= z,y, ), we obtain®®
(AL, k), 10, (K] = i0kw Y €uew = idiexe (60 — Kk /K?) . (1.591)
In direct space, the commutation reiations (1.589) become
[Aru(r), ALy ()] = (), T ()] =0, (1.592)

[AJ_H(I‘), fh_w ()] = idiu’ (r—r').
The “transverse delta function”

€L 1 ik-r kuku’ 0 0 1
’ = — E ! = Oy - 1.
5/1.,/1. (I‘) V - € 6//7/ k2 5} . 5(1‘) aru 87'/1/ 47T|I'| ( 593)

appearing in (1.592) (in place of 0, ,/0(r —r’)) reflects the fact that the three compo-
nents of A (r) and IT, (r) are not independent but constrained by the transversality
conditions V- A (r) =V -II, (r) = 0.

Second-quantization and photons
Let us consider the Hamiltonian of the free field (no coupling to the matter)

N 1 ~ ~ N N
om = 5= S0 + AT (0 Ac(0). (1.594)
0

k,e

58Gince (k, €1, €2) forms a basis in reciprocal space, €1p€1, + €2y + kuk, /k? =6, ..
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Given the commutation relations (1.589) between A, . and Il ., this Hamiltonian
describes a sum of independent harmonic oscillators, one for each mode (k, €). It can
be diagonalized by introducing the ladder operators

ae(k) =4/ eoguk {ALe(k) + 60ka ﬂLe(k):|v

, (1.595)
~t _ €EQWk At _ 1 ot
al(k) = /5 AL (k) — 11, (1),
with wi = ¢|k|. @ and a' satisfy the commutation relations
(1), e (k)] = [ (1), af, (k)] =, (1.5%6)

[d€ (k)7 &1' (kl)} = 56,6’6k,k’7

and H.,,, takes the form

Hem =) wic (di(k)dg(k) + %) . (1.597)
k,e

The Hamiltonian of the free field is similar to the one obtained for the quantum
harmonic string in section 1.1.2. The elementary excitations of the quantized field
(photons) are created and annihilated by the operators a' and a. The eigenstates of
He., can be written as

AT\ i

()

|n1-"m-'->=H N [vac),

' X (1.598)
ﬁem|n1"'ni"'>zzwj (nj—|—§> |n1-..ni...>’
J

where n; denotes the number photons in the mode i = (k;,¢;) and |vac) the (nor-
malized) vacuum state: a@;|vac) = 0. From (1.585) and (1.595), we can express the
transverse field in terms of the photon operators,

E, (r :—i e a e®r _ gl (ke kT e

B (r) W%,/zeo[ (k) [k)e]e,
N 7 1

BO) = 75 2

Coherent states. As with any bosonic operators, we can define the (normal-
ized) coherent state

[de(k)e“"‘r - ai(k)e—ikr} Kx e (1.599)

|z) :exp{—z <§ —ziaz)}mc), (1.600)

[
where z; is a c-number. One easily finds®®

2

(2| Ail2) = R(z), (2l ATl2) = 5—[4R(=0)" + 1],
) €ow; ) 662)% (1.601)
(2lli]z) = V2ewiS(z),  (allTF]) = "5 14S(=)* + 1),

59These relations can be deduced from (1.214) and (1.215) by the correspondence p — 1,2 — A;,
m — €9 and w — w;.
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1.9 Quantization of the electromagnetic field 119

and therefore

The coherent state minimizes the uncertainty relation AA;AIl; > 7i/2 (we have
restored Planck’s constant), and is the quantum state which is closest to the
classical field. Since the coherent state evolves in time as

AAZ =

= 1.602
2€owi ( )

—H LY o em s Xawit (1) (1.603)

9

(see Eq. (1.217)) with 2;(t) = z;e” ", the mean value of the transverse field
reads

COBLEED) = 5 5 5 e —eele

1

| | (1.604)
COBOIE) = 753

[ze(k)ei(k‘r_w“” - c.c.]k X €.

One easily verifies that these mean values are solutions of the Maxwell equations.
By virtue of (1.602), the fluctuations

(z(OEL()]2(1)) — (2(O[EL(r)|=(t)? (1.605)

—~

and
(2()|B2(r)[2(t)) — (2(t)|B(r) 2(t))* (1.606)

are the smallest ones compatible with the Heisenberg uncertainty relations.

1.9.3 Functional integral in the Coulomb gauge

We are now in a position to write the partition function Z = Tre~ ¥ as a functional
integral. In the free field case, the Hamiltonian (1.594) reduces to a sum of indepen-
dent harmonic oscillators. Following the general method introduced in section 1.1.1,
and in particular the derivation of the functional integral of the quantum harmonic
string in section 1.1, one finds

Zem = / DIA | e~ SemlAs]] (1.607)

with the boundary condition A (r, ) = A, (r,0) and the Euclidean action

B
Sem [AL] = /0 dr Z %) |:|8TAL€_ (ka T)|2 + Cl2k2|AL€ (kv 7-)|2:|
k,e

s 3 €0 2 2 2
= [ ar [ @3 {(&AL(JJ)) + 3 (V x Ay (2)) } (1.608)
0
(x = (r,7)). The measure in the functional integral is defined by
li
DIAL] = [] dA%.(k,7)dA . (k,7) = DIA][[6(V - A(x,7)) (1.609)
k,e, T r,T

(up to an irrelevant multiplicative constant), where the prime means that the product
over k is restricted to half the reciprocal space in order to take into account the
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120 Chapter 1. Functional integrals

constraint A% (k) = A, .(—k). The discretization of the space (necessary to properly
define the integration measure) introduces an irrelevant multiplicative constant in the
continuum limit.

When the coupling to the matter is introduced, the Hamiltonian is given by

H=H +H, — /d3rj(r,t) AL (r,t) + % /d3r pr,t)A% (r,t) + Hemy  (1.610)

(see equation (1.586)), where

. H(r)p(c)
H.= - | &®rad3r 222 1.611
2/ rer dmep|r — 1’| (1.611)

The degrees of freedom of the particles can be described by field operators (Sec. 1.2.2).
The charge and current density operators are then defined by

)AL (r) (L612)

for spin-o particles (Sec. 1.2.2). j is the paramagnetic part of the current and
fIT’n = H,, — H. the Hamiltonian of the particles in the absence of electromagnetic
interactions. Proceeding as in section 1.4, we derive from (1.610) the coherent-state
functional integral

7= / Dl 9, A ] e ST AL (1.613)
with the action
S[w*v W Al] = Sem[Al] + SmW*, w]

& e
+ /0 dr / d3r[%p(x)Ai(x)— i) AL(D)], (1.614)

and the boundary conditions A (r,3) = A (r,0) and 1/1((7*)(r, B8) = Cw[(,*)(r, 0).
It is now possible to reintroduce the scalar potential by rewritting the Coulomb
interaction as a functional integral over an auxiliary real bosonic field ¢(z),5°

oxp{ -3 3 AEE

= [ Plolen{~§ Sleako(-po(r) + 2i0(-10(0)] |

k

_ / Dlg] exp{—% /0 " ir / Prleo(Vo(a))* + 2id()o()]  (1615)

60The transformation (1.615) is known as a Hubbard-Stratonovich transformation. It will be
encountered many times in the following chapters (see, e.g. , Sec. 5.2.3).
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1.9 Quantization of the electromagnetic field 121

(again we neglect an irrelevant multiplicative term), where we use the notation k =
(k, iw,) with w,, a bosonic Matsubara frequency. Equation (1.615) is obtained using
the basic results of Gaussian integration derived in Appendix 1.E. The action becomes

[d} ¢¢AJ_ em¢AJ_]+SI [d} d}]
/dT/d:*‘ [—p JAZ (2) + id(x)p(a) - j(w)-Amx)] (1.616)

with the action of the electromagnetic potentials given by

Sem[ps A L] = / dr/d3 ))2—1—(GTAL(JJ))Q—FCZQ(VxAl(a:))Q}. (1.617)

S/ = S, — S, denotes the action of the particles with no electromagnetic interaction.
According to (1.616), the field i¢(x) plays the role of the scalar potential, since it
couples to the particle density. The factor 4 cannot be eliminated by a redefinition of
the ¢ field, i¢p — ¢, since this would change the sign of (V¢)? in Sen, and makes the
functional integral ill-defined. Thus, in the Euclidean formalism, the mean values of
the electric and magnetic fields are

(E(z)) = =V(io(2)) —i0-(A 1 (z)),

(B(z)) = V x (AL(2)), (1.618)

or, in Fourier space,

(E(k)) = k{o(k)) — wn(AL(K)),

(B(k)) = ik x (A (k)). (1.619)

According to (1.585), the mean value of the longitudinal electric field is given

by
_ _ale(k)
(B (k) = —ik ok? (1.620)
The mean particle density can be calculated from
dln Z[h]
k)) = , 1.621
o) =G| (1.621)

where Z[h] is the partition function obtained by adding to the action the source
term — ), h(—k)p(k). After the Hubbard-Stratonovich transformation (1.615),
the action reads

§ =5 3 [ck®B(~k)6(k) + 2ig(—K)p(k) — 2h(~K)p(k)] + -

= 5 7 ook (8(—k) — ih(~)) (B(k) — ih(k)) +20g(—K)p(R)] -~ (1.622)

(we do not write the part of the action which is independent of h). The second
line of (1.622) is obtained by shifting the field ¢ — ¢ — ih in the functional
integral. From (1.621) and (1.622), we then deduce
k)) = eok®(ig(k)),
(p()) = cok® (i (1) .
(B (k) = k(¢(k)),
in agreement with (1.619).
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More generally, one can define the propagators of the electromagnetic potentials,

Doo(k) = (d(k)p(—F)),
Doy (k) = ((k)Au(—Fk)),

(1.624)
Dol = (A4u 04, () = 25200 + (8, = 2252 ) D11

(= =,y,2), where Dy(k) and D, (k) are functions of (|k|,iw,). In (1.624), we
have taken advantage of the homogeneity and isotropy of the system to write the
propagator D,,, in terms of its longitudinal and transverse parts. In the absence of
coupling to the particles, one finds

DY) = (B(B)(-H)) = —.

1
eo(wp + c7k?)’

(1.625)
DY (k) =

In the Coulomb gauge, the propagator of the vector potential is transverse: Dﬁo) (k) =
D((](})L)
Df)(k) is the propagator of the (transverse) electromagnetic field in free space. We
shall see in section 3.4 that the propagators Doy and D, contain important informa-
tions about the collective excitations of the particles, besides describing the propaga-
tion of the electromagnetic field in the matter.

In the Coulomb gauge, the electric field is split into a Coulomb field and a trans-
verse field. Although the Coulomb interaction is instantaneous [Eq. (1.611)], the
interaction between two charged particles takes place with a retardation due to the
propagation of the field with velocity ¢;. This retardation results from an exact com-
pensation of the instantaneous contributions of the Coulomb and transverse fields [16].
In non-relativistic systems, the separation between an instantaneous Coulomb field
and a transverse field is very natural since the magnetic interactions mediated by
the vector potential are negligible when the characteristic velocity of the particles is
small wrt the velocity of light. To see this, let us integrate out the vector potential
in (1.614). If we approximate p(z) in the diamagnetic term p(x)A?2 (z) by its mean
value en, we are left with a simple Gaussian functional integral (Appendix 1.E.4)
which gives a contribution®!

(k) = 0. D(()%)(k) is the Fourier transform of the Coulomb interaction, whereas

1 Ji(=k)-Ji(k)
- 1.626
2¢0 £~ wp + 7k? +wp ( )

to the action of the particles. j, is the transverse part of the paramagnetic current
and w, = (ne?/eym)'/? is called the plasma frequency for reasons given in chapter 3.
For particles with characteristic velocity v, j1 ~ vp so that the magnetic interaction
(1.626) is of order v?/c? wrt to the Coulomb interaction p(k)p(—k)/eck?. If v < ¢,
the magnetic interaction can be omitted, which amounts to neglecting the retardation
effects in the electromagnetic interaction between particles. When studying systems

61The functional integral should be done in Fourier space where the transverse vector potential is
defined by its two independent components A, (k,7) and A, (k, 7).
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1.10 Spin systems 123

of charged particles, we will therefore in general consider the action S,, = S/, + S
including the Coulomb interaction but not the coupling to the vector potential. Only
when considering the response to an external transverse field (i.e. induced by a current
distribution external to the system) or the propagation of the electromagnetic field
in the matter should we include the transverse vector potential in the action (see e.g.
Sec. 3.4.2).

1.10 Spin systems

1.A Review of classical mechanicss?

In the following sections, we review the Lagrangian and Hamiltonian formalisms for
both a finite number and a continuum of degrees of freedom. In particular we discuss
symmetries of their consequences.

1.A.1 Lagrangian formalism

Let us consider a system with n degrees of freedom described by n generalized co-
ordinates q1,- -+ ,q,. The latter can be represented by a point in a n-dimensional
configuration space. The trajectory of the system is determined by the time depen-
dence of the coordinates. The coordinates ¢; and the velocities ¢; = 0;q; form the
dynamical variables of the system. The accelerations §; can be expressed at any
time as a function of these variables. The resulting equations of motion are then
second-order differential equations in time.

In the Lagrangian approach, the dynamics of the system is determined by the
Lagrangian L(g;, i, t), a function of the dynamical variables which can also explicitely
depend on time. The principle of least action stipulates that the trajectory of the
system between times ¢; and t, with initial and final coordinates assumed to be
known, corresponds to an extremum of the action

ta
S = dtL(qi,q.i,t). (1627)

t1
For an arbitrary variation d¢g; of the coordinate ¢;, the variation of the action is

ta
0S = dt [ 5q1 8; (5%}
t1 9q;

[ (8)a] e

where we have integrated by parts. The last term in (1.628) vanishes since d¢;(t1) =
0¢i(t2) = 0 (the initial and final coordinates ¢;(t1) and g;(t2) are fixed), and we deduce
the Euler-Lagrange equations

(1.628)

doL oL
dtdq;  0qi

(1.629)

62 A thorough discussion of classical mechanics can be found in Refs. [20, 21].
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124 Chapter 1. Functional integrals

The resolution of these n second-order differential equations requires the knowledge
of 2n parameters: ¢;(t1) and ¢;(t2). The Lagrangian is not unique. In particular,
adding to the Lagrangian a total time derivative,

. ) d

(F(g;,t) is an arbitrary function) modifies the action only by the surface term F(g;(¢2),t2)—
F(qi(t1),t1) and therefore does not affect the equations of motion (g;(¢1) and g;(t2)
being fixed). For the transformed Lagrangian to be a function of the dynamical
variables ¢; and ¢;, the function F'(g;,t) should not depend on the velocities.

Symmetries and invariance

Suppose we describe the system by two sets of coordinates, {¢;} and {q}}, corre-
sponding to Lagrangians L(g;, ¢;,t) and L'(g., ¢}, t), respectively. The transformation
¢ — ¢ is called a symmetry transformation.®® Since both sets {¢;} and {¢.} refer to
the same system, we must have L(q;, ¢;,t) = L'(q}, ¢., t) (up to a total time derivative).
The equations of motion for the new set of coordinates read

4oL’ oL
dt o4, oq,

X3

(1.631)

and follow from the principle of least action applied to the action S'[¢'] = [ dt L'(¢}, ¢}, t).
In general, L and L’ are different functions.®* If, however, the actlon S’[¢'] and S[¢']
coincide — i.e. if L'(q}, ¢}, t) and L(q},q;,t) differ only by a total derivative — then
the equation of motion of ¢; [Eq. (1.631)] is identical to that of ¢; [Eq. (1.629)]; the
system is invariant in the symmetry transformation ¢; — ¢..

Let us now consider an infinitesimal (continuous) transformation ¢; — ¢; + €f;
(e — 0) which leaves the system invariant. To order ¢, the variation of the Lagrangian
can be written as

oL = GZ ( fl 8L fz) = G%F(qiat)v (1632)

(2

with F'(g;,t) some function, i.e.

oL oL d
Z: { -fi + <8qif¢> T (a )f} = —F(q;,t). (1.633)
If g; satisfies the equation of motion (1.629), equation (1.633) implies that
oL
- Z <aq'if - F(Qi,t)) = 0. (1.634)

Thus, to any transformation which leaves the action invariant, there corresponds a
constant of motion (Noether’s theorem).

63This is the so-called passive point of view where two observers, O (coordinates {g;}) and O’
(coordinates {q}}), look at the same system. Alternatively, one can adopt the active point of view
where a symmetry transformation is defined with a single observer © and two systems S and &’.

641t is crucial here to distinguish L and L’. In general, however, we shall follow the usual convention
to denote a given dynamical variable (such as the Lagrangian or the Hamiltonian) by the same symbol
in all coordinate systems.
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Let us illustrate Noether’s theorem with a few examples. We consider a three-
dimensional system.

For a system which is translation invariant L(q; + €,q:,t) = L(Qi, 4., t),
we can apply (1.634) with F' = 0 and fi, = 0., if € is parallel to the z axis
(fin = Ou,y if € is parallel to the y axis, etc.). One then finds that the total
momentum of the system, defined as

P:Zpizzg—i, (1.635)

is conserved. p; denotes the momentum of the ith particle.

The Lagrangian of a rotation invariant system is unchanged by the transfor-
mation q; — q; +0n X q;, i.e. gy — gin + 0 Zu,& €uvsMuqis (rotation of angle 6
about the axis n). €,,5 denotes the antisymmetric tensor. One then finds that
the quantity

oL oL oL
8 6#1}5an15 = Z 'f’LuGy(Spqzéa din = 21’1 . <C11 X 6_(11) (1636)

PNTRN TV, 0

is conserved. Since (1.636) holds for any unit vector n, we conclude that the
total angular momentum

J= Zqz X —, qu X Pi (1.637)

is a constant of motion.

If the Lagrangian L(q:,q;) does not depend explicitely on time,
) .o .. dL
L(qi(t+€),qi(t+€)) = L(qi + e, & + €ds) = L+EE (1.638)

to first order in e. From (1.634) with f; = q; and F' = L, we deduce that the
Hamiltonian of the system

H:Z%'Qi_L:Zpi'Qi_L (1.639)

(which is usually identified to the total energy) is conserved.
Let us finally consider a Galilean transformation q; — q; + vt (fi = vt) for
a Lagrangian of the form

1.
L= Zimq? -V, (1.640)

where V' depends only on the differences q; — q;. To O(v), the Lagrangian
changes by

oL L
6L*Z<qu ~vt—|—8qi-

A

v) => mai-v=v- %MR, (1.641)

where R is the position of the center of mass and M is the total mass. We
conclude that

Z aqlt - MR =Pt - MR (1.642)

is conserved. Since the total momentum P is conserved for a translation invari-
ant system, we deduce that the center of mass moves with a constant velocity,
dR

M— =P. 1.64
7t (1.643)
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1.A.2 Hamiltonian formalism

In the Hamiltonian approach, the state of the system is specified by n generalized
coordinates ¢; and n conjugate momenta p; defined by
0L
T

(1.644)

Coordinates and momenta can be represented by a point in a 2n-dimensional phase
space. The Hamiltonian H (p;, gi, t), which is a function of coordinates and momenta,
is defined as the Legendre transform of the Lagrangian,

H(pi, girt) = > pidi — L(qi, s 1)- (1.645)

Using the Euler-Lagrange equations (1.629), one obtains Hamilton’s equations of mo-
tion,

. OH
qi = ’
Opi
o (1.646)
pi = g

The dynamics of the system is described by 2n first-order differential equations.
The Poisson bracket of 2 functions F(p;, ¢;,t) and G(p;, ¢;,t) is defined by

OF 0G  0G OF
F = — . 1.64
I, Z (3% Opi  0¢; 51%) (1.647)

i
Hamilton’s equations of motion can be rewritten as
li = 2 H ’
G = las ] (1.648)
pi = [pi, H].

The time evolution of an arbitrary function F(p;, ¢, t),

d_F—a_F+Z 8_F_|_8_F
it~ ot & o’ T og
_OF | 5~ (_OFOH | oFOH
ot Op; 0q;  0q; Op;
oF

= ot [F, H], (1.649)

can also be expressed by means of its Poisson bracket with the Hamiltonian.
It is possible to describe the system in terms of new coordinates and momenta,

(1.650)
P; = Pi(pj, g5, 1)

© N. Dupuis, 2010



1.A Review of classical mechanics 127

The transformation (¢;, p;) — (@4, P;) is canonical if P; and @); are canonically con-
jugate, i.e. if they satisfy

[Qi, QJ] = [Pi; PJ] =0 and [Ql, Pj] = 51"]‘. (1651)
In this case, the Poisson bracket (1.647) of 2 functions F' and G keeps the same form
OF 0G  0G OF
F,G] = — - 1.652
7, G Z: (8Qi orP;,  0Q; 8Pi> (1.652)

When the transformation (1.650) does not depend explicitely on time, Hamilton’s
equations of motion (1.648) are invariant, i.e. Q; = [Q;, H] and P; = [Pl,H] where
the Poisson bracket is calculated with the new coordinates Q; and P;.

Symmetries and invariance

For any function G(p;,qi,t), we can define the infinitesimal (canonical) continuous
transformation (e — 0)

0
7 1 G; i — 44 )
¢ — ¢ — €[G, qi] Q+€3pi

oG
e—.
9q;
G is called the generator of the transformation.®® For a given transformation, the
generator is unique, apart from an arbitrary additive function of ¢, independent of p;
and ¢;. If the transformation (1.653) does not involve the time explicitely, G can be
chosen time independent.
The system is invariant in the transformation if the equations of motion are pre-

served. If G is time independent, this implies that the Hamiltonian is unchanged (see
the remark after (1.652)), i.e

aHaG OH 0G
o= — [H.G] =0. 1.654
’ eZ( i 00 9 8pi> e{H. 6] =0 (1.654)

(1.653)

pi — pi — €[G,pi] = pi —

to order e. Since 0G/0t = 0, equations (1.649) and (1.654) imply

dG
==
The generator of the transformation is a constant of motion. When G has an explicit
dependence on ¢, the Hamiltonian cannot be invariant in the transformation (1.653),
since the energy of a system does depend on the choice of the (moving) reference

frame. Nevertheless, the condition for the equations of motion to be unchanged is
still given by (1.655). For the first of equations (1.646) to be unchanged, we need®

5 oH . d 0G OH
.e. — = — - -

opi’ dt Op; " Op;

65There is a close analogy between symmetries in the (classical) Hamiltonian formalism and symme-

tries in quantum mechanics. In particular, to the canonical transformation generated by G(pi, q;,t)
corresponds, in quantum mechanics, a unitary transformation generated by G(p;, §i,t) (Sec. 2.1).

66We use the fact that any function F(p;, g;,t) changes by 6F =3, (g—iéqi + g—gépi) = —€¢|G, F]
in the transformation (1.653).

(1.655)

8d; = (1.656)
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Using (1.649) for the time evolution of OG/Jp; and G, one finds that (1.656) is
equivalent to

0 dG
—~— = —0 1.657
8p1' dt ( )
Similarly, from the invariance of the second of equations (1.646), one deduces
0 dG
— =0. 1.658
8q7; dt ( )

It follows that dG/dt must be a function of ¢ alone. But since we can always add to
G any function of ¢t without affecting the transformation it generates, we can choose
it such that dG/dt = 0.

It is straightforward to verify that the constants of motion obtained from the
Lagrangian formalism (Sec. 1.A.1) are the generators of the corresponding sym-
metry transformations. The total momentum P =", p; satisfies

qi — [P -da,q;] = qi + da,

(1.659)
pi: — [P - da,p:] = ps,

and is therefore the generator of translations. Simarly, one finds that the total
angular momentum J = ", q; X p; is the generator of rotations,

qi — [J - da,q;] = qi + da x qi,

(1.660)
pi —[J-da,pi] =pi +daxp;

(da = d0n for a rotation of angle 0 about the n axis), and the Hamiltonian
the generator of time translations [Eq. (1.648)]. The generator of a Galilean
transformation is given by Pt — MR,

q; — [(Pt — MR) - §v,q;] = q; + vt, (1.661)
pi — [Pt — MR) - 6v,pi] = pi +mdv. '

1.A.3 Classical field theory

The Lagrangian and Hamiltonian formalisms also apply to systems with a continuum
of degrees of freedom described by a field 1;(r,t) which depends on a continuous
variable r (which is generally the position in space) and a discrete index j. ;(r,t)
is usually assumed to be real.5”7 The Lagrangian is a functional of the dynamical
variables 9;(r,t) and 9;(r,t) = 0y1p;(r,t),°® which can be written as

Liyp(t), ()] = /ddr£(¢j, ¥j, V), (1.662)

where £ is called the Lagrangian density. For simplicity we assume that £ has no
explicit dependence on r and ¢. The notation L[3(t),v(t)] emphasizes that the La-
grangian is a functional of 1;(r,t) and v;(r,t) at a given time ¢. It should be noticed

671f the theory is naturally expressed in terms of a complex field ¢ and its complex conjugate 1*,

we write 1) = %(1/11 + itp2) and P* = %(1/11 — i1)2) where 11 and 12 are two real fields.

%8 Functionals are defined and discussed in Appendix 1.D.
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that V;(r,t) is not an independent dynamical variable but a mere function of the
field v;(r,t) at different positions r. Although the Lagrangian (1.662) describes a
large number of physical systems, the Lagrangian density £ may depend on spatial
derivatives to all orders.

To obtain the Euler-Lagrange equations of motion, we require the action®?

ta . t2 .
St = [ de Lo, 00) = [ dt [ dt £,y vw) (1.663)
t1 ty

to be stationary under infinitesimal variations dt;(r, t) with the condition év;(r,t1) =
01;(r,t2) = 0. Applying the rules of functional derivatives (Appendix 1.D), one
finds™

0_ 9 _ 0L 4 L
Coy(rt)  S(rit)  dt Gy(r,t)
oL oL d oL
— N v - —— 1.664
O (r,t) O(Vpi(r,t))  dt 9y;(r,t) ( )

under the assumption that the field vanishes at infinity (|r|] — oo) or satisfies periodic
boundary conditions. Without changing the equations of motion, we can add to the
Lagrangian density a total time or space derivative,’!

L L4 S Fo(i) + V- Flwy). (1.665)

The space integral of V - F gives a surface integral at infinity which vanishes. The
transformed Lagrangian then differs from the original one by a total time derivative
which does not affect the equations of motion.

The conjugate momentum and the Hamiltonian are defined by

Hj(r,t) = 6L = 8£ y
&Z)j (r,1) 87!}] (r,t)
HIU),0(0) = [ dr 3 000(000) - LD@L00) (1660)

= /ddr'H(HpTﬁij%‘)a

where H is the Hamiltonian density. From (1.664) and (1.666), we obtain Hamilton’s
equations of motion

. SH OH

Vilr ) = I (r,t)  OIL(r,t)’ oo

Mo OH M o oM (1.667)
U sty O(r,t) A(Vi;(x,t))

69The knowledge of v;(r,t) over the time interval [t1,t2] fixes the value of 4);(r,t) over the
same time interval. The action S[¢] is therefore a functional of v;(r,t), whereas the Lagrangian
L[4(t),4(t)] at time ¢ is a functional of both ;(r,t) and v;(r, t).

"OEquation (1.664) is a direct consequence of the equation (1.817) in Appendix 1.D.

"1In the general case, the functions Fy and F can depend explicitely on r and t.
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It is often convenient to work with the Fourier transformed variables

. _ 1 d —iker
wj(kvt) - \/V/d re wj(rvt)v (1 668)

, _ 1 d . —ikrry '
H](kvt) - \/V/d re H](I‘,t),

where 1;(—k,t) = 9] (k,t) and II;(—k,t) = IIj (k, t) for real fields %;(r,t) and
I1;(r, t). For periodic boundary conditions, k; = i—’;nz (ny integer) with L, the
system size in the x direction, and similar relations for k,, etc. One then has™
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Symmetries and Noether’s theorem

Suppose we describe the system with two fields, 1;(z) and ¢}(z), corresponding to
Lagrangian densities £(¢;(x)), 0,1 (x)) and L' (¢} (x), 8,1 (x)), respectively.”™ Here
p=20,z,--, 9 = 0 and ¥;(x) = ¢;(r,t). The transformation ;(x) — ¢j(z) can
arise from a genuine transformation of the field (such as a rotation for a N-component
vector field ¢ = (1, -+ ,9¥n)) or a mere transformation of the space-time coordinates
(such as a space translation ;(r,t) — 1;(r +a,t)).” Since both fields refer to the
same system, we must have L£(v;,0,9;) = L' (¢}, 0,%) (up to a total time or space
derivative), i.e. S'[¢] = S[Y]. If L'(Y},0,1%) and L(¢},0,¢5) differ only by a
total time or space derivative, i.e. S'[¢)'] = S[¢'], then the equation of motion of

¥;(z) is identical to that of ¢;(z) and the system is invariant in the transformation

bj(x) = ¥i(’).

72Note that as long as the system volume V is kept finite, k is not a continuous variable and
OL/d;(k,t) is a usual derivative (not a functional derivative).

73See footnote 63 page 124.

74 Alternatively, the symmetry transformation can be defined by a change of space-time coordi-
nates  — 2’ together with a change of the field, i.e. 9;(z) — ¥(2). The transformed action
satisfies S'[y)] = [ ditig! L"), 0 (2')) = J d¥ 1z L(¢;(x), Ourb;(x)) and the condition for
invariance reads S’[¢)'] = S[¢’]. In the text, we adopt the point of view that the transformation
z — 2’ is included in the transformation of the field y;(z) — ¥} (z).
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1.A Review of classical mechanics 131

To derive Noether’s theorem, we express the fact that the change

05 = /dd“ﬂf {£(5(@), 0415 ()) = L{5(2), s () } = 0 (1.672)

in the action S[¢] vanishes if the system is invariant in the transformation ;(z) —
¥} (2) (this follows from the two conditions S'[¢'] = S[¢] and S'[¢'] = S[¢']). Let us
consider an infinitesimal (continuous) transformation,

Yi(x) — Y(x) +ieF;(x) (e —0), (1.673)

which satisfies (1.672). The Lagrangian density £ is invariant up to a total derivative

L5, 0u1)5) — L7, 0u15) + € 0uFuly), (1.674)

14

where p = 0,x,---. Equations (1.673) and (1.674) imply

oL .
Z[% +Zam i0,Fj(w } 28]—'”, (1.675)

i.e.

;{aquﬁ x +Z‘9< WJ ))25qu(x)>
Z%( G )))'Fj(af)]:;&f,,,. (1.676)

If we assume that the field ¢, (x) satisfies the classical equations of motion (1.664),
equation (1.676) becomes

Za < ) Za F- (1.677)
u%(
We deduce the existence of a conserved (divergenceless) current (jo(z),j(x)),

Z Opdp(x) =

(1.678)
3u0) = i3 55,5 Sy P+ Fula).

The continuity equation implies the existence of a conserved (time-independent)
charge,
dq

Q= /ddrjo(x), — =0 (1.679)

In classical field theory, Noether’s theorem states that for any continuous transfor-
mation which leaves the action invariant, there is a density jo(x) and a current j(x)
which satisfy the continuity equation d;jo(z) + V - j(z) = 0.
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132 Chapter 1. Functional integrals

For a Lagrangian density £(1;, V1b;, ;) which does not depend explicitely on
time, an infinitesimal time translation 1;(x) — ¥;(z) — ep;(x) gives Fj(z) =
1);(z) and F,, = —d,,0L. The density

z) =Y T()d;(x) - £ (1.680)
J
is the Hamiltonian density and the conserved charge

/ddrjo(x) =H (1.681)

is the Hamiltonian. Similarly, for a space translation ©;(x) — ¥;(z) + €du);(x)
along the p axis, Fj(x) = —id,4;(z) and F, = 0,,,L. This gives

ZH YV, (z (1.682)

(we use the fact that the axis p is arbitrary) and the conserved charged

/d jo(x /dd ZH )V, (x (1.683)

is naturally interpreted as the momentum carried by the field. Finally, for a
space rotation about an arbitrary axis n, ¥;(z) — v, (z) + e(n xr) - Vi;(x) (we
consider a three-dimensional system), we obtain

ZH (nxr) Vi, ZH S(r x V)ipi(z), (1.684)
which leads to the conservation of the angular momentum

/d3 ZH Y(r x V)b (). (1.685)

Classical electromagnetism

Classical electromagnetism follows from the Lagrangian

- %;f?+%/d?’r{[v¢<rvt> +OA W) — [V x Alr, 1))}

—/d3r[¢(r,t)p(r,t) —J(r,t) - A(r,t)] (1.686)

(¢; denotes the velocity of light). L is a function of the positions r; and velocities ¥; of
the particles and a functional of the electromagnetic potentials ¢(r, t) and A(r,t). The
electric and magnetic fields can be expressed as E = —V¢—0;A and B =V x A. The
matter-field coupling involves the charge and current densities, p(r,t) = e, d(r—r;)
and J(r,t) = e, 1;6(r — r;), where e is the charge of the particles. Using”

SL =mr; + eA(r;, t),
alz (1.687)
e —eVo(ri,t) + e(t; - V)A(ri, t) +ei; x (V x A(r;, 1)),

75We have used the vector identity V(A-B) = (A-V)B+(B-V)A+Ax (VxB)+Bx (VxA)
to obtain the second of equations (1.687).
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1.B Review of quantum mechanics 133

we find that the Euler-Lagrange equation

d oL 0L
el — 1.
dt or;  Or; (1.688)
reproduces the Newton-Lorentz equation
Similarly, from
oL
6o(r, ) (1.690)
oL 9 '
= — A _
and
oL .
- = ¢[Vo(r,t) + A(r, t)],
JA(r,t) (1.691)
oL '
A =—€;V x (V x A(r,t)) + J(r,1),
as well as the Euler-Lagrange equations
d oL 4L
dt §¢(r,t)  Op(r,t)’
d 5L oL (1.692)
dt §A(r,t) OA(r,t)’
we deduce the Maxwell equations
V -E(I‘,t) — p(r’t)7
€ (1.693)

OE(r,t)
ot

1
V x B(r,t) = pod(r,t) + =
i

1.B Review of quantum mechanics™

In this section, we review elementary aspects of quantum mechanics and introduce
the concept of quantum fields which is discussed at length in section 1.2.

1.B.1 The postulates of quantum mechanics
State space

To any physical system, we associate a Hilbert space H called the state space. A
Hilbert space is a vector space with a inner product (or scalar product).”” In Dirac’s

76See, for instance, Refs. [22, 23, 24, 25].
"TFor a vector space to be a Hilbert space, it must also be complete: if a sequence of vectors is
Cauchy, then it converges to some limit in the space.
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134 Chapter 1. Functional integrals

notation a vector ¥ is represented by a ket |¥). Physical states are represented by
rays in the Hilbert space. A ray is a set of normalized vectors which differ only by a
phase factor. Thus |¥) and |¥’) belong to the same ray if |¥') = €!®|¥) (« real). To
each ket |U), one can associate a bra (V| which is an element of the dual space H*
and such that the action of (¥| on |®) yields the scalar product (¥|®) between |¥)
and |®).™
We can define coordinates in the state space by choosing a complete orthonormal
basis, i.e. a set {|n)} of vectors satisfying
(n|m) = 0pm (1.694)

and the closure relation
> n)n| =1, (1.695)

where the symbol “1” in the rhs denotes the identity operator acting in H.

Observables

To any measurable quantity A we associate an Hermitean operator A whose normal-
ized eigenvectors |n) form an orthonormal basis of the Hilbert space H.” Such an
operator is called an observable. In a given basis {|n)}, A is defined by its matrix
elements (n|A|m).

The only possible result of the measurement of the physical quantity A is one of
the eigenvalues a,, of the operator A with probability P(a,) = |(n|¥)|? (we assume
(U|W) = 1). The expectation value of the observable A is therefore

(A) = 3 Plan)an = 3 (¥|n)ay (n]¥) = (V] A]) (1.696)

n

and its statistical fluctuations (of quantum origin) are given by the variance
AA% = (A% — (A)2 = (U|(A - (A)*|D). (1.697)

If the eigenvalue a,, is measured then the state of the system after the measurement
is the corresponding eigenstate |n) of the observable A (collapse of the state vector).

Coordinate and momentum representations

For a spinless particle moving in a d-dimensional space, a convenient basis is given
by the eigenstates |r) of the position operator r: r|r) = r|r). These states are not
normalizable and therefore not physical states. They satisfy

(rlt'y = §(r — 1') and /ddr Ir)|r’) = 1. (1.698)
Any state can be expanded on this basis as

| W) = /ddr\I!(r)|r), (1.699)

78The dual space H* is defined as the set of all linear functionals on .
7 An operator A is Hermitean if it is equal to its adjoint At, where AT is defined by (¥|AT|®) =
(®|A|T)*. To the ket A|¥) corresponds the bra (U|AT.
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1.B Review of quantum mechanics 135

where U(r) = (r|¥) is the wavefunction in the coordinate representation. If the state
is normalized,

(U|W) = /ddr|\ll(r)|2 =1, (1.700)
|¥(r)|? gives the probability density for the particle to be at point r.
Another useful basis is given by the eigenstates |p) of the momentum operator p:
plp) = p|p). They satisfy
) = [ d'rteiplle) = o [ e, (1.701)
VvV

or the inverse relation

1 .
ry=—=>» e P* 1.702
= 5 e (1.702)
(V = L% is the volume of the system), as well as the closure relation

> Ip)(pl=1. (1.703)
P
The wavefunction in the p representation is the Fourier transform of ¥(r),

U(p) = (p|¥) = % /ddr e P (). (1.704)

For periodic boundary conditions, ¥(r + LX) = ¥(r + Ly) = --- = ¥U(r),** pis a
discrete variable which takes quantized value
2m
Pp= f”m n,€Z (p=my, ). (1.705)

When the volume of the system tends to infinity, p becomes a continuous variable
and

1 d’p

Canonical quantization

In the Hamiltonian formalism of classical mechanics, the system is described by
N coordinates ¢;(t) and N conjugate momenta p;(t). In the quantum formalism,
these variables become operators §;(t),p;(t) acting in the state space H. For any
physical quantity A(p;,q:,t) of the classical theory one then obtains an observable
A(t) = A(ps(t),d;(t),t) (Heisenberg’s correspondence principle). When this corre-
spondence rule yields products of the non-commuting operators p; and ¢§;, the order
of the operators should be determined by additional conditions such as the Hermiticity
of the observable A(t).

80% denotes the unit vector in the z direction, etc.
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136 Chapter 1. Functional integrals

Moreover the Poisson braket [A, B] is replaced by the commutator of the two
corresponding operators,

0A0B 0AOB 1, an A 1. . -
A,B] = ————— —(AB — BA) = —[A, B]. 1.707
A4,B ;(aqiapi o)~ =LA B o)
The factor i ensures that the rhs in (1.707) is Hermitean is both A and B are, and
the factor & preserves the units of the Poisson braket. Equations (1.651) yield the
equal-time commutation relations

[G:(), 45 (D)) = [pi(t), p; (1)] = O,

. . _ (1.708)
[6:(t), p;(t)] = ihdi ;.
The time evolution of these operators is deduced from (1.648),
d 1. -
Sau(t) = < a(0), ),
J Zl (1.709)

Eﬁz’(t) = ﬁi[ﬁvz(t), H()],

where H(t) = H(p;(t), §i(t),t) is the quantum Hamiltonian. For an observable A(t) =
A(pi(t), G (t),t), equation (1.649) yields

dA(t)  dA(M) 1 . . .
— = o T AW H), (1.710)

where dA/At comes from the explicit time dependence of the operator At). From
(1.710), we deduce that the time evolution of the expectation value (A(t)) = (¥|A(t)|¥)
of an observable is given by

d<ili£t)> _ <812£t)> n %qﬁ(t),ﬁ(t)]} (1.711)

(Ehrenfest’s equation). An observable which commutes with the Hamiltonian H and
does not depend on time explicitely is a constant of motion.

So far we have discussed the Heisenberg picture of quantum mechanics where the
state vector |¥y) is time independent while the dynamics of the system is given
by the time evolution of the observables A (t) [Eq. (1.710)]. Alternatively one can
choose the Schrédinger picture where the state vector |¥g(¢)) is time dependent while
the operators fls(t) are not (except for a possible explicit time dependence). Both
descriptions are related by a unitary transformation,

Ap(t) =UT(t,t0)As(t)U(t, to),

. 1.712
[Wrr) = UT(t,0)|Ws(1)) )

(Ut (t,t0)U(t, tg) = U(t, to)UT(t,to) = 1), which preserves the value of any matrix
element

(Wi A ()| ®n) = (alUT(t,t0) As()U (¢, t0) | @) = (¥s(8)| As(t)|@s(t)). (1.713)
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1.B Review of quantum mechanics 137

to is some arbitrary fixed time. If the two descriptions coincide at ¢y then U(to, tg) =1
and the equation R X
(Ws(t)) = U(t, to)|[Va) = Ul(t, to)|Vs(to)) (1.714)

shows that U (t,to) is the time evolution operator in the Schrédinger picture. The

unitary operator U(t, o) is further defined by its time evolution equation
d - . .
ihaU(t, to) = Hs(t)U (¢, to), (1.715)

where H 5(t) is the Hamiltonian in the Schrodinger picture. Equation (1.715) implies
that the state vector [¥g(t)) obeys the Schrodinger equation

(1)) = Hs(1) s 1) (1.716)

From (1.712) and (1.715), one deduces

%@:H(Yf) = %[@'H(tL Hy(t)] + UT(t, to)

dgis(t)

yr Ult, to) (1.717)

and a similar equation for p;g(¢t). Comparing with (1.709), we conclude that the
operators ¢;s and p;s are time independent in the Schrodinger picture. It follows that
the time dependence of an observable As(t) = A(pis, Gis,t) in the Schrodinger picture
can only be explicit. For an arbitrary observable, equations (1.712) and (1.715) imply

%AH@) _ Z_lh[AH(t), H(h)] + UTA(t, o) CM;t D 11, 14)
= %[AH(t),IA{H(t)] + aATi(ﬂ (1.718)

in agreement with the Heisenberg equation of motion (1.710). When the Hamiltonian
Hg(t) = H in the Schrodinger picture is time independent, the time evolution operator
takes the form

Ul(t, to) = U(t — tg) = exp (—%ﬁ(t - t0)> (1.719)

and the Hamiltonian H (t) = H in the Heisenberg picture is also time independent.

1.B.2 Quantum fields

To quantize a classical field theory defined by its Hamiltonian density H(IL;, ¢;, Vi;)
(Sec. 1.A.2), we promote the field 9;(r, t) and its conjugate variable IL;(r,¢) to oper-
ators acting in the state space H and satisfying the equal-time commutation relations

[@j (I‘, t)v ’&j' (
[ij (I‘, t)a ﬁj' (

In the Heisenberg picture, the quantum fields t;(r, t) and IT;(r, t) are time dependent
while the state of the system is described by a time independent ket |¥). Alternatively
one can use the Schrodinger picture as explained in the preceding section.

v )] = [ (r, ), Tl (', £)] = 0, (1.720)
v, )] = ihd; 56(r —1').
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138 Chapter 1. Functional integrals

In section 1.9 we use this procedure to quantize the classical electromagnetic
field.8! A similar approach can be used to quantize a system of particles.3? Let
us first consider a single particle. Its wavefunction satisfies the Schrédinger equation
(1.716),

ih—" = HU(x,1). (1.721)

We can see (1.721) as a wave equation for the matter, analogous to Maxwell’s equa-
tions for electromagnetic waves, where U(r,¢) is considered as a classical field (the
Schrodinger field) rather than the wavefunction of a single particle. Equation (1.721)
derives from a Lagrangian. The canonical quantization procedure leads to Hermitean
conjugate quantum fields (r, ) and ¢ (r, ) whose quantized excitations correspond
to the particles of the system. While the standard commutation relations

[W(r,t), b, t)] = [T (r, 1), 0T (', )] = 0,
[W(r,t), T (), ¢)] = 6(r —r')

can be used for bosons, they would violate the Pauli principle for fermions. In this
case, it is necessary to use anticommutators instead of commutators in (1.722). This
quantization procedure is often (improperly) called “second quantization” as it seems
to be based on a quantization of the Schréodinger equation, which is itself a quantum
equation of motion. In fact, ¥(r,t) should be seen as a classical field (not the wave
function of a quantum particle) which is quantized only once.

While the introduction of a classical field is a necessary step to quantize relativistic
particles [7], a different quantization procedure, which does not rely on a classical field,
can be used for non-relativistic particles. In this approach, one first constructs the
Hilbert space (Fock space) of the many-particle system and then directly define the
quantum fields 1[)(1‘, t) and Pt (r,t) by their action on the many-body states. This is
the route followed in section 1.2.

(1.722)

1.C Review of statistical physics®

In this section, we review the basis of quantum statistical physics.

1.C.1 Macrostates — Density operators

In quantum mechanics, the system is described by a normalized vector |¥) of the
Hilbert space. Such a state, where the system is completely known or ideally prepared
(via the control of a complete set of commuting observables), is called a microstate
or a pure state. In statistical physics, one is interested in macroscopic systems with a
very large number of degrees of freedom. These systems are never ideally prepared or
completely known and are usually described by the specification of a small number of
macroscopic variables. On the microscopic scale, a partially known or incompletely
prepared system is described by a macrostate (or statistical mixture), i.e. by the set

81 An elementary example, the quantization of the classical harmonic string, is also discussed in
section 1.1.2.

82For a detailed discussion, see Refs. [22] (chapter XIIT) and [16] (chapter IT and exercise Diy.8).

83This section closely follows chapters 2-5 of Ref. [26].
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1.C' Review of statistical physics 139

of possible microstates |¥y) and the corresponding probabilities ¢x. In this statistical
description, a “system” denotes an element of a statistical ensemble of systems, all
prepared under the same conditions.

Density operator

All the information about the macrostate is contained in the density operator

p=Y_1T)ar(Ty], (1.723)
A

where the probabilities gy are positive and normalized: ), gx» = 1. For instance, the
expectation value of an observable A s given by

(A) = S ga (WA A]W5) = Tr(pA). (1.724)
A

The random character of the measurement has now two origins, the probabilities ¢

on the one hand and the quantum nature of the microstates |¥,) on the other hand.
Two different statistical mixtures, {|¥1),gx} and {|¥},), g, }, can lead to the same

density operator and therefore the same physical reality. Thus the only meaningful

representation of macrostates is given by density operators. A microstate |¥) corre-

sponds to the density operator p = |¥)(¥|. Note that all state vector |¥) belonging

to the same ray (i.e. differing only by a phase factor) yield the same density operator.
The definition (1.723) gives the following properties:

1. pis Hermitean: pf = p.
2. p has unit trace: Tr(p) = 1.
3. p is non-negative: (¥|p|¥) >0, V |T) e H.

Conversely, any operator p satisfying these properties can be written in the basis of
its eigenstates,
p=_ mpm(ml. (1.725)
m

It follows from the properties (2) and (3) that p,, > 0 and )  p, = 1, which allows
us to regard p,, as the probability of the microstate |m).

Time evolution of the density operator

In the Schrodinger picture, the time evolution of the density operator is directly
obtained from the Schrédinger equation satisfied by the states |m) [Eq. (1.725)],
indl _ [H, p] (1.726)
at ~ vhP '
(Liouville-von Neumann’s equation). The evolution of the expectation value of an
observable follows from (1.726),

%Tr(,éfl) - %Tr([ﬁ,[)]fl) 4 Tr<p%_‘j> — %qﬁ,ﬁp + <%—‘j>, (1.727)
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140 Chapter 1. Functional integrals

in agreement with Ehrenfest’s equation (1.711). In the Heisenberg picture, the states
|m) are time independent and dp/dt = 0.

In statistical physics, one is often interested in a subsystem of the whole system.
Knowing the density operator g of the system, it is possible to define a reduced
density operator for the subsystem. Let us assume for instance that the system
contains two subsystems a and b. The Hilbert space H = H, ® Hp is then
the tensor product of the Hilbert spaces of the subsystems. Let {|ka,ls)} =
{|ka) ®|ls)} be a basis of H. For an observable A, ® 1, acting only in H,, one

has
(Aa) = Tr[p(Aa @ 1p)]
= D (kas bolplka, ) (ke | Aa @ 1o|ka, 1)
Ka,lp kL
= (Ka, 1| plka, Uo) (Kol Aalka)
kavlblk:z
= Tr(paAa), (1.728)
where

pa = Try(p) (1.729)

is the density operator in the subsystem a. The definition of a density operator
for a subsystem is particularly natural in the functional integral formalism where
it relies on a partial integration of the degrees of freedom.

1.C.2 Statistical entropy — Boltzmann-Gibbs distribution

The knowledge of the system based on the density operator is incomplete. The missing
information can be estimated by the statistical entropy

M
S=—kp Y _ pmlnp, =—kpTr(pInp), (1.730)

m=1

where the p,,’s are the probabilities of the states |m) that diagonalize the density
operator. The factor kp is a priori arbitrary. By choosing the Boltzmann constant,
we ensure that the statistical entropy coincides with the thermodynamic entropy (see
below). From the definition (1.730), we deduce the following properties:

1. S is a symmetric function of py,--- ,pas.

2. S is non-negative and vanishes when the system is in a pure state (one proba-
bility equals one and all others vanish): S(1,0,---,0) = 0.

3. For M fixed, S is maximum when all probabilities are equal to 1/M:
S L LYo kpln M (1.731)
M’ "M = rpIn . .
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1.C' Review of statistical physics 141

4. If we divide the microstates {|¥,,)} into two groups of states, A = {|U1)|--- |¥n)}
and B = {|Un41)| - |¥ar)}, then the entropy satisfies the following additivity

property,
S = S(qa,q5) + qaS <p—1,--- ,p—N> +qsS (M ,p—M> . (1732)
qa qa qB qB
where
N M
ga=Y pm and gg= Y pm. (1.733)
m=1 m=N+1

The first term in (1.732) corresponds to the missing information due to the
choice between the sets of states A and B. The second term comes from the
missing information once we know that the system is in a microstate of the
set A (hence the factor ga). pm/pn is the conditional probability giving the
probability to find the system in the microstate |¥,,) knowing that |¥,,) belongs
to the set A. The last term of (1.732) has a similar interpretation with the role
of the sets A and B interchanged.

While these properties are a consequence of the definition (1.730), one can proceed the
other way round and show that the expression (1.730) of the statistical entropy follows
from the above properties, the most important one being the additivity postulate
(1.732).

The maximum statistical entropy principle

When some information about the system is known exactly (e.g. the energy and the
volume of the system or the number of particles in a fluid), it is taken into account
through the definition of the Hilbert space. If no other information is available, it
is natural to use a statistical ensemble where the probabilities of the W possible
microstates are equal. In macroscopic equilibrium, the macrostate is then defined by
the density operator

W 1
p="> m)—(m| (1.734)

and the entropy is given by

S=kplnW. (1.735)
In many cases, however, the macrostate is characterized by the knowledge of the
expectation values </L) of some observables A; such as the Hamiltonian H or the
total number N of particles (while other properties such as the volume may be known
exactly). This happens for instance when the system is put into contact with a large
system with which it can exchange energy or particles. This large system plays the
role of a reservoir which fixes the mean value of the energy (H) or the mean total
number of particles (N ) in the system we are interested in. The density operator
must then satisfy the constraints

(A)) = Tr(pA;). (1.736)
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142 Chapter 1. Functional integrals

The maximum statistical entropy principle states that the density operator p describ-
ing the system in macroscopic equilibrium is the one which maximizes the entropy
while being compatible with the known information about the system. Any other
choice would mean that we assumed possessing information which is actually not
available and consequently would lead to biased predictions.

Boltzmann-Gibbs distribution

We are thus led to maximize the entropy S = —kgTr(plnp) with the constraints
Tr(p) = 1 and (1.736), and the fact that p must be Hermitean and non-negative.
This can be done by introducing Lagrange multipliers Ao, A\; and requiring

~Tr(pInp) — > NTr(pA;) — AgTr(p) (1.737)
to be stationary. When p changes by 0, (1.737) changes by
—Tr{éﬁ(lnﬁ+1+2)\ifli+)\o)}, (1.738)

so that the stationary condition gives

p= eXp(—l ~ o —ZAML). (1.739)

The density operator p is Hermitean, since the observables A; are, and non-negative.
Since Tr(p) = 1, we can eliminate the Lagrange multiplier A\g. Defining the partition
function N

Z = et = Trem 2 Midi, (1.740)

we can rewrite the density operator as

p=—e Ziridi (1.741)

N

This expression, which corresponds to the Boltzmann-Gibbs distribution, gives the
general form of the density operator in thermodynamic equilibrium when the averages

of the constants of motion (A;) are given. To complete our derivation, we must show
that equation (1.741) corresponds to a maximum of the statistical entropy (and not
to a minimum). Write the entropy as

S(p) = ~kp(Inp) =kgInZ + kg Y _Ni(A;) (1.742)

and use the fact that two non-negative operators X and Y satisfy the inequality
Tr(XInY) - Tr(X In X) < Tr(Y) — Tr(X). (1.743)
For X = p’ an arbitrary density operator and Y = p, this gives

Te(p Inp) — Te(p Inp') <0, (1.744)
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and therefore
S(9') < —kpTr(5/ In p)
<kpInZ+kp Y NTr(p'Ay)

< S(p), (1.745)

where we have used Tr(p'A;) = Tr(pA;) = (A;) to obtain the last inequality. Thus
the Boltzmann-Gibbs distribution provides a statistical entropy which is larger than
that of any density operator satisfying the same constraints.

To determine the Lagrange multipliers \; as a function of the expectation values

(A;), we use
olnZ
o
In practice, we take the Lagrange multipliers \; as the parameters characterizing the
equilibrium state rather than the expectation values (4;). (We discuss below their
physical meaning when A; corresponds to the Hamiltonian or the total number of
particles.) The correlations and the statistical fluctuations of the constants of motion
/AL; can also be obtained from the derivatives of the partition function Z(\;),

<A1> = %Tr(e_ ZJ )\'jAin) =

(1.746)

(k) = () = G52 (1.747)

Using (1.742) and (1.746), we can write the entropy as

olnZ

o (1.748)

S=kpnZ —kp» X\

If the parameters \; characterizing the equilibrium change by an infinitesimal amount
d)\ia

dinZ = = (A;)d); (1.749)
and, using (1.748),
dS =kpdInZ — kp y | 2Rz Nd(Ai) ) =kp > Nid(Ay). (1.750)
- 3 8)\,L 3 3 - 3 3

While Z is a function of )\;, the natural variables for the entropy are the expectation
values (4;), and

95 i (1.751)
o(A,)

Equations (1.746,1.748,1.751) show that kpInZ()\;) and S((4;)) are related by a
Legendre transform.

1.C.3 Statistical ensembles

In this section, we discuss the three most common statistical ensembles for a quantum
fluid. The main results are summarized in table 1.3.
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Microcanonical ensemble

In the microcanonical ensemble, the number of particles N and the volume V' of the
system are known exactly, while the energy is assumed to be between E and F+ AFE.
AFE is a small energy interval as compared to the accuracy to which E is known, but
large wrt the typical energy level spacing. The density operator and the entropy are
then given by (1.734) and (1.735) where W = D(E)AEFE is the number of possible
microstates, with

D(E) = Tv(E — H) (1.752)
the density of states of the system. Note that the dependence of p and S on E,V, N
is not explicit but comes from that of W. The conjugate variables to E, N and V'

s 1 s [ s P

BEly, T  N|py T V|, T

(1.753)

are related to the temperature T, the chemical potential p and the pressure P. These
relations yield the usual thermodynamic definition of p and P,

as as
= OE|  aNleyv _ oE| W\E,N (1.754)
- - 9§ ) - — 9S8 : )
ON S,V a_E|N,v oV S,N  BEIN,v

Canonical ensemble

In the canonical ensemble, the number of particles and the volume are known exactly
but the energy F = <ﬁ ) is known only on average. The corresponding Lagrange
multiplier is denoted by (3, and is related to the thermodynamic absolute temperature
T by 8 =1/kpT (see the discussion on statistical and thermodynamic entropies page
149). The density operator is given by

p= Zice*ﬁff, (1.755)
where A
Zo(B,N,V) =Tre PH (1.756)
is the canonical partition function. The entropy reads
S(E,N,V)=kplnZc+ kpBE (1.757)
and satisfies
g_g Lo (1.758)

(see equations (1.742) and (1.751)). In the canonical ensemble, it is traditional to use
as thermodynamic potential the Helmholtz free energy

F(T,N,V)=E—TS = —%ch(ﬁ,N, V) (1.759)

defined as the Legendre transform of the energy. Its differential reads

dF = —SdT + pdN — Pdy, (1.760)
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where

OF _0E

oF 9E|  9F
aT |y, " TN

sy ON

__09E
_— v

_OF

S = - _Z=
SN ov

(1.761)

TN

Grand canonical ensemble

In the grand canonical ensemble, both the energy £ = (H) and the number of particles
N = (N) are known on average. When the number of particles is not fixed, one must
use a Hilbert space (the Fock space) which is constructed from the direct sum of the

N-particle spaces (Sec. 1.2.1). The density operator

1 4~ .
p=——e PHFN (1.762)
e,

is expressed in terms of the two Lagrange multipliers § and —«, the grand canonical
partition function being defined by

Zc(B,a,V) = Tre BH+eN, (1.763)

The equilibrium entropy is given by

S(E,N,V):k‘BanG—l—k‘BﬁE—kBOzN (1764)
and satisfies
oS oS
— =k — = —kpa. 1.765
8E Ny Bﬁa aN BV BQ& ( )

From these equations, we can relate the chemical potential

a8
OE oN|lpv «
S,V aE|N,V

to the Lagrange multipliers, so that o = Bu = p/kgT. In the grand canonical
ensemble it is traditional to use as thermodynamic potential the grand potential

UT,u,V)=E—-TS — uN = —% InZg (6,0, V) (1.767)

defined as a double Legendre transform of the energy. Its differential reads

dQ) = —SdT — Ndu — PdV, (1.768)
where
Q ) Q
g 9% N p 00 (1.769)
o, v Oz V7.
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Ensemble Microcanonical Canonical Grand canonical

Variables E, N,V T,N,V T,uV
Partition function W Zo = Tre—BH Zo = Tre BUH—pN)
Density operator p=.|m)w(m| p= Zl_ce—ﬁﬁ p= Zl_Ge—B(H—uN)

Thermodynamic

potential

Entropy

S(E,N,V) =kglnW

Helmholtz free energy

F(I,N,V)=-3InZc=E-TS

Grand potential

Q(T,M,V):—%IHZG:E—TS—MN

dS = L(dE — pdN + PdV)

dF = —S8dT + pdN — PdV

dQ) = —SdT — Ndyu — PdV
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Thermodynamic limit — Equivalence between ensembles

In the thermodynamic limit, the size of the system becomes very large wrt the typ-
ical microscopic scales and can be considered to be infinite. Extensive variables are
proportional to the volume. For instance, the entropy reads
E N
S(E,N,V)=Vs|=,= ], 1.770
N =vs (1) (1.770)
where s reaches a finite limit for V' — oo with E/V ,N/V or «,8 constant.

Let us consider a system in equilibrium in the canonical ensemble. The density
operator p can be written in terms of the eigenstates {|m), €,,} of the Hamiltonian,

p= Z|m>pm<m|, (1.771)

where
e 1.772
Pm = Zc ( . )

is the probability for the system to be in the microstate |m). Thus the system has a
probability p(E)dFE to have an energy in the interval [E, E + dE|,

P(E) = ——D(E), (1.773)

where D(F) is the density of states [Eq. (1.752)]. D(E) is related to the microcanonical
entropy S(F) via S(E) = kg InD(E)AE, where AF is the energy uncertainty in the
microcanonical ensemble. This enables us to rewrite p(E) as

—BE+k5'S(E) B
p(E) = S x e PE+kE'S(B), (1.774)

ZoAE
In the thermodynamic limit, V' — oo, we thus obtain

p(E) x exp {—V {5% - ig)} } , (1.775)

with both S/V and E/V taking a finite limit (independent of V') when V' — oco. p(E)
is then strongly peaked about the most probable value E and can be approximated
by a Gaussian probability distribution®*

1 928 _
E is defined by
1 0S8
—B= 1.
TS 95, B=0 (1.777)

and therefore corresponds to the energy of the system in the microcanonical ensemble
(recall that S(F) is the entropy in the microcanonical ensemble) [Eq. (1.753)]. The

84Gee section 1.7.1 for a mathematical justification of this approximation.
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statistical fluctuations of the energy in the canonical ensemble are characterized by
the variance

— 928 !
AE* = <E > ) < 3 _> . (1.778)

Since S o« V and F « V, we deduce §>S/0F? « 1/V and AE « V. In the
thermodynamic limit, the relative fluctuations

= x— (1.779)

of the energy become negligible and the microcanonical and canonical descriptions
are equivalent.
Let us now consider a fluid in the grand canonical ensemble,

1 TS 1
N — — 76(H7 N) —_ 76(67n7 N'm)
P e w » Em |m)e Bm ) (m, (1.780)

where we have used the basis {|m)} which diagonalizes the Hamiltonian H and the
particle number operator N. The probability to have N particles in the system is

1 Zc 1
N e 76(6771.7/1’]\7771) — BuN ZC —_ 7,8(F7/,LN) 1. 1
PN =72 D N = e : (1.781)
(Nm=N)
where Za(8,N,V) is the canonical partition function and F(T,N,V) = —% InZo

is the Helmholtz free energy. In the thermodynamic limit, N is large and can be
considered as a continuous variable. Moreover, since F/N takes a finite limit when
N — o0, we can factorize out a factor N in the argument of the exponential in (1.781),

and approximate p(N) by the Gaussian distribution function®*
0’F =9
p(N)ocexp{—ﬂaN2 N(N_N) }, (1.782)
where the most probable value N is defined by
OF
—— =0. 1.783
h N |, (1.783)

N is therefore such that the canonical chemical potential 9F/ON [Eq. (1.761)] coin-
cides with the grand canonical potential . The statistical fluctuations of N are given
by

PF| \'
AN? ~ (5— ) x N, (1.784)
ONZ?| 5
so that the relative fluctuations
AN 1

—_— X ——= (1.785)
N VN

become negligible when N — oco. The canonical and grand canonical descriptions are

equivalent in the thermodynamic limit.
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Statistical entropy wvs thermodynamic entropy. For an isolated system,
the Liouville-von Neumann equation (1.726) ensures that the energy is con-
served,
dE 1, ~ =
— = —([H,H]) =0. 1.786
= ([T, 1) (1.786)
If the system is not isolated, its energy will vary by an amount
dE = Tr(dpH) + Tr(pdH) (1.787)

in an infinitesimal transformation where the Hamiltonian and the density oper-
ator vary by dH and dp, respectively. When p commutes with the Hamiltonian,
it can be written as

=D Im)pm(ml (1.788)

in the eigenbasis {|m), e } of the eigenstates of H, where py, is the probability of
the microstate |m). The energy of the equilibrium state is then £ = 3" pmem
and its variation (1.787) reads

dE = (dpmem + pmden). (1.789)
The quantity
SW =" pmdem = Tr(pdH) (1.790)

corresponds to the work received by the system in the infinitesimal transforma-
tion. On the other hand, the energy variation

6Q = dpmem = Tr(dpH) (1.791)

due to the change in the probabilities p., is the heat transferred to the system.

Let us consider a system in equilibrium in the canonical ensemble. In a
quasi-static transformation, the system remains in equilibrium and its statistical
entropy changes by®®

dS = —kpTr(dpln p)
= kpTr[dp(In Z + BH))
= kpBTr(dpH)
= kpBsQ. (1.792)
This result must be identified with Clausius’ equation 6QQ = T'dSin where Sy
is the thermodynamic entropy at equilibrium. If we choose kg8 = 1/T (with T’
the thermodynamic absolute temperature), then dS = dSin, which implies that

the statistical entropy S coincides with the thermodynamic entropy up to an
additive constant [26].

1.C.4 The classical limit

In the Hamiltonian formalism, a classical microstate is represented by a point {g;, p; }
in phase space. A classical macrostate is characterized by the probability law for the
classical microstates,

pN(leplv"' 7q]VapN)dTNa (1793)

85Since the density operator satisfies Tr(p) = 1, Tr(dp) = 0.
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where py is the phase density (or density in phase) and dry the volume element
in phase space. py is real, positive and normalized. A classical observable A then
becomes a random variable and its mean value is given by

<A> = /dTNPN(C]hpla"' 7qNapN)A(q17p17"' anva)- (1794)

The normalization of dry does not matter, since py is normalized. However, when
one derives (1.794) as a limiting case of quantum statistical physics, one finds

N
1 dBqid®p;
i=1

for a three-dimensional fluid of N particles. The factor Ah~3" makes drn dimension-
less, while the factor 1/N! is associated with the indistinguishability of the particles.
This suggests that even in classical mechanics, two points in phase space which differ
from one another by a permutation of the indices of the particles represent the same
physical microstate.36

The time evolution of the quantum density operator was derived from the Schro-
dinger equation and the conservation of the probability ¢ of the microstate |1))).
Similarly, the probability pxd7ry is conserved along the classical trajectory defined by
Hamilton’s equations of motion (1.646). Moreover, the volume of a region in phase
space remains constant when one follows the region during the temporal evolution
(Liouville’s theorem).®” Tt follows that both drx and py are conserved along the
classical trajectories. From

on(qi + Gidt, p; + pidt, t + dt) = pn(gi,pi,t)  (dt —0), (1.796)
we then deduce
%VJFZ:(%ZJZM%’Z@) -0, (1.797)
ie.
3(;;? — [H, pu] (1.798)
(Liouville’s equation), where [, ] denotes the Poisson bracket.

The classical statistical entropy is defined as
S =—kg Z/dm pn Inpy, (1.799)
N

which can be shown to be the classical limit of (1.730). If the number of particles in
the system is well defined, the sum over N in (1.799) is absent. The phase density

86For arbitrary conjugate variables (g;,p;), N! is replaced by a factor S equal to the number
of configurations in phase space which describe the same situation if we take into account the
indistinguishability of the particles.

87Liouville’s theorem follows from the fact that the infinitesimal transformation q; — ¢; + ¢;dt,
p; — P; + pidt has a unit Jacobian, which is a direct consequence of Hamilton’s equations of motion
(1.646).
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of the system in equilibrium is obtained from the maximum entropy principle. This
leads to the classical Boltzmann-Gibbs distribution

1
pN = e i N, (1.800)

where the partition function is defined by
Z= Z/dm e i (1.801)
N

The observables A; in (1.800) and (1.801) correspond to the (known) constants of
motion and the A;’s are Lagrange multipliers introduced to enforced the constraints
(A;) = const. For example, the classical canonical ensemble has a phase density

1
PN = Z_efﬂHN (1.802)
C

with a partition function
Z0(8.N,V) = / dry e~ BN (1.803)

while the classical grand canonical ensemble is defined by

1
BHN+aN
PN = ——¢€
N Za ’

(1.804)
Z(B, o, V) = Z/dm e PHNTON = N "N Z0(8,N, V).
N N

1.C.5 Non-interacting quantum gases

In this section, we consider a system of non-interacting quantum particles (bosons or
fermions) in equilibrium in the grand canonical ensemble. We denote by {|a), €} an
orthonormal basis of one-body states which diagonalizes the one-particle Hamiltonian.
The many-particle Hilbert space H (Fock space) is obtained from the direct sum
O¥—oHn of the N-particle Hilbert spaces Hy. An orthonormal basis in the Fock
space is formed by the states®®

Moy N, ) (1.805)

obtained by putting n,, particles in the one-body state |a;) and symmetrizing or
antisymmetrizing the many-body states according to the quantum statistics of the
particles. These states are eigenstates of the Hamiltonian and the total number of
particles operator,

-H|nal"'nai"'> :Znajeaj|na1"'nai"'>a
J

) (1.806)
Nlng, -+ ng, ) = Znaﬂnal---nai---)-
J

88See section 1.2.1 for more detail.
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While for bosons there is no restriction on the occupation numbers n,,, for fermions
they are constrained by the Pauli principle and can take only the values 0 or 1. Using
the basis {|nq, « " na, -+ - )}, we easily calculate the grand canonical partition function,

Z=Tre PN-1N) = 3™ o080 nata, (1.807)
{na}

where &, = €q — p. From (1.807), we obtain

7 = Z efﬁnalffﬁq efﬁnazfaz — H Z e*/@nafa — H (]_ _ Ce*/@fa)ic ,

Moy sNag s a Ny «
(1.808)
where ¢ = 1 for bosons and { = —1 for fermions. We deduce that the grand potential
reads

0= % za:m (1— e ). (1.809)

The mean number of particles is given by

= > T&j_ ;= > nela), (1.810)

[0}

_oe
op

where n4(£n) = np(€,) (Bose-Einstein distribution function) and n_(&,) = np(&y)

(Fermi-Dirac distribution function). From the grand potential, one can also deduce

the mean energy

g - 959
op

+uN =) eanc(éa) (1.811)

w

and the entropy

o0 1 ¢ »
S:_a_TM:TZ{ganC(ga)_Bln(l—Ce B )}

= —kp Y _{nc(éa)nnc(&) = ¢[1 + (ne(éa)] Il + (ne(éa)]}. (1.812)

«

1.D Functionals and functional derivatives

A functional is a function that maps functions to numbers. Its argument is con-
ventionally written in square brackets rather than parentheses. The derivative of a
functional F[¢] is defined in such a way that if one discretizes®® the function ¢(x) (x
denotes a d-dimensional variable), one recovers the standard rules for derivation of
ordinary functions. We then impose

00(x) _ s

(1.813)

89The continuous variable x then becomes a discrete variable defined on a d-dimensional lattice
with lattice spacing a. The continuous formulation is recovered when a tends to zero. For example,
for a one-dimensional variable, ¢ — x; = ia and ¢(z) — ¢(x;) = ¢;, with ¢ integer.
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which is the analog of 0¢;/d¢; = d; j, and the standard rules

0 _ R[] | OF[g]
Sa00 (FLl6l+ Belel) = 5200 + 5o
N _ Ry a0
5 (x) Fi[¢|F>[¢p] = 5o(x) Fy[¢] + F1[¢] 5 (1.814)
_5 ! 5¢(y) _ gt
5¢(X)f(¢(}’)) = f'(o(y)) Sox) f(o(y))d(x —y).
Equation (1.813) also implies
0 _ w0 _ sy

For a functional F[¢] that can be expressed as an integral of a function of ¢(x) and

Vo(x),

FWF=/d%f@@%V¢&D, (1.816)

one then finds

OFlg] [ a (_OF 0¢(y) of  4(Vely))
ww‘/@ygwwww+awww> 56 () )
o (of O s
‘/dyﬁwwf( Y awewy v ”)
of v of

B0 Y AVom)’ (L817)

where the last result is obtained by integrating the second term by parts assuming
that the field ¢(x) vanishes or at the boundaries of its domain of definition or satisfies
periodic boundary conditions.

The functional F[¢] and its functional derivative can be expanded as

FI6) = FIO+ 3 o [ ooty PO, xa)ox) - 0,
n=1"

SF[¢) =1 (1.818)
OFl9l _ pay 7/dd dl, O (xp e x
550x) (x)+;(n_1)! 1 Tp_1 (x1, y Xn—1,X)
X ¢(x1) - p(Xn-1),
where the function F(™) (x1,--+ ,Xy,) is symmetric under the exchange x; < x;. We
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deduce

Flop+u] = +Z /ddxl Az, PO (x1, -+ %)
X ($(x1) +ulxa)) - ($xn) + ulxn))
n /dm FO (2)u(2) +§:2 ﬁ e dlmn o PO (xp, e x1,%)
X ¢(x1) -+ p(xp-1)u(x) + O(u?)
+ /dda: g—([gu(x) + O(u?). (1.819)

More generally, one finds

(n)
Flo+u] = +Z /d%1 dtz,, (b(x(i)_Fﬂ(xwu(xl)---u(xn). (1.820)

Grassmann variables

Similar rules can be defined for a functional F[¢*, 1] of a Grassmannian function 1 (x)
and its complex conjugate ¥*(x), provided the anticommuting properties of ¢(x) and
1*(x) are properly taken into account. For instance,

5 * _ *
e / dly " () (y) = 0" (),
0
507 ()

(1.821)
/ddy V*(y)(y) = (x).

In particular, one has

Flp* +u*, ¢+ u] =

01p*(x) dtp(x)

where the Grassmann numbers «*(x) and u(x) should appear on the left of the func-
tional derivatives in agreement with the chain rule for derivation with anticommuting
variables [Eq. (1.226)].

/dd ( mw* ]+u(x)w) +O@?), (1.822)

1.E Gaussian integrals and Wick’s theorem

1.E.1 Real variables

We consider the multi-dimensional integral

/ dxy -+ dx,, o3 i T+ 3, Jiws

_/ day - - dp, e~ 2% AetT e (1.823)
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where 2 denotes the column vector (z1,---,2,)”. The n-dimensional real matrix
A is assumed to be symmetric and positive definite. It can be diagonalized by an
orthogonal transformation: A = OTDO, with O an orthogonal matrix (OTO =
OOT =1) and D a diagonal matrix with non-negative elements (D;; > 0). With the
change of variables y = O(x — A~1J) (Jacobian |det 0] = 1), we obtain

1 1 1
—ExTAx +J 2 = —§yTDy + EJTAflJ (1.824)

and Z(J) reduces to a product of Gaussian integrals,”°

n )
T A—1 1,2
Z(J)ze%‘] A ‘]”/ dy e 2¥ D
=177

%JTA—IJﬁ < 271')1/2
= e _—
i1 \Dii

_ e%(]7“1471(](27_r)n/2(det14)_1/27 (1825)
using det D = det A.
Wick’s theorem
The mean value
o0 T
dry---dxy, x;, - x; e 2% Az
(i) - x,) = Jooe - : (1.826)

[e’e] 1.7
o dxy - dwy em 2T AT

can be obtained from the generating function (1.823),

1 0 0
< " 1k> Z(O) 0J; 6Jik ( ) J=0
_ 0 9 sray (1.827)
8J1 8J1k J=0
We deduce
—1
<xi1xi2> = Ai1i27
—1 4-—1 -1 »4-1 -1 5-1
(@iy Tin Tig Tia) = Ay iy Aigiy T AilisAnis + Al A (1.828)
and more generally
<xi1 te xi2k> = Z <xip(l)xip(2)> U <xip(2k,—1)xip(2k)>
all possible pairings
pof {ig, -+ igp}
_ —1 —1
- Z Aipina " Aiparonisen” (1.829)
all possible pairings
pof {iy,+,igp}

This result holds for any Gaussian probability distribution e~ 3% A% with zero mean
(x;) = 0. In field theory, it is known as Wick’s theorem and underlies perturbation
theory (Sec. 1.5).

9ORecall that [°7_dy e L /27 /a for a > 0.
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1.E.2 Complex variables

Now we consider the multidimensional integral

/ [[ L% o £t Aum+ B sitoc)
2im
dz dzl 2t Azt (I 2t
2 Azl ETec. 1.830
/ 2% ( )
over the complex variables z; and zf (i =1,---,n), where
dzjdz; 1
P05 iR (2)dS (2:) (1.831)
2im s
and 2zt = (2},---, 2%). Let us first assume the complex matrix A to be positive definite

Hermitian (AT = A). We can then proceed as in the real case. A can be diagonalized
by a unitary transformation: A = UTDU with U a unitary matrix (UUT = UTU = 1)
and D a diagonal matrix with non-negative real elements (D;; > 0). The change of
variables

2 =U(z— A1), J= (- Jgta hHut (1.832)

has a Jacobian |det U|? = 1, and leads to”!

/%
2 T) = A J/ Hdz dz; e~ 1D T AT (et 4) ! (1.833)

2m

(using det D = det A). It can be shown that (1.833) holds for any any complex matrix
with a positive definite Hermitian part 1(A 4 AT).92
Wick’s theorem

The average value of a monomial can be obtained from the generating function
Z(J*,J),

S n  dzidz * * ,—zTAz
N 202 Ry €

<Z‘ * p * > —00 L= 2im
i 2qn T R Ry ) = 0 yyn  dzidz ___ia,
ffoo HiZI 2ir © A
1 0 0 0o 0
= Z(J*
Z(0,0) 0JF 0Jy  dJF 0Ty (%) J*=J=0
o 0 0 0 jigy
- . 1.834
o, 07y 9Tr 0Ty Jr=1=0 (1.834)

91 We use [ %e‘“‘ 22 = =1 for a > 0.
92This can be understood by noting that, contrary to the case of the real Gaussian integral, the
result (1.833) is an algebraic function of the matrix elements A;; and can therefore be analytically

continued to any complex matrix with a positive definite Hermitian part [4].
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1.E Gaussian integrals and Wick’s theorem 157

Note that only monomials with equal number of z; and 2z}, factors have a non-vanishing
average. From (1.834), we obtain

* * 4—1 JTATYT
<Zi1 [ " Zig, 7' H 8{]:: <Z 5 llz ) T (; JlkAlkl;C> € J*=J=0
J k
_ Z AL ATt (1.835)

p(1)"1 Up(k) U
PESk

where the sum is over all permutations p of {1,--- ,k}.

1.E.3 Grassmannian integrals

In order to establish the analog results for Grassmann variables, we first need to derive
the law of change of variables in a Grassmannian integral.

Change of variables

Let us consider the integral
= / 01 (0) (1.836)

with 6 a Grassmann variable, and perform the change of variables 6 = a6’ + b with
a and b c-numbers. Since integration and derivation are identical for Grassmann
numbers (Sec. 1.3.2), we obtain

9 (0) = 00" o of _10f
00 90 00 a 00

using the chain rule for differentiation of Grassmann variables [Eq. (1.226)]. The
Jacobian of the transformation is therefore a~! instead of a for ordinary variables.
This result can be generalized to a multidimensional integral,

I:/d@l---denf(el---en)

[ _ i / 4o’ f(at’ +b) (1.837)

On)

<Z gg/ aa') Lo O). (1.838)

For a linear transformation 0; = >, M;;0;, we obtain

_ H(Z MJ(%) F6-0,). (1.839)
=1 7 J

Since the differential operators 9/ 89;. anticommute, the differential operator acting
on f(0;---6,) is proportional to Op; -+ - Ogr , and the prefactor is easily seen to be the
determinant of the matrix M,

g0
-1l

n

I:det(89/>ﬁ80, : )—det(69/>/nd9’ 0,),  (1.840)
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i.e.

n 80/ n
i = L de;. 1.841
Ed@, det<89j)}:[l / ( )

The Jacobian is the inverse of the determinant det(96;/90).

Gaussian integrals

The one-dimensional Gaussian integral over a pair of complex Grassmann variables
reads

/d*&d&e*“‘)*e = /d@*d@(l —af*0) =a (1.842)

for any c-number a. This result is easily generalized to the multidimensional Gaussian

integral
/Hd@ df; e= 2.5 0 Aiibs (1.843)

where A is an arbitrary complex matrix. With the linear transformation ¢} =
>_; Aij0;, we obtain

Z = det(A) / Hdag‘dag e” 2i 0% = det(A) H/dajdegu —070)) = det(A).
i=1 i=1

(1.844)
Note that for ordinary complex variables, one would obtain (det A)~!
The generalized Gaussian integral
Z(J*,J) = / [] d6; do; =040+ 0% ee) = geg(A) e 47 (1.845)

(J¥ and J; are anticommuting numbers) is easily calculated using the change of vari-
ables 0 =0 + A71J and 0T = ¢'T + JT A~
Wick’s theorem
As with complex variables, the average value
ST d07d0; 0y, -+ 0,,65, - 05 =00
J I, dO;de; e=0" A0

(O 0,05, ---0%) =

-1 o 0 0
_ é(o,)()) &iﬁ e an A A, 0810
can be obtained from the generating function (1.845). This yields
0, - - 03,05 - 9f1>
o () ()
8.];‘1 J; k g Jr=J=0
- Z epA;pikﬂi-, ”’A;Pil)ill’ (1.847)

where €, denotes the signature of the permutation p.
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“Real” Grassmannian Gaussian integrals

We can also consider integrals of the type
7= /d01 oo dlyy, e A (1.848)

where A is an antisymmetric matrix: A;; = —A;; 93 Expanding the exponential in
(1.848) and retaining the only non-vanishing term, we obtain

(_1)n 2n n
7="5 / dfy - -d92n(z 92.Aij9j>

,j=1

1
= gt 2 Anp) Apen-1)pien); (1.849)

PESan

where €, is the signature of the permutation p. The quantity in the rhs is called the
Pfaffian of the matrix A,
Z =Pf(A). (1.850)

The Pfaffian is related in a simple way to the determinant. To see this, we consider
the square of Z,

7% = /d01 e dondl, - - dB), e 20 AO—30"T A0, (1.851)
The change of variables
1 »
M= (0 + it)),
| (1.852)
i = 75 0~ i6})
gives
dby - - - dbopdb, - - - db)y, = (—1)"db,1db, - - - db2,d05,,
= (=1)"Jdnidn - - - dns,dnan, (1.853)

where J is the Jacobian of the transformation 6y, 8, — 0}, 7. Since
det (| ==—< | =det —= . = 1.854
(o) e (17 ) s
we find J = " = (—1)" and therefore
7Z? = / dnidny - - A, don e A1 = det(A), (1.855)

i.e.

Pf(A)? = det A. (1.856)

93If A is not antisymmetric, only its antisymmetric part contributes since the product 0:0; is
antisymmetric.
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In most cases of interest, we can use Z = =#(det A)'/2, since the sign of Z either
does not matter (e.g. when calculating average values (6;, ---6;,)) or can be easily
determined.

The result for the generalized Gaussian integral

2(J) = / 08y -~ Ay e 30T AOTITO = L \fder AT AT (1.857)

(note the minus sign in the exponential) is derived from the change of variables 6 =
0’ — A=1J. Equation (1.857) implies that Wick’s theorem for real Grassmann variables
reads

-1 -1
(Oir - 0) = Z DA yine " Aipann v (1.858)

all possible pairings
pof {ig, - igp}

Except for the signature €, of the permutation, this result is similar to the one obtained
for real variables [Eq. (1.829)].

1.E.4 Gaussian functional integrals
Since functional integrals can be defined as the continuum limit of ordinary integrals
(Secs. 1.1 and 1.4), the preceding results generalize straightforwardly to Gaussian
functional integrals, i.e.
Z07] = / Dlg] e~ I 41"y 600 AGey) o)+ [ d'x J(x)6(30)
_ (det A)—1/2 6% Jd4xddy J(x) A7 (x,y) I (y) (1859)
for a real field ¢(x) coupled to a real external “source” J(x), and
2177, J] = / Dy, ] e~ J 42"y ¥ (OAGYI)+[ d'e [T (x)w () +e.c
= (det A)~C el dwdy T IAT )T (v) (1.860)
for a complex (¢ = 1) or Grassmann (¢ = —1) field which couples to an external source
of the same type. For a (real) Grassmannian field ¢(x) coupled to a Grassmannian
source J(x), one finds
200 = / Dlp] o= 40ty 6 Al ()] ' T(6()
= +(det A)/2 ¢ [ d'2d'y T AT (x.¥) I () (1.861)
(note the minus sign in the exponential). Equations (1.859-1.861) hold up to a mul-
tiplicative constant which depends on the precise definition of the functional integral

measure DI.].
The inverse A~! of the operator A is defined by

/ddz A(x,2)A" Nz, y) = /ddz AN x,2)A(z,y) = 6(x — y). (1.862)
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det A denotes the determinant of the operator A. A useful identity is
det A = exp(Indet A) = exp(Trin A), (1.863)

where Tr(A) denotes the trace of the operator A. When A can be writtenas A = 1+ K,

o n+1
Trin A= Trin(1 4+ K) :Z K"™) (1.864)
n=1
(provided K™ exists for any n), where
r(K™) /ddarl K(x1,%2)K(x2,x3) - K(xp,X1). (1.865)

Wick’s theorem

The various forms of Wick’s theorem derived in the previous sections translate into

(p(x1) - d(x2r)) = Z A_l(xp(l)axp(Q)) AT (Xp(Qk—l);Xp(Qk));
azl)l é)fos{s):ll)le F)a;;l:fs
((x1) - (xp )P (x5,) -+ Z CPA™ (x1, 3 ) - AT (30 X )
PESk
(Wixa)-wlxan)) = Y AT (X Xp) AT (Xp(ah-1)s Xpiam) )

all possible pairings
pof {xp, %9k}

(1.866)

where the averages are obtained from the generating functionals (1.859), (1.860) and
(1.861), respectively. (P equals one for bosons and the signature of the permutation
p for fermions.

Finally we note that Wick’s theorem for complex variables can be generalized from
the result

210, = / D+, e S dtady (4 ()00 AGey) (A3 )+ dha (17 (0),.069) (52
% dedly(J* (x x))A™ (x, 700
— 4 (det A)~1/2eH T AT 69T GN AT (M) (1.867)
Contrary to the case previously discussed, the matrix A(x,y) in (1.867) can connect

(x) and ¢(y), or ¥ (x) and ¢*(y). Thus the averages ((x)¢(y)) and (¢*(x)¥"(y))

can be nonzero. Wick’s theorem is otherwise unchanged: the average of a product of
1 and 9* fields is given by the sum of all possible pairings.

1.F Matsubara frequency sums

In this Appendix, we describe the standard methods to carry out summations over
Matsubara frequencies w,, and discuss explicitely a few examples.
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162 Chapter 1. Functional integrals

General method

We consider the Matsubara sum

S = % S Fiwn), (1.868)

where f is some function. To compute S, we consider the integral

dz
[, 3t et (1.869)
along some path (C) in the complex plane, where
1 [ np(z) (bosons),
nex) = e = { np(z) (fermions). (1.870)

Since n¢(z) has simple poles at the imaginary frequencies z = iw,, (with residue ¢/5),
the integral I will be related to S if the integration path (C) is suitably chosen.

Example 1

As a first example, we consider the sum

1 giwnn
S == 0"). 1.871
P 1709 (1871)
S can be calculated from the integral
dz e*"
I= — 1.872
$. 5 (1.872)

along a circle (C) of radius R — oo around the origin z = 0 in the complex plane.
In the limit |z| — oo, the function e*"n.(z) is exponentially suppressed? so that the
integral I vanishes for R — oo. Now we can also evaluate I by the residue theorem.
Besides the poles of n¢(z) at the Matsubara frequencies wy, there is a pole at z = ¢,
and

1= Res(iwn) + Res(€) = ¢S +nc(€) =0, (1.873)
ie.
1 en [ —np(¢)  (bosons),
B iw, —€ { np(§)  (fermions). (1.874)

94Note that this property depends crucially on the factor e*” when R(z) < 0.
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\

4
Ea Q

Figure 1.17: Integration contour (C) in equation (1.876) for bosons (left) and fermions
(right). The thick line on the real axis shows the branch cut of the function In(—z+¢&,)
and the black dots the positions of the imaginary frequencies iw,. In the bosonic case,
the branch cut is always located on the positive part of the real axis.

Example 2

As a second example, we consider the grand potential of non-interacting bosons or
fermions (Sec. 1.4.2),

Q= % > In(—iwy + &a )™, (1.875)

a,wny,

which can be calculated from the integral

dz
Ia = . 1 - « ZT]. ]..
j{c) % n¢e(z)In(—z + &a)e (1.876)

The contour (C) is chosen such as to avoid the branch cut of the function In(—z+¢&,)
(Fig. 1.17). For non-interacting bosons, the chemical potential is always smaller than
ming (€,). When g — ming (e, ), there is Bose-Einstein condensation. The condition
€a = €a— i > 0 implies that there is no overlap between the branch cut of In(—z+4¢&,)
and the Matsubara frequency wn,—o = 0. Again, the function e*"n(z) ensures that
the circular parts of (C) do not contribute to I, in the limit R — co. We therefore
obtain

I, = /5 °° e ng(e) (e —in+€a) /: " oS g (et in + €)
- /6 DO %ng(e) [In(—e — in + £4) — c.c.. (1.877)
Using
ne(e) = %% In |1 — ¢e 7| (1.878)
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and integrating by part,

> d d
Ia:—% . iln|1—(eiﬁe|i[ln(—e—in—kfa)—c.c.]
¢ [*d Ll o
= 3 . 2;‘_ n|l—¢e” A | [~2imd(e — &)
_ %m (1 Cem0%) (1.879)

since &, > 0 for bosons (¢ = 1). On the other hand, the residue theorem gives
I, = < Z In(—iwy, + &q)e™nm. (1.880)
B4
From (1.879) and (1.880), we finally deduce
= £2110(1—g ) (1.881)
=3 e , .
which is the familiar result for non-interacting particles (Sec. 1.C.5).

Example 3

In some cases, it is possible to compute the Matsubara sum more directly. For in-
stance, the particle-hole susceptibility (Lindhard function) encountered in chapters 4
and 5 reads

Ko@) = =55 3 Golk)Golk + 0 (1.882)
k

(¢ = (q,iw,)), where Go(k) = (iwn, — &) ! is the non-interacting Green function and
wy a fermionic Matsubara frequency. Adding the factor e*»", which obviously does
not change the result, we find

2 eiwnm 1 1
0 _ 2 _
Xnn(9) BV Z iwy + &k — Ektq <iwn — & twp +iwy — §k+q)

__~ Z ng gk —nr karq)’ (1.883)

ZWl/ + fk - fk-{—q

making use of (1.874).
Similarly the pairing susceptibility

Xo(a) = z= > Go(k)Gol(q — k) (1.884)
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—~—
> |

Figure 1.18: Integration contour (C) in equation (1.887).

which arises in the theory of superconductivity [Eq. (6.187)] is given by

eionn 1 1
Xo(q) ﬁVZzwl, &k — &q-xk (iwn—§k+iwy—iwn—§q_k)
_ 1 $ nr (k) — nr(—§q—x)

B K iwy — &k — Eq—k

\%4

_ 1l e €k +nF(§q ) — 1
= Z TS (1.885)

Suppose that instead of X9, (q) [Eq. (1.882)], we wish to calculate

©.(q) = Z G(k)G(k + q) (1.886)

for a fermion system, where G(k) = [iw,, — &k — X (k)] 71, The standard method starts
from the integral

= 74 A2 ()G NG+ q, 7+ iwn). (1.887)
(
Since G(k, z) can have branch cuts on the real axis $(z) = 0 (Sec. 3.5), the contour (C)

is chosen as shown in figure 1.18. The circular parts of the contour do not contribute
when the radius R of the circle is sent to infinity, and we find

= /DO %W(e) [GR(k,€) — GA(k,€)] Gk + q, € + iw,)
. /Oo %W(e) [GR(k+qe) - GAk + q,6)] Glke —iw,),  (1.888)

where GT(k, €) = GA(k, €)* denotes the retarded Green function G(k, iw, — €+ in).
G(k, z) being analytic for &(z) # 0 (Sec. 3.5), the residue theorem gives

=——ZG Gk +q), (1.889)

Wn,
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which leads to

©,.(q) = / denp(e k,e)G(k+q,e+iw,) + Ak + q,6)G(k, € — iw,)],
(1.890)
where A(k,e) = —1G[GF(k,€)] is the spectral function of the one-particle Green

function (Sec. 3.5).
Alternatively, one can use the spectral representation

526’ Gk +q)

Alk,e)A(k +q,¢€)

— !/ Y Y

B ;/_DQ R R p—

)np(e) —np(e +iwy,)
w, +€—¢€

= / dede’ A(k,e)A(k + q, € : (1.891)
where we have used (1.874). Using again the spectral representation, equation (1.891)
can be rewritten as

6ZG Gk +q) = /OOdenp(e)[A(k,e)G(k+q,e+iwl,)

—0o0
Wn,

+ Ak +q,6)G(k, € — iw,)], (1.892)
which leads to (1.890).

Example 4

Finally, we note that it is sometimes possible to express Matsubara sums in terms of
special functions. For example, the coefficient of the quartic term in the Ginzburg-
Landau expansion of the free energy of a superconductor [Eq. (6.238)] depends on the
Matsubara sum

1 1 1 = 1 1 1
S == = = ¢ (3, —) , (1.893)
B ; lwn |3 4m3T2 ; (n+ %)3 4372 2
where
> 1
() =) — (1.894)
n=0 (TL + q)

is the generalized Riemann Zeta function. Using ((z,1/2) = (2% — 1){(z) where

=1
=y — (1.895)
n=1 n

is the Riemann Zeta function, we finally obtain

_7¢3)
T 4r3T?’

(1.896)

with ¢(3) ~ 1.20.
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Guide to the bibliography

e Many aspects of Feynman’s path integral [1, 2] are reviewed in Schulman’s
book [3] (see also Refs. [4, 5]).

e Most textbooks on quantum field theory (e.g. Refs. [5, 6, 7, 8]) discuss the
functional integral formalism, perturbation theory, as well as the effective action
(the generating functional of 1PI vertices).

e Functional integrals in non-relativistic systems and their applications to condensed-
matter physics are discussed in [9, 10].

e The Luttinger-Ward functional (the generating functional of 2PI vertices) was
introduced in Refs. [11, 12, 13, 14] in condensed-matter physics and generalized
to relativistic field theories in [15].

e The quantization of the electromagnetic field is presented in detail in [16].

e The “traditional” approach (based on the operator formalism) to quantum sta-
tistical physics is described in Refs. [17, 18, 19].
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