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1. New moduli spaces

1.1. Goal. Recall that ν : X ′ → X is an étale (geometrically connected) double
cover. Let D be an effective divisor on X of degree d. We have constructed a map

θµ : ShtµT → Sht
′µ
G := ShtµG×Xr(X ′)r.

The goal is to understand the intersection number

Ir(hD) := 〈θµ∗ [ShtµT ], hD ∗ θµ∗ [ShtµT ]〉
Sht
′µ
G

∈ Q.

1.2. The stack ShtµM,D. For formal reasons, Ir(hD) coincides with the intersection
number in the product:

ShtµM,D Sht
′µ
G (hD)

ShtµT ×ShtµT Sht
′µ
G ×Sht

′µ
G

To be clear, let us flesh out the definition of ShtµM,D.

Definition 1.1. We first define the moduli stack S̃ht
µ

M,D parametrizing
(1) Modifications of line bundles

L0
f0
99K L1

f1
99K . . .

fr
99K Lr

τ∼= L0,

with modification points at x′1, . . . , x′r.
(2) Modifications of line bundles

L′0
f ′0
99K L′1

f ′1
99K . . .

f ′r
99K L′r

τ∼= L′0,

with modifications points also at the same x′1, . . . , x′r as above, because by
definition the following diagram commutes:

ShtµM,D Sht
′µ
G (hD) (X ′)r

ShtµT ×ShtµT Sht
′µ
G ×Sht

′µ
G (X ′)r × (X ′)r
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(3) Compatible modifications

ci : ν∗Li ↪→ ν∗L′i
such that det(ν∗L′i/c(ν∗Li)) is an invertible sheaf on D × S.

The stack S̃ht
µ

M,D/PicX(k) has an action of PicX(k) as usual. Finally, we have

ShtµM,D = S̃ht
µ

M,D/PicX(k).

As we saw yesterday, datum (3) in Definition ?? is equivalent to the data of

(α•, β•) : L• ⊕ σ∗L• → L′•.

The central object of this talk is a “Hecke version” of this moduli space.

1.3. The stack HkµM,d.

Definition 1.2. Define H̃k
µ

M,d whose S-point are:
(1) x′1, . . . , x′r ∈ X ′(S),

(2) L0
f0
99K L1

f1
99K . . .

fr
99K Lr,

(3) L′0
f ′0
99K L′1

f ′1
99K . . .

f ′r
99K L′r,

(4) A commutative diagram

L′0 L′1 . . . L′r

L0 L1 . . . Lr

σ∗L′0 σ∗L′1 . . . σ∗L′r

f ′1 f ′2 f ′r

f1

α0

β0

f2

α1

β1

fr

αr

βr

f ′1 f ′2 f ′r

(1.1)

such that each row in (??) gives a point of H̃k
µ

T over x′1, . . . , x′r, and each
column

L′i

Li

σ∗L′i

αi

βi

gives a point of M̃d, which really just means that

degL′i − degL = d

and
Nm(αi) 6= Nm(βi)

(this is the ♥ condition in the paper).
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Finally, we define
HkµM,d := H̃k

µ

M,d/PicX .

There is a map

HkµM,d (x′,L′•
α•←− L•

β•−→ σ∗L′•)

Md (L′•
α•←− L•

β•−→ σ∗L′•)

Remark 1.3. We have a cartesian diagram

ShtµM,d HkµM,d

Md Md ×Md

γ0×γr
Id×Frob

1.4. Relation to Hitchin fibration. Set H := Hk1
M,d. Then we have

(??)HkµM,d = H×Md
H×Md

. . .×Md
H︸ ︷︷ ︸

r terms

(1.2)

where the maps H →Md are γ1, and the mapsMd ← H are γ0.

Lemma 1.4. The composition

HkµM,d (x′,L′•
α•←− L•

β•−→ σ∗L′•)

Md (αi : Li → L′i;βi : Li → σ∗L′i)

Ad (∆ := Nm(L′i)⊗Nm(Li)−1,Nm(αi),Nm(βi))

γi

fM

is independent of i.

Proof. We have Ad ⊂ X̂d ×PicdX
X̂d, included as the open locus where the sections

take distinct values. Consider

L′i Li σ∗L′i

L′i+1 Li+1 σ∗L′i+1

at x′

αi

βi

at x′ at x′

αi+1

βi+1

so
L′i+1 ⊗ L−1

i+1
∼= L′i(x′)⊗ (Li(x′))−1 ∼= L′i ⊗ L−1

i

and α = αi+1 under this identification, and Nm(βi) = Nm(βi+1). (So in fact, all the
maps agree to a slightly more refined space, X̂ ′d ×PicdX

X̂d.) �
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1.5. The � locus. Consider the following “nice locus”.

HkµM,d

Md Md

Ad

γ0 γr

fM fM

We denote by A�d ⊂ Ad the open substack (∆, a, b) where b 6= 0, and for our other
moduli spaces we use � to denote the full pre-image of A�d. Thus we have the
commutative diagram:

HkµM�,d

M�d M�d

A�d

γ0 γr

fM fM

Lemma 1.5 (Description of H�). We have a diagram of cartesian squares

M�d H� M�d

X̂ ′d ×PicdX
X ′d X̂ ′d ×PicdX

Id X̂ ′d ×PicdX
X ′d

X ′d I ′d X ′d

γ0 γr

pr2 pr2 pr2

where I ′d = {(D,x) ∈ X ′d ×X ′ | x′ ∈ D} and the maps are

X ′d I ′d X ′d

D (D,x′) D − x′ + σ(x′)

Proof. A point of H� is a diagram

L′i Li σ∗L′i

L′i+1 Li+1 σ∗L′i+1

at x′

αi βi

at x′ at σ(x′)

αi+1 βi+1

The content of the statement is that we can resconstruct this diagram from the top
row, plus the point x′. If we know where x′ is. Indeed, from this information we
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get αi for free, as Li+1 = Li(x′). The map βi is also unique if it exists, but we do
not get its existence for free, since we need it to be a regular (rational than rational)
map. Its divisor is determined by the condition

Div(βi) + σ(x′) = Div(βi+1) + x′

and we need Div(β1) to be effective, so since the � locus forces σ(x′) 6= x′, the
requirement for βi to exist is

x′ ∈ Div(βi).

�

Corollary 1.6. The map

γ = γi : HkµM�,d →M
�
d

is finite surjective (because I ′d → X ′d is). Therefore

dim HkµM,d = dimM�d = 2d− (g − 1).

2. Trace formula for intersection number

Let [H�] be the class of the Zarisi closure ofH� in Ch2d−g+1(H)Q. As we have seen,
this gives a cohomological correspondence in Corr(Q`,Md

,Q`,Md
) via the diagram

H

Md Md

We can then push this down via

H

Md Md

Ad Ad Ad

fM fM

to obtain a cohomological correspondence on the Hitchin space

fM![H�] : RfM!Q` → RfM!Q`.

We have a map δ : Ad → Xd sending (∆, a, b) 7→ (∆, a − b). The preimage of a
divisor D ∈ Xd will be denoted AD.

Theorem 2.1. Suppose D is an effective divisor of degree d ≥ max{4g − 3, 2g}.
Then

Ir(hD) =
∑

a∈AD(k)

Tr((fM! ◦ [H�]a)r Froba, (RfM!Q`)a)
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Proof. Recall the diagram

ShtµM,d HkµM,d

Md Md ×Md Ad

Ad Ad ×Ad

γ0×γr

fM

Id×Frob

fM×fM

∆Id×Frob

The map from HkµM,d factors through the diagonal of Ad × Ad, which implies that
ShtµM,d is fibered over Ad(k):

ShtµM,d
∼=

⊔
a∈Ad(k)

ShtµM,d(a).

So we have a map⊕
D∈Xd(k) Ch0(ShtµM,D)Q ∼= Ch0(ShtµM,d)Q Ch2d−g+1(HkµM,d)Q

(Id,Frob)!ζ ζ

�

In the next talk the proof of the following theorem will be sketched:

Theorem 2.2 (Theorem 6.6). There exists ζ ∈ Ch2d−g+1(H) such that ζ|H� is the
fundamental cycle, and

Ir(hD) = deg(Id,Frob)!ζ

Then it follows from the trace formula that

Ir(hD) =
∑

a∈AD(k)

Tr((fM!cl(ζ))a ◦ Froba, (RfM!Q`)a)

=
∑

a∈AD(k)

Tr((fM!cl([H�]))a ◦ Froba, (RfM!Q`)a)

Remark 2.3. There’s a technical issue that ζ and [H�] aren’t the same, but at
least they’re the same on the � locus. You can show by dimension estimate that the
difference on the boundary doesn’t contribute.


