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Classical convolutions.

Additive:
JRf(Z) pa = pa2)( fjfl”ry dp(z) dpz(y)-

Multiplicative:

Jf(z) (11 ®@v2)( fffzw ) dvi(z) dva(w).

The wrapping map W : P(R) — P(T) is

AW () (e ™) = > dp(x + 2mn).

neZ

Clearly
W1 # p2) = W(p1) @ W(uz).
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Non-commutative independence.

Non-commutative convolutions: based on different
independence rules.

Tensor/classical E [zyzy] = E [2?| E [y?].
Free E [zyzy] = E [2?| E [y]*> + E[z]*E [v*] —E [z]* E [y]°.
Boolean E [zyzy] = E [z]* E [y]*.

Monotone E [zyxy] = E [?] E [y]”.
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Convolutions.

Additive convolutions: for measures 1, ii2 € P(R).

Classical 1 * uo, free p1 H psz, Boolean uq w s, monotone
p1 B> p2.

Multiplicative convolutions: for measures vy, v, € P(T).

Classical v1 ® s, free 11 [X] 9, Boolean v; & 15, monotone
141 O V.

Michael Anshelevich Exponential homomorphism



1€ P(R), Gﬂ(z)zf L i), Fi9) = gy

F, :Ct - C*, limyyoo ﬂ% 1.




Convolutions in non-commutative probability.

Additive convolutions:

Free nHv : Fljy(z)—ZZ(F;l(z)—z)—i-(Fy_l(z)—z),
Boolean pwv: Fueu(z) — 2 = (Fu(2) — 2) + (Fu(z) — 2),
Monotone p>v:  F,

v
AN
A~
N
[
e
~~
o
P
N
o
S

Multiplicative convolutions:

g (2) _ 12 (&) ngt (2)

Free uxjv : 7
VA z z
Boolean 1w v : Mo (2) _ Nu(2) ny(2)7
z A z

Monotone O v :  nurw(z) = nu o mu(2).
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Homomorphisms.

W is certainly not a homomorphism between free additive and
multiplicative convolutions.

Example.

Let 1= %(6 2x +627) be a Bernoulli distribution. ~ Then

W(u) = 1. Also, it is well-known that . FH . is an arcsine dis-
tribution, while 6; X161 = d1. Thus W (uEH p) # W(p) KW (u).

Successful homomorphisms between B and [x] on the level of
power series: (Mastnak, Nica 2010), (Friedrich, McKay 2012,
2013).

A homomorphism between (H and [x] infinitely divisible
distributions: (Cebron 2014).
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Homomorphisms II.

Define an implicit relation between p € P(R) and v € P(T) by

exp(iF(2)) = mu(e”) |

Then “obviously”
p1Bpe o v Xve, p1wpe < vy v, g > pg o vp Ove.

In fact also
wt wt ,ut o Xt

ue e v , 1 [Hpe o v [Lus.

(here F,ul,u2 = F,LLQ © F/ﬂlﬂuw MnRe = Ty €7, @,/2)'

MDt PN I/Ot?
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Identities.

Easily obtain multiplicative identities from additive ones, for
example of

= ML > Mw(lft)

and
B,(rBv) = 7@ (vEA )
(particular case obtained in Zhong 2014).

M, = multiplicative version of the Belinschi-Nica transformation
B;. Use these to define multiplicative and additive free
divisibility indicators.

Proposition.

For u € £, the additive divisibility indicator of n is equal to the
multiplicative divisibility indicator of W (u).
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exp(iFyu(2)) = nu(e”).

Domain:

{nePR): F,(z+42m) = Fu(z) + 2n} = L.
Range:

{veP(T):n,(0) #0, and n,(z) =0« 2 =0} =ID.

IDy = {v e P(T): /" exists fort > 0,v # Lebesgue}.



The wrapping homomorphism.

Theorem. (A, Arizmendi 2015)
When restricted to £, the wrapping map W satisfies

exp(iF,(2)) = mw () (€?).

Therefore this restriction is a homomorphism for all four addi-
tive convolutions, and has the additional properties mentioned
above. The pre-image of each v € ZDY is an equivalence class
modulo the relation mod d,,, where any of the four convolu-
tions with -, is used.

Proof of the Theorem.
Poisson summation.
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Domain.

Proposition.

m L is closed under the three additive convolution operations
w, [, >, under the subordination operation [H, under
Boolean and free (whenever defined) additive convolution
powers, and under the Belinschi-Nica transformation B;.

mlfpe LnID", then y~te Lforallt> 0.

m All the elements in £ which are not point masses are in the
classical, Boolean, free, and monotone (strict) domains of
attraction of the Cauchy law.

m The Bercovici-Pata bijections between P = Z7D¥, ZD",
and ZDY restrict to bijections between £, £ n ZD" and
L nIDH,
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Range.

Proposition.

m ZDfY is closed under the three multiplicative convolution
operations v , x|, 1), under the subordination operation [£,
and under Boolean and free (whenever defined)
multiplicative convolution powers.

m ZDY contains ZDY and 7DY.
m If v € 7D, then every element of W~ (v) is in ZD" ~ L.
m If v € ZDY, then there is 1 € TD% ~ L such that W (i) = v.
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Cauchy distribution

1 a

7 (z—b)?+a? dr.

M:

Wrapped Cauchy distribution

1 1—e 20

W) do.

T 2mlte 20— 2e0 cos(6 — b)




Example of e L II.

Pre-image of the multiplicative Boolean Gaussian.

:u’ = Z ak6$k7
where

T s ™
x), = cot TR xT; € (—5 +7T]€,§ +7T]€>

and
1
Ok =3 1.2
2 T 3%

A similar formula for the pre-image of multiplicative Boolean
compound Poisson.
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Unimodality.

Proposition.

The only unimodal measures in £ are delta measures and
Cauchy distributions.

This provides many examples of measures . with connected
support such that & is never unimodal, answering a question
of Hasebe and Sakuma.
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Relation to Cébron’s map I.

In (Cébron 2014), he defined a homomorphism
ey : TDH — DX which satisfies

W = BPx-® © eg o BP:-m.

He also proved that

_ L\

em(p) = lim (W(u f))

Thus on ZD=® ~ L, ey = W. He also observed that 1 (roughly
speaking) wraps the Lévy measure of ;. Therefore on L, it does
the same with its free, Boolean, monotone Lévy measures.
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Relation to Cébron’s map |l.

Example.

Let v be the multiplicative free Gaussian measure. Of course
eq(o) = v for the semicircular distribution o, with canonical pair

(0, d9).

But o0 ¢ £, and W(o) # v. Instead, W(u) = v for ue £ with
canonical pair

1 1
(Z 2mk(1 + (2mk)?)’ é 1+ (2%)2527*)'

k#0

Corollary.

W intertwines the restrictions of the Bercovici-Pata maps to £
with their multiplicative counterparts.
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Obvious properties of 7.

m W sends atoms to atoms.
m If supp(u®) = R, then supp((W (u))*°) = T.

m 1V sends infinitesimal triangular arrays {1, 1 <i < kn},,oy
of measures in P(R) to infinitesimal triangular arrays of
measures in P(T).
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Converses.

Theorem.

m For e £, W maps the atoms of . bijectively onto the
atoms of W (), and preserves the weights.

m If supp((W(u))?) = T, then supp(u®©) = R.

m If {v,;,1 <i <k}, is an infinitesimal triangular arrays of
measures in ZDY, then v,,; = W (u,;) for some infinitesimal
triangular array of measures in L.

m For p e L, F, is injective if and only if nyy(,) is.
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Corollaries I.

Can re-prove many results, but only for measures in ZDY .

m Atoms, singular continuous part, components of the
absolutely continuous part of 1 [x]v. Some of these are
new.

m Atoms, singular continuous part, components of the
absolutely continuous part of X, These only make sense
for v e IDY.

Corollary.

Let v € ZD% and t > 1. Denote v; = X ¢ is an atom of v, if and
only if for some a € R, e~ = ¢ and e~® is an atom of v, with
v({e*}) > 1—1/t, in which case

n({C}) = tv {efm} (t—1).
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Corollaries II.

m Limit theorems for &, ], & , O from those for *, H, w, >.

m First examples of limit theorems for non-identically
distributed monotone arrays beyond the finite variance
case.
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Thank you!

LTI L ”\“-wmw\h‘w
Lk N
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