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Introduction

Gröbner bases theory provides the foundation for many algorithms in algebraic geometry and commutative algebra, with the Buchberger algorithm acting as the engine that drives the computations. Thanks to the textbook by Adams-Loustau (1994), Becker-Weispfenning (1993), Cox-Little-O'Shea (1992) and Eisenbud (1995), Gröbner bases are now entering the standard algebra curriculum at many universities. In view of the ubiquity of scientific problems modeled by polynomial equations, this subject is of interest not only to mathematicians, but also to an increasing number of scientists and engineers.

The interdisciplinary nature of the study of Gröbner bases is reflected by the specific applications appearing in this book. These applications lie in the domains of integer programming and computational statistics. The mathematical tools to be presented are drawn from commutative algebra, combinatorics, and polyhedral geometry.

The main thread of this book centers around a special class of ideals in a polynomial ring, namely, the class of toric ideals. They are characterized as those prime ideals that are generated by monomial differences, or as the defining ideals of (not necessarily normal) toric varieties. Toric ideals are intimately related to recent advances in polyhedral geometry, which grew out of the theory of A-hypergeometric functions due to Gelfand, Kapranov and Zelevinsky (1994). A key concept is that of a regular triangulation. All regular triangulations of a fixed polytope are parametrized by the vertices of the secondary polytope.

Both the algebra and the combinatorics appearing in this book are presented as self-contained as possible. Most of the material is accessible to first-year graduate students in mathematics. The following prerequisites will be assumed throughout:

- working knowledge of the basic facts about Gröbner bases, specifically of Chapters 1–5 and 9 of (Cox-Little-O'Shea 1992), or Chapters 1–2 of (Adams-Loustau 1994),
- familiarity with the terminology of polyhedral geometry and linear programming, as introduced in (Schrijver 1986) or (Ziegler 1995).

The fourteen chapters are organized as follows. In the first two chapters we present some introductory Gröbner bases material, which cannot be found in the textbooks. Here we consider arbitrary ideals \( I \) in a polynomial ring \( S = k[x_1, \ldots, x_n] \), not just toric ideals. It is proved that \( I \) admits a universal Gröbner basis, that is, a finite subset which is a Gröbner basis for \( I \) with respect to all term orders simultaneously. This leads to the concept of the Gröbner fan and the state polytope of \( I \). The state polytope is a convex polytope in \( \mathbb{R}^n \) whose vertices are in bijection with the distinct initial monomial ideals of \( I \) with respect to all term orders on \( S \). In the special case where \( I = \langle f \rangle \) is a principal ideal, the state
polytope coincides with the familiar Newton polytope $N_{\text{ev}}(f)$. In Chapter 3 we present results and algorithms which involve the variation of term orders for a fixed ideal. In particular, it is explained how to compute the state polytope.

Chapters 4–9 deal exclusively with toric ideals. Basic algebraic features of these ideals are collected in the fourth chapter. These include degree bounds for Gröbner bases. An explicit universal Gröbner basis, the so-called Graver basis, is constructed.

The fifth chapter relates toric ideals to three fundamental problems associated with a (non-negative integer) linear map $\pi : \mathbb{N}^n \rightarrow \mathbb{N}^d$. Each fiber $\pi^{-1}(b)$, $b \in \mathbb{N}^d$, consists of the lattice points in a polyhedron in $\mathbb{R}^n$. The three problems are: 

- **Enumeration** (list all points in $\pi^{-1}(b)$),
- **Sampling** (pick a point in $\pi^{-1}(b)$ at random)
- **Integer programming** (find a point in $\pi^{-1}(b)$ which minimizes a given linear functional).

The toric ideal $I_A$ which is used to model these questions is the ideal of algebraic relations on the monomials with exponent vectors the columns of a matrix $A$ representing $\pi$.

Chapter 6 deals with the one-dimensional case $d = 1$. In this case the Graver basis elements of $I_A$ correspond to primitive partition identities, the variety defined by $I_A$ is a monomial curve, and the associated integer program is the knapsack problem. Sharp degree bounds for Gröbner bases are available in this case.

Returning to our general discussion in Chapter 7, we present a geometric characterization of the universal Gröbner basis $U_A$, and we discuss algorithms for computing $U_A$. In Chapter 8 we establish a correspondence between the initial ideals of $I_A$ and the regular triangulations of $A$. These triangulations are parametrized by the secondary polytope $\Sigma(A)$, which is a Minkowski summand of the state polytope of $I_A$. In Chapter 9 we apply our general theory to a specific family of toric ideals, namely those defined by the second hypersimplex.

In the next two chapters we venture into the realm of commutative algebra beyond toric ideals. Chapter 10 deals with Arnold's notion of $A$-graded algebras. These are algebras with the simplest possible Hilbert function, namely, $1, 1, 1, 1, 1, \ldots$. Their defining ideals are a natural generalization of initial ideals of toric ideals. In Chapter 11 we discuss canonical subalgebra bases (or SAGBI bases, as they were called by Robbiano & Sweedler (1990)). These bases need not be finite. But if they are, then they admit a nice geometric interpretation as degeneration of a parametrically presented variety into a toric variety.

In Chapter 12 we present advanced techniques for computing with toric ideals, and for applying them to integer programming. Chapter 13 aims to span a bridge to the theory of toric varieties as it exists in algebraic geometry, and, finally, in Chapter 14 the reader finds a collection of toric ideals and Gröbner bases which are dear to the author's heart.

At the end of each chapter there is a list of exercises and bibliographic notes. The exercises vary in difficulty; some are straightforward applications of the material presented, while others are more difficult and may lead to research projects. Many of the exercises assume a certain level of enthusiasm for performing computer experiments. The bibliographic notes are kept very brief. Their main purpose is to help the reader in locating a sample of the original or background literature. They are not intended to give a historical account or a complete bibliography of the respective subject areas.

This monograph grew out of a series of ten lectures given at the Holiday Symposium at New Mexico State University, Las Cruces, December 27–31, 1994. The material was updated and expanded considerably after the Holiday Symposium. In particular, Chapters 3, 12, 13 and 15 were added. I am grateful to numerous participants who supplied comments and helped me in locating errors in previous versions. Serkan Hosten did a particularly great job during the last round of proof-reading. I wish to thank all my co-authors listed in the bibliography for inspiring collaborations. Many of the techniques and results presented in this book I learned from and with them.

This project was supported financially by the David and Lucile Packard Foundation and the National Science Foundation through an NYI Fellowship. Most of the writing was done during my 94/95 visit at the Courant Institute of New York University. I wish to thank my hosts at NYU and at New Mexico State University for their terrific hospitality.

Special thanks go to Hyungsoon and Nina, for their support, love and cheerful energy.

Bernd Sturmfels
Berkeley, August 1995
CHAPTER 1

Gröbner Basics

Let \( k \) be any field and \( k[x] = k[x_1, \ldots, x_n] \) the polynomial ring in \( n \) indeterminates. The monomials in \( k[x] \) are denoted \( x^\alpha = x_1^{\alpha_1}x_2^{\alpha_2}\cdots x_n^{\alpha_n} \) and identified with lattice points \( \alpha = (\alpha_1, \ldots, \alpha_n) \) in \( \mathbb{N}^n \), where \( \mathbb{N} \) stands for the non-negative integers. A total order \( \prec \) on \( \mathbb{N}^n \) is a term order if the zero vector \( 0 \) is the unique minimal element, and \( \alpha \prec \beta \) implies \( \alpha + c \prec \beta + c \) for all \( \alpha, \beta, c \in \mathbb{N}^n \). Familiar examples of term orders are the purely lexicographic order, the degree lexicographic order and the degree reverse lexicographic order.

Given a term order \( \prec \), every non-zero polynomial \( f \in k[x] \) has a unique initial monomial, denoted \( \text{in}_\prec(f) \). If \( I \) is an ideal in \( k[x] \), then its initial ideal is the monomial ideal

\[
\text{in}_\prec(I) := \langle \text{in}_\prec(f) : f \in I \rangle.
\]

The monomials which do not lie in \( \text{in}_\prec(I) \) are called standard monomials. A finite subset \( \mathcal{G} \subset I \) is a Gröbner basis for \( I \) with respect to \( \prec \) if \( \text{in}_\prec(I) \) is generated by \( \{\text{in}_\prec(g) : g \in \mathcal{G}\} \). If no monomial in this set is redundant, then the Gröbner basis \( \mathcal{G} \) is minimal. It is called reduced if, for any two distinct elements \( g, g' \in \mathcal{G} \), no term of \( g' \) is divisible by \( \text{in}_\prec(g) \). The reduced Gröbner basis is unique for an ideal and a term order, provided one requires the coefficient of \( \text{in}_\prec(g) \) in \( g \) to be \( 1 \) for each \( g \in \mathcal{G} \). Starting with any set of generators for \( I \), the Buchberger algorithm computes the reduced Gröbner basis \( \mathcal{G} \). The division algorithm rewrites each polynomial \( f \) modulo \( I \) uniquely as a \( k \)-linear combination of standard monomials.

**Proposition 1.1.** The (images of the) standard monomials form a \( k \)-vector space basis for the residue ring \( k[x]/I \).

Clearly, there are infinitely many term orders if \( n \geq 2 \). However, if the ideal \( I \) is fixed, then they can be grouped into finitely many equivalence classes by the following theorem.

**Theorem 1.2.** Every ideal \( I \subset k[x] \) has only finitely many distinct initial ideals.

**Proof:** Suppose that \( I \) has an infinite set \( \Sigma_0 \) of distinct initial ideals. Choose a non-zero element \( f_1 \in I \). Since \( f_1 \) has only finitely many terms and since each term lies in an element of \( \Sigma_0 \), there exists a monomial \( m_1 \) in \( f_1 \) such that the set \( \Sigma_1 := \{M \in \Sigma_0 : m_1 \in M\} \) is infinite. Since \( \langle m_1 \rangle \) is strictly contained in an initial ideal of \( I \), Proposition 1.1 tells us that the monomials outside of \( \langle m_1 \rangle \) are \( k \)-linearly dependent modulo \( I \). Hence there exists a non-zero polynomial \( f_2 \in I \) none of whose terms lies in \( \langle m_1 \rangle \). Since \( f_2 \) has only finitely many terms, there exists a monomial \( m_2 \) in \( f_2 \) such that the set \( \Sigma_2 := \{M \in \Sigma_1 : m_2 \in M\} \) is infinite. Since \( \langle m_1, m_2 \rangle \) is strictly contained in an initial ideal of \( I \), Proposition 1.1 tells us that the monomials outside of \( \langle m_1, m_2 \rangle \) are \( k \)-linearly dependent modulo \( I \). Hence there
exists a non-zero polynomial $f_3 \in I$ none of whose terms lies in $(m_1, m_2)$. Since $f_3$ has only finitely many terms, there exists a monomial $m_3$ in $f_3$ such that the set $\Sigma_3 := \{ m \in \Sigma_2 : m_3 \in M \}$ is infinite... etc... etc... Iterating this construction, we obtain an infinite strictly increasing chain of monomials ideals:

$$\langle m_1 \rangle \subset \langle m_1, m_2 \rangle \subset \langle m_1, m_2, m_3 \rangle \subset \cdots$$

Since $k[x]$ is Noetherian, this is a contradiction, and we are done. ■

Theorem 1.2 permits the following definition. A finite subset $U \subset I$ is called a universal Gröbner basis if $U$ is a Gröbner basis of $I$ with respect to all term orders $\prec$ simultaneously.

Corollary 1.3. Every ideal $I \subset k[x]$ possesses a finite universal Gröbner basis $U$.

Proof: By Theorem 1.2, there exist only finitely many distinct reduced Gröbner bases for $I$. Their union $U$ is finite, and it is a universal Gröbner basis for $I$. ■

Example 1.4. (2 × 2-minors of a 2 × m-matrix)

Consider a polynomial ring in $2m$ indeterminates

$$\left( \begin{array}{cccc} x_{11} & x_{12} & \cdots & x_{1m} \\ x_{21} & x_{22} & \cdots & x_{2m} \end{array} \right).$$

Let $I$ be the ideal generated by the $\binom{m}{2}$ polynomials $D_{ij} := x_{1j}x_{2i} - x_{1i}x_{2j}$ for $1 \leq i < j \leq m$. We shall prove that this set of $2 \times 2$-minors is a universal Gröbner basis. First consider the case $m = 3$. Given any term order $\prec$, there are eight conceivable cases:

1. $(x_{11}x_{22}) \prec (x_{12}x_{21}) \prec (x_{11}x_{21}) \prec (x_{13}x_{21}) \prec (x_{12}x_{23}) \prec (x_{13}x_{22}).$
2. $(x_{11}x_{22}) \prec (x_{12}x_{21}) \prec (x_{11}x_{21}) \prec (x_{13}x_{21}) \prec (x_{12}x_{23}) \prec (x_{13}x_{22}).$
3. $(x_{11}x_{22}) \prec (x_{12}x_{21}) \prec (x_{11}x_{21}) \prec (x_{13}x_{21}) \prec (x_{12}x_{23}) \prec (x_{13}x_{22}).$
4. $(x_{11}x_{22}) \prec (x_{12}x_{21}) \prec (x_{11}x_{21}) \prec (x_{13}x_{21}) \prec (x_{12}x_{23}) \prec (x_{13}x_{22}).$
5. $(x_{11}x_{22}) \prec (x_{12}x_{21}) \prec (x_{11}x_{21}) \prec (x_{13}x_{21}) \prec (x_{12}x_{23}) \prec (x_{13}x_{22}).$
6. $(x_{11}x_{22}) \prec (x_{12}x_{21}) \prec (x_{11}x_{21}) \prec (x_{13}x_{21}) \prec (x_{12}x_{23}) \prec (x_{13}x_{22}).$
7. $(x_{11}x_{22}) \prec (x_{12}x_{21}) \prec (x_{11}x_{21}) \prec (x_{13}x_{21}) \prec (x_{12}x_{23}) \prec (x_{13}x_{22}).$
8. $(x_{11}x_{22}) \prec (x_{12}x_{21}) \prec (x_{11}x_{21}) \prec (x_{13}x_{21}) \prec (x_{12}x_{23}) \prec (x_{13}x_{22}).$

The ideal $I$ is invariant under the action of the group $S_3$ by permuting columns. This induces an action on the eight cases above, with two orbits: $\{(1),(2),(4),(5),(7),(3),(6)\}$. Therefore it suffices to consider only the two cases (1) and (3). Case (3): We multiply the left hand sides and right hand sides of the three given inequalities. The multiplicativity of term orders implies

$$(x_{11}x_{22}) \cdot (x_{13}x_{21}) \cdot (x_{12}x_{23}) \prec (x_{12}x_{21}) \cdot (x_{13}x_{23}) \cdot (x_{13}x_{22}).$$

Both sides are equal. This is a contradiction, hence no such term order can exist.

Case (1): We apply Buchberger’s Criterion to establish the Gröbner basis property of the set $\{D_{12}, D_{13}, D_{23}\}$. The S-pair $S(D_{12}, D_{13}) = x_{23}D_{12} - x_{12}D_{23} = -r_{21}D_{23}$ reduces to zero with respect to $\{D_{23}\}$. The S-pair $S(D_{13}, D_{23}) = x_{12}D_{13} - x_{13}D_{23} = x_{13}D_{23}$ reduces to zero with respect to $\{D_{12}\}$. Finally, the minors $D_{12}$ and $D_{23}$ have relatively prime initial monomials, so that $S(D_{12}, D_{23})$ reduces to zero with respect to $\{D_{12}, D_{23}\}$. This completes the proof of the universal Gröbner basis property for the three $2 \times 2$-minors of an indeterminate $2 \times 3$-matrix.

Now let $m \geq 4$ and fix a term order $\prec$. Consider any two minors $D_{ij}$ and $D_{kl}$. If the set $\{i, j, k, l\}$ has four elements, then the variables in $D_{ij}$ are disjoint from the variables in $D_{kl}$, hence their initial monomials are relatively prime, and $S(D_{ij}, D_{kl})$ reduces to zero with respect to $\{D_{ij}, D_{kl}\}$. If $\{i, j, k, l\}$ has three or less elements, then we may restrict to a $2 \times 3$-submatrix, and $S(D_{ij}, D_{kl})$ reduces to zero with respect to the three $2 \times 2$-minors of that submatrix by our previous discussion. We are done. ■

Example 1.5. (Linear Subspaces) Let $V$ be an $(n-d)$-dimensional vector subspace of $k^n$, and let $I$ be its vanishing ideal in $k[x]$. It is generated by $d$ linear forms

$$I = \langle \sum_{j=1}^{n} a_{ij}x_j : i = 1, 2, \ldots, d \rangle.$$

We say that a non-zero linear form in $I$ is a circuit if its set of variables is minimal with respect to inclusion. We say that a $d$-subset $\{j_1, \ldots, j_d\}$ of $\{1, 2, \ldots, n\}$ is a basis if the corresponding $d \times d$-determinant is non-zero. We abbreviate this determinant by

$$D[j_1, \ldots, j_d] := \det \begin{pmatrix} a_{1j_1} & \cdots & a_{1j_d} \\ \vdots & \ddots & \vdots \\ a_{dj_1} & \cdots & a_{dj_d} \end{pmatrix}.$$

The entries $a_{ij}$ in these determinants are the coefficients of the linear forms defining $I$. It is an exercise in linear algebra to show that the circuits are precisely the non-zero linear forms

$$D[k_1, \ldots, k_{d-1}, 1] \cdot x_1 + D[k_1, \ldots, k_{d-1}, 2] \cdot x_2 + \cdots + D[k_1, \ldots, k_{d-1}, n] \cdot x_n \quad (1.1)$$

where $1 \leq k_1 < \cdots < k_{d-1} \leq n$. Hence there are at most $\binom{n}{d-1}$ circuits (up to scaling). For the precise relationship between circuits and bases consult any book on matroid theory.

When applied to an ideal generated by linear forms, the Buchberger algorithm amounts to performing Gaussian elimination on the coefficient matrix. As a consequence of this, we see that every reduced Gröbner basis of $I$ consists of precisely $d$ circuits.

Proposition 1.6. If $I$ is an ideal generated by linear forms, then the set of circuits in $I$ is a minimal universal Gröbner basis of $I$.

Proof: Our discussion above shows that the set of circuits is finite and is a universal Gröbner basis. It remains to be seen that it is minimal, i.e., every circuit $t$ appears in some reduced Gröbner basis. Let $X$ be the set of variables in $t$. Let $\prec$ be an elimination term order such that each variable not in $X$ comes before any variable in $X$, and let $G$ be the reduced Gröbner basis of $I$ with respect to $\prec$. We claim that $t$ appears in $G$. If not, then there exists another linear form $t' \in G$ with the same initial term as $t$. By the elimination property of our term order, every variable appearing in $t'$ must lie in $X$. But then $t - t'$ is a non-zero linear form whose set of variables is strictly contained in $X$. This is a contradiction to the assumption that $t$ is a circuit. ■
We now turn to the representation of term orders by weight vectors. Fix \( \omega = (\omega_1, \ldots, \omega_n) \in \mathbb{R}^n \). For any polynomial \( f = \sum c_i \cdot x^{a_i} \), we define the \textit{initial form} \( \text{in}_\omega(f) \) to be the sum of all terms \( c_i \cdot x^{a_i} \) such that \( \omega \cdot a_i \) is maximal. For an ideal \( I \) we define the \textit{initial ideal} to be the ideal generated by all initial forms:

\[
\text{in}_\omega(I) := \langle \text{in}_\omega(f) : f \in I \rangle.
\]

This ideal need not be a monomial ideal. However, it is whenever \( \omega \) is chosen sufficiently generic. If in addition \( \omega \) is non-negative, then, as we shall see, \( \text{in}_\omega(I) \) is an initial monomial ideal in the earlier sense.

**Example 1.7. (Initial ideals of a principal ideal in two variables)**

Let \( I \) be the ideal generated by \( f(x_1, x_2) = x_1^2 + x_2^2 + x_1 x_2 + x_1 + x_2 + 1 \). If \( \omega = (1,1) \), then \( \text{in}_\omega(I) = \langle x_1^2 + x_2^2 \rangle \) is a monomial ideal. If \( \omega = (1,2) \) then \( \text{in}_\omega(I) = \langle x_1^2 + x_2^2 + x_1 \rangle \) is not a monomial ideal. We invite the reader to determine all initial ideals of \( I \). How many of them are monomial? What happens if \( \omega = (0,0) \)?

Let \( \omega \geq 0 \) and let \( \prec \) be an arbitrary term order. We define a new term order \( \prec_\omega \) as follows: for \( a, b \in \mathbb{N}^n \) we set

\[
\omega \cdot a \prec \omega \cdot b \iff (\omega \cdot a = \omega \cdot b \text{ and } a \prec b).
\]

**Proposition 1.8.** For every ideal \( I \subset k[x] \) we have \( \text{in}_\omega(\text{in}_\omega(I)) = \text{in}_\omega(I) \).

**Proof:** For every polynomial \( f \in k[x] \) we have \( \text{in}_\omega(\text{in}_\omega(f)) = \text{in}_\omega(f) \). This implies that \( \text{in}_\omega(\text{in}_\omega(I)) \) and \( \text{in}_\omega(I) \) contain the same monomials, and hence they are equal.

Proposition 1.8 implies the following two corollaries. The first provides an algorithm for computing (Gröbner bases of) non-monomial initial ideals.

**Corollary 1.9.** If \( \omega \geq 0 \) and \( G \) is a Gröbner basis of \( I \) with respect to \( \prec_\omega \), then \( \{ \text{in}_\omega(g) : g \in G \} \) is a Gröbner basis for \( \text{in}_\omega(I) \) with respect to \( \prec_\omega \).

**Corollary 1.10.** If \( \omega \geq 0 \) and \( \text{in}_\omega(I) \) is a monomial ideal, then \( \text{in}_\omega(I) = \text{in}_\omega(I) \).

**Proof:** Monomial ideals remain fixed under the operation of passing to the initial ideal.

**Proposition 1.11.** For any term order \( \prec \) and any ideal \( I \subset k[x] \), there exists a non-negative integer vector \( \omega \in \mathbb{N}^n \) such that \( \text{in}_\omega(I) = \text{in}_\omega(I) \).

**Proof:** Let \( G = \{ g_1, \ldots, g_r \} \) be the reduced Gröbner basis of \( I \) with respect to \( \prec \). Write

\[
g_i = c_0 x^{a_0} + c_1 x^{a_1} + \cdots + c_n x^{a_n},
\]

where \( \text{in}_\omega(g_i) = x^{a_0} \). We define \( C_{\prec_\omega} \) to be the set of all non-negative vectors \( \omega \in \mathbb{R}^n_+ \) such that \( \text{in}_\omega(g_i) = x^{a_0} \) for \( i = 1, \ldots, r \). Equivalently,

\[
C_{\prec_\omega} := \{ \omega \in \mathbb{R}^n_+ : \omega \cdot (a_0 - a_i) > 0 \text{ for } i = 1, \ldots, r \}.
\]

We claim that \( C_{\prec_\omega} \) is non-empty. Suppose on the contrary that \( C_{\prec_\omega} = \emptyset \). By the Farkas Lemma of Linear Programming (Schrijver 1986; Section 7.8), there exist non-negative integers \( \lambda_{ij}, \) not all zero, such that (componentwise)

\[
\sum_{i=1}^r \sum_{j=1}^r \lambda_{ij} (a_0 - a_i) \leq 0.
\]

By the multiplicativity property of our term order, this translates into

\[
\prod_{i=1}^r \prod_{j=1}^r (x^{a_0})^\lambda_{ij} \leq \prod_{i=1}^r \prod_{j=1}^r (x^{a_i})^\lambda_{ij}.
\]

On the other hand, the requirement \( \text{in}_\omega(g_i) = x^{a_0} \) implies \( x^{a_0} \prec x^{a_i} \), and therefore

\[
\prod_{i=1}^r \prod_{j=1}^r (x^{a_0})^\lambda_{ij} > \sum_{i=1}^r \sum_{j=1}^r (x^{a_i})^\lambda_{ij}.
\]

This is a contradiction, and we conclude that \( C_{\prec_\omega} \) is a non-empty open convex cone.

Choose any \( \omega \in C_{\prec_\omega} \cap \mathbb{Z}^n \). We must show that \( \text{in}_\omega(I) = \text{in}_\omega(I) \). The right hand ideal is generated by the monomials \( \text{in}_\omega(g_i) = \text{in}_\omega(g_i) = x^{a_0} \), and so it is clearly contained in the left hand ideal. If this containment were strict, then it would remain so after passing to the initial ideal with respect to \( \prec \), which means that \( \text{in}_\omega(I) \) is strictly contained in \( \text{in}_\omega(I) \). This is impossible by Proposition 1.1.

If \( \omega \) is any real vector such that \( \text{in}_\omega(I) = \text{in}_\omega(\omega) \) for some term order \( \prec \), then we call \( \omega \) a term order for \( I \). We also say that \( \omega \) represents \( \prec \) for \( I \). We define the Gröbner region \( GR(I) \) to be the set of all \( \omega \in \mathbb{R}^n \) such that \( \text{in}_\omega(I) = \text{in}_\omega(\omega) \) for some \( \omega^\prime \geq 0 \). Clearly, \( GR(I) \) contains the non-negative orthant \( \mathbb{R}^n_+ \).

**Example 1.7. (continued)** The left diagram in Figure 1-1 below depicts the seven monomials appearing in \( f(x_1, x_2) \). Their convex hull is a hexagon. The right diagram is the normal fan of this hexagon. The Gröbner region is the complement of the closed cone which is shaded in white:

\[
GR(I) = \{ (\omega_1, \omega_2) \in \mathbb{R}^2 : \omega_2 > 0 \text{ or } \omega_1 + 2\omega_2 > 0 \}.
\]

When dealing with problems in projective geometry, the given ideal \( I \) is generated by homogeneous polynomials. In this case the Gröbner region is all of \( \mathbb{R}^n \).

**Proposition 1.12.** Suppose that \( I \subset k[x] \) is a homogeneous ideal with respect to some positive grading \( deg(x_i) = d_i > 0 \). Then \( GR(I) = \mathbb{R}^n \).

**Proof:** Given any \( \omega \in \mathbb{R}^n \), there exists \( \lambda > 0 \) such that \( \omega' := \omega + \lambda \cdot (d_1, \ldots, d_n) \) is a positive vector. It suffices to show that \( \text{in}_\omega(I) = \text{in}_\omega(I) \).

If \( f \in I \) is homogeneous with respect to the grading \( deg(x_i) = d_i \), then we have clearly \( \text{in}_\omega(f) = \text{in}_\omega(f) \). Consider a non-homogeneous polynomial \( f \in I \), and write \( f = f_0 + f_1 + f_2 + \cdots + f_r \). For its decomposition into homogeneous components. Since \( I \) is homogeneous, we have \( f_0, f_1, \ldots, f_r \in I \). The initial form of \( f \) equals \( \text{in}_\omega(f) = \text{in}_\omega(f_i) + \cdots + \text{in}_\omega(f_r) \), for a suitable index subset \( \{ i_1, \ldots, i_r \} \). Each summand \( \text{in}_\omega(f_i) \) lies in \( \text{in}_\omega(I) \), and hence so does \( \text{in}_\omega(f) \). This proves that \( \text{in}_\omega(I) \subseteq \omega(I) \). The proof of the reverse inclusion is analogous.
We close this section with an identity which will be useful in the next chapter.

**Proposition 1.13.** Let \( I \subset k[x] \) be an ideal, \( \omega, \omega' \in \mathbb{R}^n \) and \( \epsilon > 0 \) sufficiently small. Then
\[
in_{\omega}(in_{\omega}(I)) = in_{\omega + \epsilon \omega'}(I). \tag{1.3}
\]

**Proof:** Let \( G \) be the reduced Gröbner basis of \( I \) with respect to the term order \( \prec_{\omega + \epsilon \omega'} \). For each \( g \in G \) we have \( in_{\omega}(in_{\omega}(g)) = in_{\omega + \epsilon \omega'}(g) \). Using Corollary 1.9, this implies that the right hand side of (1.3) is contained in the left hand side, provided \( \epsilon \) is sufficiently small. If this containment were proper, then it would be proper after passing to initial monomial ideals with respect to \( \prec \). But this is impossible by Proposition 1.1. ■

**Exercises:**

1. Let \( I \) be the ideal generated by the nine \( 2 \times 2 \)-minors of a \( 3 \times 3 \)-matrix of indeterminates. Find a universal Gröbner basis. How many distinct initial ideals \( in_{\prec}(I) \) are there?

2. Let \( \mathcal{U} \) be a universal Gröbner basis for an ideal \( I \) in \( k[x_1, \ldots, x_n] \). Show that, for every subset \( Y \subseteq \{ x_1, \ldots, x_n \} \), the elimination ideal \( I \cap k[Y] \) is generated by \( \mathcal{U} \cap k[Y] \). Is this property sufficient for a set \( \mathcal{U} \) to be a universal Gröbner basis?

3. Compute all circuits in the following ideal of linear forms
\[
I = (2x_1 + x_2 + x_3, x_2 + 2x_4 + x_5, x_3 + x_5 + 2x_6).
\]

What would be a good algorithm for computing circuits in general?

4. Show that \( in_{\omega}(f \cdot g) = in_{\omega}(f) \cdot in_{\omega}(g) \) for \( f, g \in k[x] \). Show that \( in_{\omega}(I \cdot J) \supseteq in_{\omega}(I) \cdot in_{\omega}(J) \) for ideals \( I \) and \( J \). Find \( I \) and \( J \) where this containment is proper.

5. Let \( I = (f(x_1, x_2, x_3)) \) be a principal ideal for \( n = 3 \). Explain how to determine the Gröbner region \( GR(I) \) and how to enumerate all the distinct initial ideals of \( I \).

6. Let \( I \) be an ideal in \( k[x_1, x_2] \) generated by polynomials of degree at most \( d \). Give an upper bound (in \( d \)) on the number of distinct initial monomial ideals of \( I \).

**Notes:**
A standard reference on Gröbner bases and the Buchberger algorithm is (Buchberger 1985). The most conceptual approach to the topics in Chapters 1, 2 and 3 is the interpretation of Gröbner bases computations as a torus action on the Hilbert scheme. This geometric point of view was developed in the thesis of D. Bayer (1982). Universal Gröbner bases were introduced in (Weispfenning 1987) and (Schwartz 1988). Their existence and finiteness follows also from the general doubly-exponential degree bounds for Gröbner bases, see e.g. (Möller & Mora 1984). The more direct proof of Theorem 1.2 given here is due to A. Logar. It appeared in (Mora & Robbiano 1988). In that paper the concepts of the Gröbner fan and the Gröbner region were introduced. The representation of term orders by weight vectors was pioneered by Ostrowski (1921).
CHAPTER 2

The State Polytope

In the first half of this chapter we review some basic concepts from polyhedral geometry. In the second half we introduce the state polytope of an ideal $I$. It has the property that its vertices are in a natural bijection with the distinct initial ideals $in_<(I)$.

A polyhedron is a finite intersection of closed half-spaces in $\mathbb{R}^n$. Thus a polyhedron $P$ can be written as $P = \{x \in \mathbb{R}^n : A \cdot x \leq b\}$, where $A$ is a matrix with $n$ columns. If $b = 0$ then there exist vectors $u_1, \ldots, u_m \in \mathbb{R}^n$ such that

$$P = pos(\{u_1, \ldots, u_m\}) := \{\lambda_1 u_1 + \cdots + \lambda_m u_m : \lambda_1, \ldots, \lambda_m \in \mathbb{R}_+\}.$$  \hspace{1cm} (2.1)

A polyhedron of the form (2.1) is called a (polyhedral) cone. Here and throughout this book $\mathbb{R}_+$ denotes the non-negative reals. The polar of a cone $C$ is defined as

$$C^* = \{\omega \in \mathbb{R}^n : \omega \cdot c \leq 0 \ \text{for all} \ c \in C\}.$$  \hspace{1cm} (2.2)

A polyhedron $Q$ which is bounded is called a polytope. Every polytope $Q$ can be written as the convex hull of a finite set of points

$$Q = conv(\{v_1, \ldots, v_m\}) := \{\sum_{i=1}^m \lambda_i v_i : \lambda_1, \ldots, \lambda_m \in \mathbb{R}_+, \sum_{i=1}^m \lambda_i = 1\}.$$  \hspace{1cm} (2.2)

Here are two examples of 3-dimensional polytopes:

![Figure 2-1. The cube and the octahedron.](image-url)
Let $P$ be any polyhedron in $\mathbb{R}^n$ and $\omega \in \mathbb{R}^n$, viewed as a linear functional. We define
\[
face_\omega(P) := \{ u \in P : \omega \cdot u \geq \omega \cdot v \text{ for all } v \in P \}.
\]
Every subset $F$ of $P$ which has this form, that is, which maximizes some linear functional, is called a face of $P$. Note that $F = face_0(P)$ is a face of itself. For instance, each of the two polytopes in Figure 2-1 has exactly 27 faces. Their dimensions range from 0 to 3.

The relation among polyhedra "is a face of" is transitive, because of the following basic identity:
\[
face_\omega(face_\epsilon(P)) = face_{\omega + \epsilon \omega}(P) \quad \text{for } \epsilon > 0 \text{ sufficiently small.} \tag{2.3}
\]
We illustrate this identity for the 3-dimensional cube. Here $face_\epsilon(P)$ is the upper backward edge and $\omega$ is the vector pointing straight to the right.

![Figure 2-2. Illustration of identity (2.3).](image)

The dimension of a face $F$ of a polyhedron $P$ is the dimension of its affine span, and its codimension is $\text{codim}_P(F) := \dim(P) - \dim(F)$. A face of codimension 1 is a facet. Faces of dimension 0 and 1 are called vertices and edges respectively. Every polytope is the convex hull of its vertices, and every cone is the positive hull of its edges. This makes the representations (2.2) and (2.1) unique and minimal.

**Proposition 2.1.** Every polyhedron $P$ can be written as the sum $P = Q + C$ of a polytope $Q$ and a cone $C$. The cone $C$ is unique and is called the recession cone of $P$.

**Proof:** See Section 8.2 in (Schrijver 1986).

The sum in Proposition 2.1 is defined via Minkowski addition of polyhedra,
\[
P_1 + P_2 := \{ p_1 + p_2 : p_1 \in P_1, p_2 \in P_2 \}.
\]
A basic fact about the Minkowski sum operation is the additivity of faces:
\[
face_\omega(P_1 + P_2) = face_\omega(P_1) + face_\omega(P_2). \tag{2.4}
\]
This implies the following remark: if $v$ is a vertex of $P_1 + P_2$ then there exist unique vertices $p_1$ of $P_1$ and $p_2$ of $P_2$ such that $v = p_1 + p_2$. The Minkowski sum of two polygons is computed as follows:

![Figure 2-3. Minkowski addition of two quadrangles.](image)

Every vertex of the Minkowski sum is a sum of vertices of the summands. Certain sums of vertices do not give vertices but interior points of the Minkowski sum. These are indicated by circles in Figure 2-3. Note also that every edge of $P_1 + P_2$ is a parallel translate of an edge of $P_1$ or of an edge of $P_2$.

A (polyhedral) complex $\Delta$ is a finite collection of polyhedra in $\mathbb{R}^n$ such that
(i) if $P \in \Delta$ and $F$ is a face of $P$, then $F \in \Delta$;
(ii) if $P_1, P_2 \in \Delta$, then $P_1 \cap P_2$ is a face of $P_1$ and of $P_2$.

The support of a complex $\Delta$ is $|\Delta| := \bigcup_{P \in \Delta} P$. A complex $\Delta$ which consists of cones is called a fan. A fan $\Delta$ is complete if $|\Delta| = \mathbb{R}^n$.

If $P \subseteq \mathbb{R}^n$ is a polyhedron and $F$ a face of $P$, then the normal cone $N_P(F)$ at $P$ is
\[
N_P(F) = \{ \omega \in \mathbb{R}^n : face_\omega(P) = F \}.
\]
Note that $\dim(N_P(F)) = n - \dim(F)$. If $F$ and $F'$ are faces of $P$, then $F'$ is a face of $F$ if and only if $N_P(F)$ is a face of $N_P(F')$. Hence the collection of normal cones $N_P(F)$, where $F$ ranges over the faces of $P$, is a fan. This fan is denoted $\mathcal{N}(P)$ and called the normal fan of $P$. The support of $\mathcal{N}(P)$ equals the polar $C^*$ of the recession cone $C$ in the decomposition of $P$ given in Proposition 2.1. The cone $C^*$ has a simple interpretation in terms of linear programming: it consists of those linear functionals $\omega$ which give a bounded solution when maximized over $P$.

If $Q$ is a polytope, then its recession cone is $\{0\}$, and its normal fan $\mathcal{N}(Q)$ is a complete fan. Two polytopes $Q$ and $Q'$ are called strongly isomorphic if $\mathcal{N}(Q) = \mathcal{N}(Q')$. In Figure 2-4 we depict two strongly isomorphic hexagons.

Let us now see how these concepts of polyhedral geometry are related to the primitives of computational algebra. With every polynomial $f = \sum_{i=1}^m a_i \cdot x^i$ in $k[x]$ we associate the Newton polytope $\text{New}(f) := \text{conv} \{ a_i : i = 1, \ldots, m \}$ in $\mathbb{R}^n$. The algebraic operation of multiplication corresponds to the geometric operation of Minkowski addition.

**Lemma 2.2.** $\text{New}(f \cdot g) = \text{New}(f) + \text{New}(g)$.

**Proof:** It suffices to show that both polytopes have the same vertices. We first
We first prove the inclusion \( \supseteq \) in (2.6). If \( \omega' \) lies in the right-hand side of (2.6), then \( in_{\omega'}(I) = \langle in_{\omega'}(g) : g \in \mathcal{G} \rangle \subseteq in_{\omega}(I) \). If this inclusion of ideals were proper, then the same would be true for their initial ideals:
\[
in_{\omega'}(I) = \langle in_{\omega'}(I) \rangle \subset in_{\omega}(I).
\]
(Here we are using Proposition 1.8). But, in view of Proposition 1.1, it is impossible to have a proper inclusion among two initial monomial ideals of \( I \), and therefore \( in_{\omega}(I) = in_{\omega'}(I) \).

To prove the inclusion \( \subseteq \) in (2.6), suppose that \( \omega' \in C[\omega] \). By Corollary 1.9, the set \( in_{\omega}(\mathcal{G}) = \{ in_{\omega}(g) : g \in \mathcal{G} \} \) is the reduced Gröbner basis of \( in_{\omega}(I) = in_{\omega'}(I) \) with respect to \( \prec \). Fix \( g \in \mathcal{G} \). Then \( in_{\omega}(g) \) reduces to zero with respect to \( in_{\omega}(\mathcal{G}) \) using the term order \( \prec \). This implies that the monomial \( m := in_{\omega}(g) \) must appear in \( in_{\omega'}(g) \), because all other monomials of \( g \) do not lie in \( in_{\omega}(I) = in_{\omega'}(I) \). We write \( in_{\omega}(g) = m + h \) and \( in_{\omega'}(g) = m + h' \) where \( h \) and \( h' \) are \( k \)-linear combinations of such standard monomials. After the first step of the above zero-reduction we arrive at the polynomial \( h' - h \), which lies in \( in_{\omega}(I) \). However, none of the terms appearing in \( h' - h \) lies in \( in_{\omega'}(I) = in_{\omega}(I) \). Therefore \( h' - h \) is the zero polynomial, and we conclude that \( in_{\omega}(g) = in_{\omega'}(g) \). This completes the proof.

We remark that formula (2.6) has the following geometric reformulation in terms of (normal cones of the Newton polytopes of) the reduced Gröbner basis \( \mathcal{G} \):
\[
C[\omega] = \mathcal{N}_{Q}(face_{\omega}(Q)), \quad \text{where } Q := \text{New}(\prod_{g \in \mathcal{G}} g) = \sum_{g \in \mathcal{G}} \text{New}(g). \tag{2.6'}
\]
We define the Gröbner fan \( GF(I) \) to be the set of closed cones \( \overline{C[\omega]} \) for all \( \omega \in \mathbb{R}^{n} \). The usage of this term is justified by the following proposition.

**Proposition 2.4.** The Gröbner fan \( GF(I) \) is a fan.

**Proof:** Let \( \omega' \) be any vector in the closure \( C[\omega] \) of an equivalence class \( C[\omega] \). Then \( in_{\omega}(I) \) is an initial ideal of \( in_{\omega'}(I) \), and hence there exists a term order \( \prec \) such that \( in_{\omega'}(I) = in_{\omega}(I) \). Let \( Q \) be the reduced Gröbner basis of \( I \) with respect to \( \prec \), and let \( Q \) be the polytope defined in (2.6). Since \( Q \) is the reduced Gröbner basis for \( \prec \), as well, the equivalence classes \( C[\omega] \) and \( C[\omega'] \) are outer normal cones of the same polytope:
\[
C[\omega] = \mathcal{N}_{Q}(face_{\omega}(Q)) \quad \text{and} \quad C[\omega'] = \mathcal{N}_{Q}(face_{\omega'}(Q)).
\]
Our hypothesis implies that the polytope \( face_{\omega}(Q) \) is a face of the polytope \( face_{\omega'}(Q) \), and therefore the closed convex cone \( \overline{C[\omega]} \) is a face of the closed convex cone \( \overline{C[\omega']} \).

We must show that \( GF(I) \) satisfies the two axioms (i) and (ii) for being a complex. To verify axiom (i), let \( F \) be any face of the closure of an equivalence class \( C[\omega] \). If \( \omega' \) is any vector in the relative interior of \( F \), then the argument in the previous paragraph shows that \( F = C[\omega] \) is a face of \( C[\omega'] \). To verify axiom (ii), let \( \omega, \omega' \in \mathbb{R}^{n} \) and consider the closed convex cone \( P := \overline{C[\omega] \cap C[\omega']} \). We have proved that, for every \( \omega' \in P \), the cone \( \overline{C[\omega']} \) is a face of \( \overline{C[\omega]} \) and a face of \( \overline{C[\omega']} \). Hence \( P \) is a finite union of such common faces. But an irreducible union of faces of \( C[\omega] \) can only be convex if this union is a singleton. We conclude that \( P \) is itself a common face of both \( \overline{C[\omega]} \) and \( \overline{C[\omega']} \).
We now come to the main theorem in this chapter. From now on we shall assume that $I$ is homogeneous with respect to some positive grading, say, $\text{deg}(x_i) = d_i > 0$.

**Theorem 2.5.** Let $I$ be a homogeneous ideal in $k[x]$. There exists a polytope $\text{State}(I) \subset \mathbb{R}^n$ whose normal fan $\mathcal{N}(\text{State}(I))$ coincides with the Gröbner fan $\mathcal{G}(I)$.

The polytope $\text{State}(I)$ in Theorem 2.5 will be called the *state polytope* of $I$. Its construction goes as follows. The degree of a monomial in the given grading is $\text{deg}(x^n) = \sum_{i=1}^{m} d_i$. We write $I_d$ for the vector $I_d$ of homogeneous polynomials of degree $d$ in $I$. If $M$ is any monomial ideal, then $\sum M_d$ denotes the sum of all vectors $x^n$ such that $x^n$ has degree $d$ and lies in $M$. We define

$$\text{State}_d(I) := \text{conv}\{ \sum_{d=1}^{D} \text{State}_d(I) : \prec \text{any term order} \}.$$  
(2.7)

Let $D$ be the largest degree of any element in a minimal universal Gröbner basis of $I$. We define our polytope of interest as the Minkowski sum

$$\text{State}(I) := \sum_{d=1}^{D} \text{State}_d(I).$$  
(2.8)

The following lemma generalizes formula (2.5).

**Lemma 2.6.** For all $\omega \in \mathbb{R}^n$ we have $\text{face}_{\omega}(\text{State}_d(I)) = \text{State}_d(\text{in}_d(I))$.

**Proof:** First suppose that $\omega$ is generic in $\mathbb{R}^n$, so that $\text{in}_d(I)$ is a monomial ideal and $\text{face}_{\omega}(\cdot)$ selects a vertex of the state polytope. Let $x^n_1, \ldots, x^n_m$ be all monomials of degree $d$, and let $r := \text{dim}(I_d) \leq m$. Let $< \text{be any term order such that face}_{\omega}(\text{State}_d(I)) = \{ \sum_{d=1}^{D} \text{in}_d(I) \}$. After relabeling we may suppose that $x^n_1, \ldots, x^n_r$ are precisely the monomials in $\text{in}_d(I)$. Since the standard monomials form a basis modulo $I$, there exist polynomials

$$x^n_i - \sum_{j=r+1}^{m} c_{ij} x^n_j \in I_d \quad \text{for} \quad i = 1, 2, \ldots, r.$$  

In each of these $r$ equations the respective first term is the $\omega$-largest, i.e., $\omega \cdot x^n_i > \omega \cdot x^n_j$ whenever $c_{ij} \neq 0$. Recall that $\text{State}_d(\text{in}_d(I)) = \{ \text{in}_d(I) \}$.

The vertex $\text{face}_{\omega}(\text{State}_d(I))$ is equal to $\text{in}_d(I)$. Hence, the equation claimed in Lemma 2.6 were not true. By the definition of the operator $\text{face}_{\omega}(\cdot)$, this implies $\omega \cdot (a_1 + \cdots + a_r) > \omega \cdot (a_1 + \cdots + a_r)$. By Steinitz' basis exchange applied to the vector space $(k[x]/I)_d$, we can pass from the sum $a_1 + \cdots + a_r$ to the sum $a_1 + \cdots + a_r$ by a sequence of replacements $a_i \mapsto a_j$, with $c_{ij} \neq 0$ as above. We have seen in the previous paragraph that each of these replacements decreases the value of the linear functional $\omega$. This is a contradiction. We have shown that the assertion of Lemma 2.6 holds for almost all $\omega \in \mathbb{R}^n$.

To prove Lemma 2.6 in general, we shall show that both polytopes have the same vertices. Let $\omega'$ be a generic vector in $\mathbb{R}^n$. Then, for $e > 0$ sufficiently small, $\text{face}_{\omega'}(\text{face}_{\omega}(\text{State}_d(I))) = \text{face}_{\omega' + e\omega}(\text{State}_d(I))$

$$= \text{State}_d(\text{in}_{\omega'}(\text{in}_d(I))) = \text{State}_d(\text{in}_d(I)).$$

Here the second and the fourth equation use the generic case established above. ■

**Corollary 2.7.** If $\prec, \prec'$ are two distinct term orders, then $\text{in}_{\omega}(I) \neq \text{in}_{\omega'}(I)$ implies $\text{in}_{\omega}(I) \neq \text{in}_{\omega'}(I)$.

**Proof of Theorem 2.5:** We must show that the Gröbner fan $\mathcal{G}(I)$ equals the fan $\mathcal{N}(\text{State}(I))$. Note that $\mathcal{G}(I)$ is a polyhedral complex by Proposition 2.4. All faces of a polyhedral complex are determined by the maximal faces. Therefore two polyhedral complexes coincide if and only if their maximal faces coincide. Thus it suffices to show that the maximal (open) cones in $\mathcal{G}(I)$ coincide with the maximal (open) cones in $\mathcal{N}(\text{State}(I))$. Equivalently, we must show that $\text{in}_{\omega}(I) = \text{in}_{\omega'}(I)$ if and only if $\text{face}_{\omega}(\text{State}(I)) = \text{face}_{\omega'}(\text{State}(I))$, for any two generic vectors $\omega, \omega'$ in $\mathbb{R}^n$.

Two homogeneous ideals are equal if and only if they agree in each degree. By definition, the integer $D$ appearing in (2.8) is a universal bound for the degrees of minimal generators for these ideals. Therefore

$$\text{in}_{\omega}(I) = \text{in}_{\omega'}(I) \iff \text{in}_{\omega}(I) = \text{in}_{\omega'}(I) \quad \text{for all} \quad d = 1, 2, \ldots, D.$$  
(2.9)

Also note that, by (2.4), we have

$$\text{face}_{\omega}(\text{State}(I)) = \sum_{d=1}^{D} \text{face}_{\omega}(\text{State}_d(I)).$$  
(2.10)

Passing to the indefinite article, we say that a polytope $Q \in \mathbb{R}^n$ is a *state polytope* for a given ideal $I \subset k[x]$ if it is strongly isomorphic to $\text{State}(I)$. In other words, a polytope $Q$ is a state polytope for $I$ if its normal fan $\mathcal{N}(Q)$ equals the Gröbner fan $\mathcal{G}(I)$.

We shall now discuss state polytopes for three families of examples.

**Proposition 2.8.** Let $f$ be a homogeneous polynomial and $I = (f)$ the principal ideal it generates. Then the Newton polytope $\text{New}(f)$ is a state polytope for $f$.  

**Proof:** The singleton $(f)$ equals the reduced Gröbner basis with respect to any term order. From (2.6) we see that $C[f] = \mathcal{N}(\text{New}(f))$, i.e., the equivalence classes of term orders are the normal cones of the Newton polytope $\text{New}(f)$. ■

**Corollary 2.9.** Let $\mathcal{G}$ be a universal Gröbner basis of $I$ which is a reduced Gröbner basis of $I$ with respect to every term order. Then $\sum_{g \in \mathcal{G}} \text{New}(g)$ is a state polytope for $I$.

**Example 2.10.** ($2 \times 2$-minors of a $2 \times 3$-matrix) Recall from Example 1.4 that $\mathcal{G} = \{ x_{11}x_{22} - x_{12}x_{21}, x_{11}x_{23} - x_{13}x_{21}, x_{12}x_{23} - x_{13}x_{22} \}$.
is the reduced Gröbner basis for every term order. We can thus apply Corollary 2.9. The three Newton polytopes $\text{New}(x_{i_1}x_{j_2} - x_{i_2}x_{j_1})$ are line segments lying in a two-dimensional linear subspace of $\mathbb{R}^6$. The symmetry group $S_6$ permutes them. The Minkowski sum of the three segments is a centrally symmetric hexagon. (In particular, $\dim(\text{State}(I)) = 2$.)

We finally consider an ideal $I$ generated by linear forms (cf. Example 1.5 and Proposition 1.6). Here Proposition 2.9 does not apply, because the set of all circuits is not a reduced Gröbner basis for $I$. As in Chapter 1 we let $d$ denote the dimension of the space of linear forms in $I$. We say that a $d$-subset $\{i_1, \ldots, i_d\}$ of $\{1, \ldots, n\}$ is a basis if the $(n-d)$-set $\{x_{i_1}, \ldots, x_{i_d}\}$ is linearly independent modulo $I$. The matroid polytope of the linear ideal $I$ is defined as

$$\text{Mat}(I) := \text{conv}\{e_{i_1} + \cdots + e_{i_d} : \{i_1, \ldots, i_d\} \text{ basis}\}.$$

(2.11)

This polytope plays a fundamental role in combinatorial optimization.

**Proposition 2.11.** If $I$ is an ideal generated by linear forms, then its matroid polytope $\text{Mat}(I)$ is a state polytope for $I$.

**Proof:** We first note that the degree bound $D$ used in (2.8) is equal to 1. Therefore $\text{State}(I) = \text{State}_1(I)$. Next we claim that the initial ideals of $I$ are precisely the ideals $\langle x_{i_1}, \ldots, x_{i_d} \rangle$, where $\{i_1, \ldots, i_d\}$ runs over all bases. Clearly, every initial ideal has this form. Conversely, given any ideal of this form, then its own incidence vector $\omega := e_{i_1} + \cdots + e_{i_d}$ selects $\text{in}_\omega(I) = \langle x_{i_1}, \ldots, x_{i_d} \rangle$. Therefore the convex hull in (2.11) coincides with the convex hull in (2.7), and we are done. ■

**Exercises:**

1. Show that every complete fan in $\mathbb{R}^2$ is the normal fan of a polytope. Give an example of a complete fan in $\mathbb{R}^3$ which is not the normal fan of a polytope.
2. Consider the monomial ideals $M_1 = \langle x^3, y^3, x^2y^2 \rangle$ and $M_2 = \langle x^2y, xy^2, x^4, y^4 \rangle$. Does there exist an ideal $I \subset k[x, y]$ and two term orders $\prec_1$ and $\prec_2$ such that $\text{in}_{\prec_1}(I) = M_1$ and $\text{in}_{\prec_2}(I) = M_2$?
3. Compute the matroid polytope for the linear ideal in Exercise (3) of Chapter 1.
4. Let $I$ be an ideal in $k[x_1, \ldots, x_n]$, $Y \subset \{x_1, \ldots, x_n\}$ a subset of the variables, and $I \cap k[Y]$ the corresponding elimination ideal.
   a. Show that $\text{State}(I \cap k[Y])$ appears as a face of $\text{State}(I)$.
   b. Give an example which shows that this face is generally not unique.
5. Determine the state polytope and Gröbner fan for the ideal of $2 \times 2$-minors of a $2 \times m$-matrix of indeterminates.
6. Explain the relationship between $\text{State}(I + (x_i))$ and $\text{State}(I)$.
7. Given two ideals $I_1$ and $I_2$ in the polynomial ring $k[x]$, what is the relationship between the polytopes $\text{State}(I_1, I_2)$ and $\text{State}(I_1) + \text{State}(I_2)$?
8. Show that an ideal $I$ is a monomial ideal if and only if $\dim(\text{State}(I)) = 0$.

Give a characterization of all ideals whose state polytope is one-dimensional.
Variation of Term Orders

In this chapter we discuss algorithmic issues in Gröbner basis theory which involve the variation of term orders for a fixed ideal $I$. The global "combinatorial space" for studying such variations is the state polytope $\text{State}(I)$, or, equivalently, the Gröbner fan $\text{GF}(I)$. In what follows we let $I$ denote a fixed ideal in $k[x]$, and we assume that $I$ is homogeneous with respect to some positive grading $\deg(x_i) = d_i > 0$. Our first topic is algorithms for computing the state polytope and a universal Gröbner basis of $I$.

For the computation of the state polytope $\text{State}(I)$, it is useful to have the following easy formula for its dimension. If $\mathcal{F}$ is any finite set of polynomials in $k[x]$, then we abbreviate the Minkowski sum of their Newton polytopes as follows:

$$\text{New}(\mathcal{F}) := \sum_{f \in \mathcal{F}} \text{New}(f) = \text{New} \left( \prod_{f \in \mathcal{F}} f \right).$$ (3.1)

We call $\text{New}(\mathcal{F})$ the Newton polytope of the set $\mathcal{F}$.

**Lemma 3.1.** Let $\mathcal{G}$ be any reduced Gröbner basis for $I$. Then the affine span of $\text{New}(\mathcal{G})$ and the affine span of $\text{State}(I)$ are parallel linear subspaces in $\mathbb{R}^n$. In particular,

$$\dim \left( \text{New}(\mathcal{G}) \right) = \dim \left( \text{State}(I) \right).$$ (3.2)

**Proof:** Let $\omega \in \mathbb{R}^n$ be a weight vector for the Gröbner basis $\mathcal{G}$. Then $v := \text{face}_\omega(\text{New}(\mathcal{G}))$ is a vertex of $\text{New}(\mathcal{G})$, and $v' := \text{face}_\omega(\text{State}(I))$ is a vertex of $\text{State}(I)$. It was shown in equation (2.6') that the normal cone of $v$ at $\text{New}(\mathcal{G})$ is equal to the normal cone of $v'$ at $\text{State}(I)$. This cone is denoted $C[\omega]$ (see (2.6)). Consider the linearity space of this cone, $C[\omega] \cap -C[\omega]$. This linear subspace is the orthogonal complement of the affine span of $\text{New}(\mathcal{G})$, and it is also the orthogonal complement of the affine span of $\text{State}(I)$.\n
Our first algorithm computes the state polytope $\text{State}(I)$ by an incremental method. The basic idea is to construct an increasing sequence of polytopes by computing Gröbner bases for more and more term orders. Each polytope $P$ in this sequence is stored by the list of its vertices and the list of its facets $F$. Each facet $F$ consists of the following data: an outer normal vector $\omega \in \mathcal{N}_P(F)$ and the list of all vertices of $P$ which lie on $F$.

**Algorithm 3.2.** (Computing the state polytope)

**Input:** Generators of a homogeneous ideal $I$ in $k[x]$. A tentative maximum degree $D$.

**Output:** Vertices and facets of the state polytope $\text{State}(I)$.

0. Fix an arbitrary tie breaking term order $\prec$. 

1. ...
1. Compute the reduced Gröbner basis \( G \) of \( I \) with respect to \( \prec \).

2. Let \( L \subseteq \mathbb{R}^n \) be the linear subspace which is parallel to the affine span of the Newton polytope \( \text{New}(G) \). Fix a basis of \( L \). Let \( r := \dim(L) \).

3. Choose \( r+1 \) vectors \( \omega_1, \ldots, \omega_{r+1} \in L \) whose positive span equals \( L \).

4. For \( i = 1, 2, \ldots, r+1 \) compute the reduced Gröbner basis \( G_i \) for \( I \) with respect to \( \prec_{\omega_i} \). If the maximum degree \( D_i \) of an element in \( G_i \) is larger than \( D \), then replace \( D \) by that \( D_i \). For \( i = 1, 2, \ldots, r+1 \) compute \( v_i := \sum_{d \in D} \text{in}_{\prec_{\omega_i}}(I)_d \).

5. Let \( P := \text{conv}(v_1, v_2, \ldots, v_{r+1}) \). Let \( \text{activefacets} \) be the set of facets of \( P \), where each facet \( F \) is a pair (set of vertices, normal vector). Set \( \text{passivefacets} := \emptyset \).

6. While \( \text{activefacets} \) is non-empty do
   
   6.1. Pick any facet \( F = (V, \omega) \in \text{activefacets} \). Remove \( (V, \omega) \) from \( \text{activefacets} \).

   6.2. Compute the reduced Gröbner basis \( G \) for \( I \) with respect to \( \prec_{\omega} \). If the maximum degree \( D' \) of an element in \( G \) is larger than \( D \), then replace \( D \) by \( D' \) and return to step 3. Otherwise compute \( v := \sum_{d \in D} \text{in}_{\prec_{\omega}}(I)_d \).

   6.3. If \( v \in V \) then set \( \text{activefacets} := \text{activefacets} \cup \{(V, \omega)\} \).

   6.4. If \( v \notin V \) then compute the new polytope \( P := \text{conv}(P \cup \{v\}) \) using the beyond-beneath technique. Update the sets \( \text{activefacets} \) and \( \text{passivefacets} \) accordingly. (Note: all new facet normals \( \omega \) are to be chosen in the subspace \( L \).)

7. Output the polytope \( P \). Its set of facets equals \( \text{passivefacets} \).

This algorithm description is very coarse. A few comments are in place. The choice of \( r+1 \) positively spanning vectors in step 3 has the effect that the polytope \( P \) in step 5 has dimension \( r = \dim(\text{State}(I)) \), by Lemma 3.1. This simplifies the subsequent computations because, by restricting to the subspace \( L \), we are dealing with full-dimensional polytopes only. This consideration makes each normal vector \( \omega \) computed in step 6.4 unique up to a positive scalar multiple. The beyond-beneath technique called upon in step 6.4 is the characterization of the face\((s)\) of the enlarged polytope \( \text{conv}(P \cup \{v\}) \) in terms of the face\((s)\) of \( P \) and their relative position (beyond-beneath) to the new point \( v \). The beyond-beneath technique is introduced in (Grünbaum 1967). An algorithmic version can be found in Section 8.4 of (Edelsbrunner 1987). We refer to these two books for details on how to implement step 6.4.

The correctness of Algorithm 3.2 can be seen as follows: At each stage in the procedure, \( P \) is a full-dimensional subpolytope of \( \text{State}(I) \). They fail to be equal if and only if there exists a linear functional \( \omega \) whose maximum over \( \text{State}(I) \) is larger than its maximum over \( P \). Here it suffices to consider only \( \omega \)'s which are outer normal vectors to facets of \( P \). Moreover, the facets in \( \text{passivefacets} \) need not be tested, since each of them was already shown to span the supporting hyperplane to a facet of \( \text{State}(I) \). In summary, the subpolytope \( P \) fails to be equal to \( \text{State}(I) \) if and only if there exists \( (V, \omega) \in \text{activefacets} \) such that \( V \notin V \in \text{step 6.4} \). This shows the correctness of Algorithm 3.2.

We remark that if we return from step 6.2 to step 3 then, as it stands, all \( \text{activefacets} \) and all \( \text{passivefacets} \) are discarded. In any practical implementation

Algorithm 3.2 should be reorganized to be less wasteful and thus more efficient.

A byproduct of Algorithm 3.2 is the generation of a universal Gröbner basis \( \mathcal{U} \) for the ideal \( I \). We simply define \( \mathcal{U} \) as the union of all reduced Gröbner bases \( G_i \) and \( \mathcal{U} \) which were computed along the way. In fact, the knowledge of the state polytope \( \text{State}(I) \) of a homogeneous ideal \( I \) is essentially equivalent to the knowledge of a universal Gröbner basis \( \mathcal{U} \) for \( I \). We shall present algorithms for converting \( \text{State}(I) \) into \( \mathcal{U} \) and conversely.

**Algorithm 3.3.** (From the state polytope to a universal Gröbner basis)

**Input:** The state polytope \( \text{State}(I) \) of a homogeneous ideal \( I \) in \( k[x] \).

**Output:** A universal Gröbner basis \( \mathcal{U} \) of \( I \).

1. Let \( \mathcal{U} := \emptyset \). Set \( P = \text{State}(I) \). Fix any tie breaking term order \( \prec \).

2. For each vertex \( v \) of \( P \) do:
   
   2.1 Choose any vector \( \omega \) in the open cone \( N_P(\{v\}) \).
   
   2.2 Compute the reduced Gröbner basis \( G \) of \( I \) with respect to \( \prec_{\omega} \).
   
   2.3 Set \( \mathcal{U} := \mathcal{U} \cup G \).

For the converse direction we shall make use of the following fact.

**Proposition 3.4.** Let \( \mathcal{U} \) be a universal Gröbner basis of a homogeneous ideal \( I \). Then the state polytope \( \text{State}(I) \) is a Minkowski summand of the Newton polytope \( \text{New}(\mathcal{U}) \).

**Proof:** We must show that the normal fan of \( \text{New}(\mathcal{U}) \) refines the Gröbner fan \( \text{GF}(I) \). Suppose \( \omega, \omega' \in \mathbb{R}^n \) lie in the same cell of the normal fan of \( \text{New}(\mathcal{U}) = \sum_{p \in \mathcal{U}} \text{New}(p) \). Then \( \text{in}_{\omega}(p) = \text{in}_{\omega'}(p) \) for all \( p \in \mathcal{U} \). By Corollary 1.9 and the universal Gröbner basis property of \( \mathcal{U} \), this implies \( \text{in}_{\omega}(I) = \text{in}_{\omega'}(I) \), i.e., \( \omega \) and \( \omega' \) lie in the same cell of \( \text{GF}(I) \).

**Algorithm 3.5.** (From a universal Gröbner basis to the state polytope)

**Input:** A universal Gröbner basis \( \mathcal{U} \) of a homogeneous ideal \( I \) in \( k[x] \).

**Output:** The state polytope \( \text{State}(I) \).

1. Let \( P \) be the maximum degree of any element in \( \mathcal{U} \).
   
   1.1 Compute the Minkowski sum of the Newton polytopes:
   
   \[ \text{New}(P) = \sum_{p \in \mathcal{U}} \text{New}(p) \]

2. For each vertex \( v \) of \( \text{New}(p) \) do:
   
   2.1 Select any vector \( \omega \) in the open cone \( N_{\text{New}(\mathcal{U})}(\{v\}) \).
   
   2.2 Read off the initial monomial ideal \( \text{in}_{\omega}(I) = \langle \text{in}_{\omega}(p) : p \in \mathcal{U} \rangle \).
   
   2.3 Compute the corresponding vertex of the state polytope:
   
   \[ \text{in}_{\omega}(I)_d \]

   If this vertex has not been computed previously, then output it now.

The correctness of Algorithm 3.5 follows from Proposition 3.4. Again, what is written here is only a crude outline. For instance, it is a non-trivial issue how to implement step 1. Techniques for computing Minkowski sums can be found in (Gritzmann & Sturmfels 1993). If step 1 computes all faces of \( P \), not just the vertices, then the same can be done for the state polytope in step 2. The point is that the normal fan of \( \text{State}(I) \) is obtained from the normal fan of \( P \) by identifying certain adjacent cones. An alternative way of performing the task of Algorithm 3.5
is to run Algorithm 3.2 on the input $U$. In that case the Gröbner basis computations in steps 1, 4 and 6.2 are redundant, since $U$ is already a universal Gröbner basis. It would be interesting to compare these two approaches experimentally.

Algorithms 3.2 and 3.5 for computing the state polytope are global in the sense that they make little use of the local polyhedral information contained in each reduced Gröbner basis. An alternative algorithm is to construct the state polytope by a local search along its edge graph. Here is the general scheme for carrying out such a search.

**Algorithm 3.6. (Computing the state polytope by searching its edge graph)**

**Input:** Generators of a homogeneous ideal $I$ in $k[x]$.

**Output:** Vertices and edges of the state polytope $\text{State}(I)$.

1. Choose any random vector $\omega \in \mathbb{R}^n$ and compute the reduced Gröbner basis $G$ of $I$ with respect to $\omega$. Represent the monomial ideal $\text{in}_{\omega}(I)$ by its minimal generators.

2. Set $\text{Vertices} := \{ \text{in}_{\omega}(I) \}$ and set $\text{Edges} := \emptyset$. Fix an infinitesimal real $\epsilon > 0$.

3. Let $C[\omega]$ be the normal cone at the vertex of the Newton polytope $\text{New}(G)$ supported by $\omega$ (cf. (2.6)). Let $F_1, F_2, \ldots, F_d$ denote the facets of $C[\omega]$. Select a vector $\omega_i$ in the relative interior of each facet $F_i$.

4. For $i$ from 1 to $n$ do

4.1. Let $\omega' := \omega - \epsilon \cdot \omega_i$.

4.2. Transform $G$ into the reduced Gröbner basis $G'$ of $I$ with respect to $\omega'$.

4.3. $\text{Edges} := \text{Edges} \cup \{ (\text{in}_{\omega}(I), \text{in}_{\omega'}(I)) \}$.

4.4. If $\text{in}_{\omega'}(I) \notin \text{Vertices}$ then

4.4.1. $\text{Vertices} := \text{Vertices} \cup \{ \text{in}_{\omega'}(I) \}$.

4.4.2. Proceed recursively by calling step 3 of this algorithm, with $\omega$ replaced by $\omega'$ and $G$ replaced by $G'$.

5. Let $D$ be the maximum degree of any minimal generator of an ideal in $\text{Vertices}$.

6. For every monomial ideal $M$ in $\text{Vertices}$ do

6.1. Output $M$ and the corresponding vertex of the state polytope, $\sum_{d=1}^{D} M_d$.

6.2. If desired, output all edges in $\text{Edges}$ which contain $M$.

Algorithm 3.6 searches the edge graph of the state polytope indirectly, namely, by traversing the maximal cells in the Gröbner fan. The key ingredient of this algorithm is step 4.2, the transformation from a reduced Gröbner basis to a neighboring reduced Gröbner basis. This step will be described in Subroutine 3.7 below. It uses the following notation and assumptions. Let $C_1$ and $C_2$ be two open cells in the Gröbner fan, let $\omega_1 \in C_1$ and $\omega_2 \in C_2$, and let $\omega \in C_1 \cap C_2$.

**Subroutine 3.7. (Local change of reduced Gröbner bases)**

**Input:** The reduced Gröbner basis $G_1$ of $I$ with respect to $\omega_1$.

**Output:** The reduced Gröbner basis $G_2$ of $I$ with respect to $\omega_2$.

1. Let $H_1 := \text{in}_{\omega_1}(G_1) = \{ \text{in}_{\omega_1}(g) : g \in G_1 \}$.

2. Compute the reduced Gröbner basis $H_2$ of $\text{in}_{\omega_1}(I)$ with respect to $\omega_1$.

3. Set $G_2 := \emptyset$.

4. For each $h$ in $H_2$ do

4.1. Reduce $h$ to zero modulo $H_2$ using the term order $\omega_1$, and keep track of the coefficient polynomials during the reduction. This gives an $\omega$-homogeneous representation

$$h = \sum_{g \in G_1} p_g \cdot \text{in}_{\omega_1}(g).$$

(3.3)

4.2. Compute the polynomial

$$\sum_{g \in G_1} p_g \cdot g,$$

(3.4)

and add it to the set $G_2'$.

(After this loop the set $G_2'$ is a minimal Gröbner basis for $I$ with respect to $\omega_2$.)

5. Transform the minimal Gröbner basis $G_2'$ into the reduced Gröbner basis $G_2$.

**Proof of correctness of Subroutine 3.7:** Since $\omega_2$ represents a term order which refines $\omega$ for $I$, we may assume that $\omega_2$ is arbitrarily close to $\omega$ (by replacing $\omega_2$ by $\omega + \epsilon \omega_2$). We must show that $G_2'$ is a minimal Gröbner basis for $I$ with respect to $\omega_2$. This means that $\text{in}_{\omega_2}(G_2') = \{ \text{in}_{\omega_2}(f) : f \in G_2' \}$ minimally generates the monomial ideal $\text{in}_{\omega_2}(I) = \text{in}_{\omega_2}(\text{in}_{\omega_1}(I))$. Since $H_2$ is the reduced Gröbner basis for $\text{in}_{\omega_1}(I)$ with respect to $\omega_2$, it suffices to show that $\text{in}_{\omega_2}(H_2) = \text{in}_{\omega_2}(G_2')$. Let $f \in G_2'$ and consider its representation (3.4). The expression (3.3) being $\omega$-homogeneous means that each monomial in the expansion of $h$ has the same $\omega$-weight. Therefore $h$ is the initial form of $f$ with respect to $\omega$. By the above closeness assumption, we have $\text{in}_{\omega_2}(f) = \text{in}_{\omega_2}(\text{in}_{\omega_1}(f)) = \text{in}_{\omega_2}(h)$, as desired.

**Example 3.8. (Two ternary quadrics)**

Consider the generic complete intersection

$$I = \langle a_1 x^2 + a_2 xy + a_3 xz + a_4 y^2 + a_5 yz + a_6 z^2, b_1 x^2 + b_2 xy + b_3 xz + b_4 y^2 + b_5 yz + b_6 z^2 \rangle,$$

where $k = \mathbb{Q}(a_1, \ldots, a_6, b_1, \ldots, b_6)$ is the field of rational functions in the 12 indeterminate coefficients. Choose the weight vector $\omega_1 = (3, 2, 1)$. Then $\text{in}_{\omega_1}(I) = (x^2, xy, y^2)$. The corresponding reduced Gröbner basis $G_1 = \{ g_1, g_2, g_3 \}$ of $I$ has the structure

$$g_1 = a_1 x^2 + a_2 y^2 + a_3 x z + a_4 y z + a_5 z^2,$$

$$g_2 = b_1 x^2 + b_2 y^2 + b_3 x z + b_4 y z + b_5 z^2,$$

$$g_3 = \gamma_1 y^2 + \gamma_2 x z + \gamma_3 y z + \gamma_4 z^2 + \gamma_5 z^3.$$

The corresponding cone in the Gröbner fan equals

$$C[\omega_1] = \{ (v_1, v_2, v_3) \in \mathbb{R}^3 : v_1 > v_2 \text{ and } 3 v_2 > v_1 + 2 v_3 \}.$$

The lineality space of $C[\omega_1]$ is one-dimensional, hence

$$\dim(\text{State}(I)) = \dim(\mathcal{N}(G_1)) = 2.$$

We now demonstrate the change of Gröbner bases across the facet $3 v_2 = v_1 + 2 v_3$. Select a vector in the relative interior of this facet, say $\omega = (3, 1, 0)$. 

Then $\mathcal{H}_1 = \text{in}_\omega(G_1) = \{ \alpha_1 x^2, \beta_1 xy, \gamma_1 y^3 + \gamma_2 zx^2 \}$ is the reduced Gröbner basis of $\text{in}_\omega(I)$ with respect to $\omega_1$. (We don’t bother cancelling initial coefficients.) Now set $w_2 := \omega - \omega_1$, for $\epsilon > 0$ very small. The reduced Gröbner basis of $\text{in}_\omega(I)$ with respect to $\omega_2$ is found to be $\mathcal{H}_2 = \mathcal{H}_1 \cup \{ h \}$,

where $h = \beta_1 \gamma_1 y^4 = \beta_1 y \cdot \text{in}_\omega(g_3) - \gamma_2 z^2 \cdot \text{in}_\omega(g_2)$.

This is the representation (3.3) in Subroutine 3.7. The new polynomial (3.4) equals
\[
J = \beta_1 y \cdot g_3 - \gamma_2 z^2 \cdot g_2 = \beta_1 \gamma_1 y^4 + \beta_2 \gamma_2 z^2 + \beta_3 \gamma_3 y^3 z + (\beta_1 \gamma_4 - \beta_2 \gamma_3) y^2 z^2 + (\beta_1 \gamma_5 - \beta_2 \gamma_4) y z^3 - \beta_3 \gamma_2 z^4.
\]

Therefore $\mathcal{G}_1 \cup \{ f \}$ is a minimal Gröbner basis for $I$ with respect to $\omega_2$. However, it is not reduced yet, since the term $-\beta_2 \gamma_2 z^2 z^3$ of $f$ is divisible by $\text{in}_\omega(g_3) = \gamma_2 z^2 z^3$.

We perform the corresponding reduction to get
\[
f' = f + \beta_3 z \cdot g_3 = \beta_1 \gamma_1 y^4 + (\beta_2 \gamma_3 + \beta_3 \gamma_4) y^3 z + (\beta_1 \gamma_4 - \beta_2 \gamma_3) y^2 z^2 + (\beta_1 \gamma_5 - \beta_2 \gamma_4) y z^3 + (\beta_3 \gamma_2 - \beta_2 \gamma_5) z^4.
\]

We conclude that the reduced Gröbner basis of $I$ with respect to $\omega_2$ equals $\mathcal{G}_2 = \mathcal{G}_1 \cup \{ f' \}$. We read off the corresponding cone in the Gröbner fan:
\[
C[\omega_2] = \{(v_1, v_2, v_3) \in \mathbb{R}^3 : v_2 > v_3 \text{ and } v_1 + 2v_3 > 3v_2 \}.
\]

The two initial ideals we have found so far cover all term orders with $x > y > z$ since
\[
C[\omega_1] \cup C[\omega_2] = \{(v_1, v_2, v_3) \in \mathbb{R}^3 : v_1 \geq v_2 \geq v_3 \}.
\]

Since the given complete intersection was generic, we can argue by symmetry that there are two distinct initial ideals for each of the six permutations of the variables $x, y, z$. In summary: The state polytope of the ideal of two generic ternary quadratics is a planar 12-gon.

By repeated application of Subroutine 3.7, we can transform the reduced Gröbner basis $\mathcal{G}$ of an ideal $I$ with respect to some term order $<$ into the reduced Gröbner basis $\mathcal{G}'$ with respect to any other term order $'$. This is accomplished as follows: Select weight vectors $\omega, \omega' \in \mathbb{R}^n$ which represent $<$ and $'$ respectively. Now move the weight vector along the line segment $\{ \lambda \omega + (1 - \lambda) \omega' : 0 \leq \lambda \leq 1 \}$ by incrementally increasing $\lambda$ from 0 to 1. Each time we pass through a codimension 1 face of the Gröbner fan $GF(I)$, Subroutine 3.7 is called to update the given Gröbner basis. This method for transforming Gröbner bases was proposed by Collart, Kalkbrener & Mall (1993). It is a polyhedral alternative to the more direct algorithm of Giüfàreg, Gianni, Lazard & Mora (1992). An important application of their technique is to change reverse lexicographic Gröbner bases into lexicographic ones, as the latter are much harder to compute than the former.

We next address the question of how to select the “best” term order for a given system of polynomials. As a motivation for this question, consider the following simple example.

**Example 3.9.** Suppose we wish to find all complex zeros of the polynomial system $\mathcal{F} = \{ x_1^2 + x_2^2 + x_3^2 - 1, x_1^2 + x_2^2 + x_3 - 1, x_1^2 + x_2^2 + x_3^2 - 1 \} \subset \mathbb{Q}[x_1, x_2, x_3]$.

A first attempt might be to compute a purely lexicographic Gröbner basis. There are six lexicographic Gröbner bases, one for each ordering of the variables. Unfortunately, each of the six lexicographic Gröbner bases for $(\mathcal{F})$ contains high degree polynomials with very large coefficients. For instance, a typical polynomial in the lexicographic Gröbner basis induced by $x_1 < x_2 < x_3$ has degree 21 and the maximal appearing integer coefficient is 1553067597584776499. This means that the Gröbner basis computation is rather slow.

For this example there is a much better term order, namely, $\omega = (3, 4, 7)$. For these weights, our input set $\mathcal{F}$ has the initial terms $x_1^2$, $x_2^2$ and $x_3^2$. These monomials are relatively prime, and hence $\mathcal{F}$ is already a Gröbner basis. We see that the ideal $(\mathcal{F})$ is zero-dimensional and has 30 = 5 · 2 · 3 zeros up to multiplicities in affine 3-space $\mathbb{C}^3$.

The lucky term order $\omega = (3, 4, 7)$ in Example 3.9 is found systematically as follows.

**Algorithm 3.10. (Gröbner basis detection)**

**Input:** A set $\mathcal{F} \subset \mathbb{R}[x]$ of polynomials.

**Output:** A term order $\omega \in \mathbb{R}^n$ such that $\mathcal{F}$ is a Gröbner basis with respect to $\omega$, if such $\omega$ exists; “NO” otherwise.

1. Compute the Newton polytope $P = \text{New}(\mathcal{F})$.
2. For each vertex $v$ of $P$ do:
   2.1. Decide whether the cone $N_P(\{ v \})$ intersects the positive orthant $\mathbb{R}_+^n$. If yes, then
       2.1.1. Select $\omega \in N_P(\{ v \}) \cap \mathbb{R}_+^n$.
       2.1.2. Using the Buchberger criterion, decide whether $\mathcal{F}$ is a Gröbner basis with respect to the choice of initial terms defined by $\omega$. If yes, then output $\omega$.
3. If the answer in 2.1.2 has never been “yes”, then output “NO”.

For most polynomial systems arising in practise, the output of Algorithm 3.10 will undoubtedly be “NO”. Nevertheless the same procedure can be used to determine the “best” term order with respect to any predefined local criterion. In what follows we define a natural such criterion. Fix a set of polynomials $\mathcal{F} \subset \mathbb{R}[x]$. For each weight vector $\omega$ in step 2.1.1 above, we consider the monomial ideal
\[
M_{\omega} := \langle \text{in}_\omega(\mathcal{F}) \rangle = \langle \text{in}_\omega(f) : f \in \mathcal{F} \rangle.
\]

We define $h_\omega(r)$ to be the Hilbert polynomial of the homogeneous ideal $M_{\omega}$, that is,
\[
h_\omega(r) = \text{dim}_k(\mathbb{R}[x]/M_{\omega}, r) \quad \text{for } r > 0.
\]

If $\omega$ and $\omega'$ are two generic weight vectors as in 2.1.1, then we say that $\omega$ is better than $\omega'$ if the initial coefficient of the polynomial $h_\omega(r) - h_{\omega'}(r)$ is negative. With this criterion (and a fast subroutine for computing Hilbert polynomials), Algorithm 3.10 can be used to generate a short list of best term orders. Our criterion is justified by the following result.
Proposition 3.11. Let $\mathcal{F}$ be a homogeneous set of polynomials and $\omega \in \mathbb{R}^n$ such that $\mathcal{F}$ is a Gröbner basis with respect to $\omega$. Then $\omega$ is a best term order for $\mathcal{F}$.

Proof: The ideal $M_\omega$ is a subideal of $\text{in}_\omega(\mathcal{F})$. Equality holds if and only if $\mathcal{F}$ is a Gröbner basis with respect to $\omega$. In particular, $h_\omega(r)$ is an upper bound for the number of $\omega$-standard monomials of large degree $r$ modulo $\mathcal{F}$, and equality holds in the Gröbner basis case.

Our last topic in this chapter is a characterization of term orders by their reduction properties. By a marked polynomial we mean a polynomial $f \in k[x]$ together with a specified initial term $\text{in}(f)$. Here $\text{in}(f)$ can be any of the terms appearing in $f$. Given a set $\mathcal{F}$ of marked polynomials, we define the reduction relation modulo $\mathcal{F}$ in the usual sense of Gröbner bases. We say that $\mathcal{F}$ is marked coherently if there exists a term order $<$ on $k[x]$ such that $\text{in}(f) = \text{in}(<)(f)$ for all $f$ in $\mathcal{F}$. Clearly, if $\mathcal{F}$ is marked coherently, then the reduction relation $\rightarrow_F$ is Noetherian. The following theorem establishes the converse.

Theorem 3.12. A finite set $\mathcal{F} \subseteq k[x]$ of marked polynomials is marked coherently if and only if the reduction relation modulo $\mathcal{F}$ is Noetherian, i.e., every sequence of reduction modulo $\mathcal{F}$ terminates.

The following example of an incoherent marking was given in Example 1.4, case (3):

$$x_{11}x_{22} - x_{12}x_{21}, \quad x_{13}x_{21} - x_{11}x_{23}, \quad x_{12}x_{23} - x_{13}x_{22}. \quad (3.6)$$

Theorem 3.12 tells us that the corresponding reduction relation is not Noetherian. For instance, the following reduction sequence modulo the marked polynomials (3.6) is infinite:

$$x_{11}x_{12}x_{13}x_{21}x_{22}x_{23} - x_{12}x_{13}x_{21}x_{22}x_{23} - x_{11}x_{12}x_{13}x_{21}x_{22}x_{23} - \cdots$$

To prove Theorem 3.12 in general, we need to establish the following lemma.

Lemma 3.13. Let $\mathcal{F} = \{f_1, \ldots, f_l\} \subseteq k[x]$ be marked incoherently. Then there exists a reduction sequence modulo $\mathcal{F}$ which does not terminate.

Proof: Let $f_i = x^{\alpha_i} - c_1x^{\alpha_{i1} + \gamma_1} - c_2x^{\alpha_{i2} + \gamma_2} - \cdots - c\alpha_{il}x^{\alpha_{il} + \gamma_l}$, where $\gamma_j = (\gamma_{j1}, \ldots, \gamma_{jn})$ are distinct, non-zero vectors in $\mathbb{Z}^n$. Suppose that the marking $\text{in}(f_i) = x^{\alpha_i}$ is incoherent, i.e., there does not exist a term order $<$ on $k[x]$ such that $\text{in}(<)(f_i) = x^{\alpha_i}$ for all $i = 1, \ldots, l$. Let $e_1, \ldots, e_n$ denote the standard coordinate vectors in $\mathbb{Q}^n$. Since $\mathcal{F}$ is marked incoherently, the following system of linear inequalities is infeasible (cf. Proposition 1.11):

$$\omega^T \cdot [e_1, \ldots, e_n, -\gamma_{11}, \ldots, -\gamma_{1s_1}, \ldots, -\gamma_{ij}, \ldots, -\gamma_{il}, \ldots, -\gamma_{is_l}] > 0.$$ 

Here the $\gamma_{ij}$ are column vectors. By Linear Programming Duality (Schrijver 1986, Section 7.3), there exists a non-zero, non-negative integer vector $y = (y_1, \ldots, y_l, y_{11}, \ldots, y_{1s_1}, \ldots, y_{ij}, \ldots, y_{il}, \ldots, y_{is_l})$

such that

$$\sum_{i=1}^{l} y_i \gamma_{ij} = \sum_{i=1}^{l} y_i \gamma_{ij} > 0.$$ 

In particular, $y_1 \gamma_{j1} + \cdots + y_{is_i} \gamma_{ij} > 0$ is a non-negative vector. We say that a solution vector $y$ to (3.6) is minimal if $N := \sum_{i=1}^{l} \sum_{j=1}^{s_i} y_{ij}$ is as small as possible. Among the possible solutions to (3.6), if there exists a solution $y$ with $y_1 \gamma_{j1} + \cdots + y_{is_i} \gamma_{ij} = 0$, we choose a minimal such solution. If all solutions $y$ are such that $y_1 \gamma_{j1} + \cdots + y_{is_i} \gamma_{ij} > 0$ we choose a minimal solution among all solutions to (3.6).

We will construct an infinite reduction sequence modulo $\mathcal{F}$. Let $x^d = x^{d_1} \cdots x^{d_n} := \prod_{i=1}^{l} \text{in}(f_i)^{\nu_i}$, where $\nu_i = y_1 + \cdots + y_{is_i}$, and let $D = \sum_{i=1}^{l} \nu_i$. We choose a sequence of non-negative vectors $p_0, p_1, \ldots, p_D$ in $\mathbb{Z}^D$, where $p_i = (p_{i1}, \ldots, p_{il})$ and $p_i = (p_{i1}, \ldots, p_{is_i})$ in $\mathbb{Z}^{s_i}$ according to the following rules:

(a) For $r = 0, 1, 2, \ldots, N$ we require $p_{r+1} + \cdots + p_{r+s_i} = r$.
(b) We require the componentwise inequalities $0 \leq p_{0} \leq p_{1} \leq \cdots \leq p_{s_i}$. \n
For each $r = 0, 1, 2, \ldots, N$ we define

$$\beta(r) := \beta + p_{r1} \gamma_{j1} + p_{r2} \gamma_{j2} + \cdots + p_{rl} \gamma_{jl},$$

where $\gamma_j = (\gamma_{j1}, \ldots, \gamma_{jn})$. Our construction implies that all $\beta(r)$ are non-negative integer vectors and that the monomial $x^d$ divides the monomial $x^{\beta(r)}$. To see this, note $\beta = \sum_i \sum_j y_{ij} \alpha_i$ and $\beta(N) = \sum_i \sum_j y_{ij} (\alpha_i + \gamma_j)$, and at each intermediate step $\beta(r)$ one of the $\gamma_j$ enters the double sum.

For each $r = 1, 2, \ldots, N$, the vector $p_r - p_{r-1} = x^d$ consists of a unique entry 1 and 0's elsewhere. The entry 1 is given by two indices $i_r \in \{1, \ldots, l\}$ and $j_r \in \{1, \ldots, s_i\}$. We define the set of stage $r$ monomials as stage$(r) = x^{\beta(r)} + \gamma_{j_r}$. Let $\text{red}(x^{\beta(r)}, f_i)$ denote the polynomial obtained by reducing $x^{\beta(r)}$ once with respect to $f_i$. The monomials appearing in $\text{red}(x^{\beta(r)}, f_i)$ are precisely the monomials in stage$(r)$. (Also note that $x^{\beta(r)}$ lies in stage$(r)$ since the conditions (a) and (b) imply $\beta(r) = \beta(r-1) + \gamma_{j_r}$ for some 1 $\leq j_r \leq s_i$.) Consider the sequence of reductions $g_0 \rightarrow g_1 \rightarrow g_2 \rightarrow \cdots \rightarrow g_N$. The index $i_r$ is determined as above by the sequence of $p_i$'s. More precisely, we define

$$g_0 := x^d,$$

$$g_1 := \text{red}(x^d, f_{i_1}),$$

$$g_2 := g_1 - \text{coef}(x^{\beta(r)}, g_1) \cdot (x^{\beta(r)} - \text{red}(x^{\beta(r)}, f_{i_2})),$$

$$\vdots$$

$$g_r := g_{r-1} - \text{coef}(x^{\beta(r-1)}, g_{r-1}) \cdot (x^{\beta(r-1)} - \text{red}(x^{\beta(r-1)}, f_{i_r})).$$

Here $\text{coef}(x^d, h)$ is the coefficient of $x^d$ in $h$. Note that $g_r$ is a polynomial involving only monomials in the set $\bigcup_{r=1}^{N} \text{stage}(j_r)$. In order to prove Lemma 3.13, we need to show that no unwanted cancellations occur. The following lemma is the key.
Lemma 3.14. For $1 \leq r, t \leq N$, the monomial $x^{\beta(r)}$ lies in $\text{stage}(t)$ if and only if $r = t$.

Proof: Suppose that $x^{\beta(r)} \in \text{stage}(t)$ for $t \neq r$. This implies

$$\beta(r) = \beta + p_1 \gamma_1 + \ldots + p_r \gamma_1$$

for some $j \in \{1, \ldots, s_h\}$. We define a vector in $\mathbb{Z}^d$ as follows:

$$y' = \begin{cases} p_{t-1} + e_{i_{t-1}} - p_r & \text{if } t > r \\ y - p_r - p_{t-1} + e_{i_{t-1}} & \text{if } t < r. \end{cases}$$

By the requirements (a) and (b), the vector $y' = (y'_1, \ldots, y'_s)$ is non-zero and non-negative. Also, $\sum_{i=1}^l \sum_{j=1}^{s_i} y'_j = \begin{cases} t - r & \text{if } t > r \\ N - r + t & \text{if } t < r \end{cases}$, and consequently $\sum_{i=1}^l \sum_{j=1}^{s_i} y'_j < N$. The vector $y' \cdot \gamma = y'_1 \gamma_1 + \ldots + y'_s \gamma_s$ is non-zero either if $t > r$ or $t < r$. In particular, if $y' \cdot \gamma = 0$, then $y' \cdot \gamma = 0$ as well. In any case, $y' \cdot \gamma$ is non-negative, and therefore the vector $y' \in \mathbb{N}^d$ can be completed to a solution $(y', y')$ of (3.6). But $y$ was chosen to be minimal among such solutions to (3.6), hence this is a contradiction.

Proof of Lemma 3.13 continued: Lemma 3.14 implies that $\text{coeff}(x^{\beta(r)}, g_j) \neq 0$ for $r = 1, 2, \ldots, N$. At the last stage in our reduction sequence we get $g_n = cx^{(\beta(N)} + g$ where $c$ is non-zero and, again by Lemma 3.14, all monomials of $g$ are contained in $\bigcup_{j=1}^N \text{stage}(j) \setminus \{x^{\beta(j)}, \ldots, x^{\beta(N)}\}$. Since $\beta(N) - \beta = \sum y_i \gamma_i$ is non-negative, we can start the reduction sequence again, with $\beta(N)$ replacing $\beta$. If $\beta(N) = \beta$ (that is, $y' \cdot \gamma = 0$), then this reduction sequence takes the form

$$x^{\beta} \rightarrow x^{\beta + g} \rightarrow x^{c x^{\beta} + (1 + c) g} \rightarrow x^{c x^{\beta} (1 + c + c^2) g} \rightarrow \ldots$$

and is clearly infinite.

If, on the other hand, the non-negative vector $y' \cdot \gamma = \beta(N) - \beta$ is non-zero, then this reduction sequence takes the form

$$x^{\beta} \rightarrow x^{c x^{\beta} + g} \rightarrow x^{c x^{\beta} (1 + c + c^2) g} \rightarrow x^{c x^{\beta} (1 + c + c^2 + c^3) g} \rightarrow \ldots$$

To see that this sequence is infinite as well, we must show that no unwanted cancellations can occur. An unwanted cancellation would imply that an identity $\beta(r) = \beta(t-1) + \gamma_{i_{t-1}}$ holds modulo the integer linear span of $\beta(N) - \beta = y' \cdot \gamma$. To show that this is impossible, we shall call upon our minimality assumption for the solution $y$ once more.

Suppose there exists an integer $m > 0$ such that $\beta(r) + m(y' \cdot \gamma) = \beta(t-1) + \gamma_{i_{t-1}}$. (The case $\beta(r) = m(y' \cdot \gamma) + \beta(t-1) + \gamma_{i_{t-1}}$ is analogous.) We define

$$y' = \begin{cases} p_{t-1} + e_{i_{t-1}} - p_r & \text{if } t > r \\ my - p_r + p_{t-1} + e_{i_{t-1}} & \text{if } t < r. \end{cases}$$

Note that as before, $y' \in \mathbb{Z}^d$ is a non-negative, non-zero solution to (3.6). For $t > r$, as in Lemma 3.14, the vector $y'$ is a smaller solution to (3.6), contradicting our choice of $y$. For $t < r$, we have $y' \cdot \gamma = 0$, again contradicting our choice of $y$. This completes the proof of Lemma 3.13 and of Theorem 3.12.

Exercises:

1. Generalizing Example 3.9, consider the polynomial system

$$F = \{ x_1^3 + x_2^3 + x_3^3 - 1, \ x_1^3 + x_2^3 + x_3^3 - 1, \ x_1^3 + x_2^3 + x_3^3 - 1 \}$$

2. Let $I$ be the ideal generated by two generic linear forms in $k[x_1, x_2, x_3, x_4]$, and let $U$ be the universal Gröbner basis consisting of the six circuits of $I$ (cf. Proposition 1.6). Compute $\text{New}(U)$ and $\text{State}(I)$ explicitly, and verify Proposition 3.4 in this case.

3. In Corollary 2.9 a sufficient condition was given for the equality $\text{New}(U) = \text{State}(I)$ to hold. In Proposition 3.4, is this condition also necessary?

4. Compute the state polytope of the ideal of two generic ternary cubes.

5. List all coherent markings for the set of $3 \times 3$-minors of a $3 \times 5$-matrix of indeterminates.

6. Consider the Grassmann variety $\text{Gr}_{r,s}$ of $r$-dimensional linear subspaces in $k^n$. What is the dimension of the state polytope of its vanishing ideal in the Plücker embedding?

Notes:

Subsequent to the fundamental work on this subject in (Bayer 1982) and (Bayer & Morrison 1988), Bayer and Morrison implemented an algorithm for computing the state polytope of an ideal. The emphasis of their work was on space curves with a view toward applications in geometric invariant theory. A new implementation was done in 1991-92 by Alyson Reeves (unpublished) and applied to the study of Borel-fixed ideals. Reeves' program for computing the state polytope is available in some versions of MACAULAY under the command $\text{hull}$. It is based on Algorithm 3.2. Algorithm 3.6 has not yet been fully implemented. Subroutine 3.7 for locally changing Gröbner bases is due to Collart, Kalkbrener & Mall (1993). Earlier work on transforming Gröbner bases from one term order to another term order is found in (Faugère, Gianni, Lazard & Mora 1992). Algorithm 3.10 and Proposition 3.11 appeared in (Gritzmann & Sturmfels 1993). Theorem 3.12 and its proof are taken from (Reeves & Sturmfels 1993).
CHAPTER 4

Toric Ideals

We shall study a special class of ideals in \( k[x] \) := \( k[x_1, \ldots, x_n] \). Fix a subset \( A = \{ a_1, \ldots, a_n \} \) of \( \mathbb{Z}^d \). Each vector \( a_i \) is identified with a monomial \( t^{a_i} \) in the Laurent polynomial ring \( k[t^{\pm 1}] := k[t_1, \ldots, t_d, t_1^{-1}, \ldots, t_d^{-1}] \). Consider the semigroup homomorphism

\[
\pi : \mathbb{N}^n \to \mathbb{Z}^d, \quad u = (u_1, \ldots, u_n) \mapsto u_1 a_1 + \cdots + u_n a_n. \tag{4.1}
\]

The image of \( \pi \) is the semigroup

\[
\mathbb{N} A = \{ \lambda_1 a_1 + \cdots + \lambda_n a_n : \lambda_1, \ldots, \lambda_n \in \mathbb{N} \}.
\]

The map \( \pi \) lifts to a homomorphism of semigroup algebras:

\[
\hat{\pi} : k[x] \to k[t^{\pm 1}], \quad x_i \mapsto t^{a_i}. \tag{4.2}
\]

The kernel of \( \hat{\pi} \) is denoted \( I_A \) and called the toric ideal of \( A \). Clearly, \( I_A \) is a prime ideal, and hence its affine variety \( \mathcal{V}(I_A) \) of zeros in \( k^n \) is irreducible. It is the Zariski closure of the set of points \( \{ t^{a_1}, \ldots, t^{a_n} \} \), where \( t \in (k^*)^d \). Here \( k^* \) denotes \( k \setminus \{0\} \). The multiplicative group \( (k^*)^d \) is called the \( (d\text{-dimensional algebraic}) \) torus. A variety of the form \( \mathcal{V}(I_A) \) is an affine toric variety. This differs from the definition of “toric variety” found in the algebraic geometry literature (cf. (Fulton 1993)) in that we do not require toric varieties to be normal. The issue of normality and relations to algebraic geometry will be discussed in Chapter 13. Our first lemma specifies an infinite generating set for the toric ideal \( I_A \).

**Lemma 4.1.** The toric ideal \( I_A \) is spanned as a \( k \)-vector space by the set of binomials

\[
\{ x^u - x^v : u, v \in \mathbb{N}^n \text{ with } \pi(u) = \pi(v) \}. \tag{4.3}
\]

**Proof:** A binomial \( x^u - x^v \) lies in \( I_A \) if and only if \( \pi(u) = \pi(v) \). It therefore suffices to show that each polynomial in \( I_A \) is a \( k \)-linear combination of these binomials. Fix a term order \( < \) on \( k[x] \). Suppose \( f \in I_A \) cannot be written as a \( k \)-linear combination of binomials. We choose a polynomial \( f \) with this property such that the initial term \( \text{in}_<(f) = x^u \) is minimal with respect to the term order \( < \). When expanding \( f(t^{a_1}, \ldots, t^{a_n}) \) we get zero. In particular, the term \( \text{in}_<(u) = \hat{\pi}(x^u) \) must cancel during this expansion. Hence there is some other monomial \( x^v < x^u \) appearing in \( f \) such that \( \pi(v) = \pi(u) \). Also the polynomial \( f' := f - x^u + x^v \) cannot be written as a \( k \)-linear combination of binomials in \( I_A \). But since \( \text{in}_<(f') < \text{in}_<(f) \), this is a contradiction. \( \blacksquare \)
We next compute the dimension of the toric variety $V(I_A)$. We write $ZA$ for the lattice spanned by $A$ and $\dim(A)$ for the dimension of $ZA$.

**Lemma 4.2.** The Krull dimension of the residue ring $k[x]/I_A$ is equal to $\dim(A)$.

**Proof:** The ring $k[x]/I_A$ is isomorphic to the subring $k[t_1^n, \ldots, t_n^n]$ of $k[t^\pm 1]$. The Krull dimension of this integral domain is the maximum number of algebraically independent monomials $t_i^n$. But a set of monomials is algebraically independent if and only if their exponent vectors are linearly independent (by Lemma 4.1).

Every vector $u \in \mathbb{Z}^n$ can be written uniquely as $u = u^+ - u^-$ where $u^+$ and $u^-$ are non-negative and have disjoint support. (More precisely, the $i$-th coordinate of $u^+$ equals $u_i$ if $u_i > 0$ and it equals $0$ otherwise.) We write $\ker(\pi)$ for the sublattice of $\mathbb{Z}^n$ consisting of all vectors $u$ such that $\pi(u^+) = \pi(u^-)$. Lemma 4.1 can be rephrased as follows:

**Corollary 4.3.** $I_A = \langle x^{u^+} - x^{u^-} : u \in \ker(\pi) \rangle$.

**Corollary 4.4.** For every term order $<$ there is a finite set of vectors $G_\prec \subset \ker(\pi)$ such that the reduced Gröbner basis of $I_A$ with respect to $<$ is equal to $\langle x^{u^+} - x^{u^-} : u \in G_\prec \rangle$.

**Proof:** By the Hilbert Basis Theorem we can select a finite subset of $\ker(\pi)$ such that the corresponding binomials generate $I_A$. Apply the Buchberger algorithm to these binomials. The operations of reduction and forming S-pairs preserve the binomial structure. Any new polynomial occurring during this run of the Buchberger algorithm (and in particular its output) lies in $\langle x^{u^+} - x^{u^-} : u \in \ker(\pi) \rangle$ as well.

The Buchberger algorithm for toric ideals is a purely combinatorial process involving lattice vectors. This is worked out in detail in (Thomas 1994). Throughout this book we frequently switch back and forth between lattice vectors $u$ and their associated binomials $x^{u^+} - x^{u^-}$. In particular, we shall refer to the set of vectors $G_\prec$ as the reduced Gröbner basis of $A$ with respect to $\prec$. This set can be computed “from scratch” as follows:

**Algorithm 4.5.** (Computing a first Gröbner basis of a toric ideal)

1. Introduce $n + d + 1$ indeterminates $t_0, t_1, \ldots, t_d, x_1, x_2, \ldots, x_n$. Let $\prec$ be any elimination term order with $\{t_i\} > \{x_i\}$.
2. Compute the reduced Gröbner basis $G$ for the ideal $\langle t_0 t_1 \cdots t_d - 1, x_1 t^{\alpha^1} - t^{\alpha^1}, \ldots, x_n t^{\alpha^n} - t^{\alpha^n} \rangle$. \hspace{1cm} (4.4)
3. Output: The set $G \cap k[x]$ is the reduced Gröbner basis for $I_A$ with respect to $\prec$.

The correctness of Algorithm 4.5 is a special case of Theorem 2 in §3.3 of (Cox, Little & O’Shea 1992). Often the given lattice points $a_i$ will have non-negative coordinates. In that case the variable $t_0$ is unnecessary, and instead of (4.4) we can use the ideal $\langle x_i - t_i^n : i = 1, \ldots, n \rangle$. Algorithm 4.5 is by no means best possible. Faster algorithms for finding generators and Gröbner bases of toric ideals will be given in Chapter 12.

We define the universal Gröbner basis $UA$ to be the union of all reduced Gröbner bases $G_\pi$ of the toric ideal $I_A$ as $\pi$ runs over all term orders. Theorem 1.2 and Corollary 4.4 imply that $UA$ is a finite set consisting of binomials. We can thus identify $UA$ with a finite set of vectors in $\ker(\pi)$. Our goal is to find a more precise description of the universal Gröbner basis. A binomial $x^{u^+} - x^{u^-}$ in $I_A$ is called primitive if there exists no other binomial $x^{v^+} - x^{v^-} \in I_A$ such that $x^{v^+}$ divides $x^{u^+}$ and $x^{v^-}$ divides $x^{u^-}$.

**Lemma 4.6.** Every binomial $x^{u^+} - x^{u^-}$ in the universal Gröbner basis $UA$ is primitive.

**Proof:** Let $x^{u^+} - x^{u^-}$ be any binomial in the reduced Gröbner basis $G_\pi$, and let $u^+ > u^-$. Then $x^{u^+}$ is a minimal generator of $\langle x^{u^-} \rangle$ and $x^{u^-}$ is a standard monomial. Suppose that $x^{u^+} - x^{u^-}$ is not primitive. Choose $v \in \ker(\pi)$ with $v \neq u$ such that $x^{v^+}$ divides $x^{u^+}$ and $x^{v^-}$ divides $x^{u^-}$. If $v^+ \succ v^-$ then $x^{u^+}$ is not a minimal generator of $\langle x^{u^-} \rangle$, a contradiction. If $v^+ \prec v^-$ then $x^{u^-}$ is not standard, a contradiction.

The converse to Lemma 4.6 is not true. There may be primitive binomials which do not appear in $UA$. For instance, take $n = 3, d = 1, A = \{1, 2, 4\}$. Then $x_1^2 x_2 - x_3$ is a primitive binomial in $I_A$ but it does not appear in $UA = \{x_1^2 - x_3, x_1^3 - x_3, x_2^2 - x_3\}$. In general, however, the set of primitive binomials is a pretty good approximation to the universal Gröbner basis. We shall prove the following degree bound.

**Theorem 4.7.** Let $\dim(A) = d$ and $D(A) := \max \{\deg(a_{i_1}, \ldots, a_{i_d}) : 1 \leq i_1 < \cdots < i_d \leq n\}$. The total degree of any primitive binomial in $I_A$ is less than $(d + 1)(n - d)D(A)$.

We identify $A$ with the $d \times n$-matrix $[a_{i_1}, \ldots, a_{i_n}]$. The hypothesis in Theorem 4.7 is that the matrix $A$ has maximal rank $d$. If this hypothesis does not hold, then one can delete some rows from $A = (a_{i_1})$ until it holds. For our proof of Theorem 4.7 we need to introduce a distinguished subset of primitive elements. A non-zero vector $u \in \ker(\pi)$ is called a circuit if its support $\text{supp}(u)$ is minimal with respect to inclusion and the coordinates of $u$ are relatively prime. (This definition is consistent with the one given in Example 1.5.) Equivalently, a circuit is an irreducible binomial $x^{u^+} - x^{u^-}$ in $I_A$ which has minimal support. It is easy to see that every circuit is primitive.

**Lemma 4.8.** If $u$ is a circuit in $\ker(\pi)$ then $\text{supp}(u)$ has at most $d + 1$ elements.

**Proof:** Suppose $u \in \ker(\pi)$ has $r \geq d + 2$ non-zero coordinates. Let $B$ be the $d \times r$-submatrix of $A$ given by these column indices. The kernel of $B$ is at least 2-dimensional and hence contains a non-zero vector $v'$ with at least one zero coordinate. Extend $v'$ to a non-zero vector $v \in \ker(\pi)$ by placing zeros in the other $n - r$ coordinates. Then $\text{supp}(v)$ is a proper subset of $\text{supp}(u)$, which shows that $u$ is not a circuit.

**Lemma 4.9.** If $u = (u_{i_1}, \ldots, u_{i_n})$ is a circuit in $\ker(\pi)$ then $|u_{i_1}| \leq D(A)$ for all $i$.

**Proof:** Let $\text{supp}(u) = \{i_1, \ldots, i_r\}$. The $d \times r$-matrix $[a_{i_1}, \ldots, a_{i_r}]$ has rank $r - 1$, by the same argument as in the proof of Lemma 4.8. Since $A$ has rank $d$, we can find column vectors $a_{i_{r+1}}, \ldots, a_{i_{d+1}}$ such that the $d \times (d + 1)$-matrix
The set of circuits in \( I_A \) is denoted by \( C_A \). One method for computing \( C_A \) is to evaluate Cramer’s determinantal formula (4.5) for all \((d+1)\)-subsets \( \{1, \ldots, i_d+1\} \) of \( \{1, \ldots, n\} \). Obviously, such a computation must be organized in a clever manner to be of practical use for larger values of \( n \) and \( d \). We call the set of primitive binomials the Graver basis of \( A \) and denote it by \( Gr_A \). This name is in reference to the work of Jack Graver on integer programming in (Greuer 1975). The connection to integer programming is discussed in Chapter 5. In Chapter 8 we present algorithms for computing the Graver basis \( Gr_A \) and the universal Gröbner basis \( U_A \).

**Proposition 4.11.** For every finite set \( A \subset \mathbb{Z}^d \) we have \( C_A \subset U_A \subset Gr_A \).

**Proof:** The inclusion \( U_A \subset Gr_A \) was shown in Lemma 4.6. It remains to be shown that each circuit lies in some reduced Gröbner basis. Let \( u \in \ker(\pi) \) be a circuit. Fix an elimination term order \( < \) such that \( \{ x_i : i \notin \text{supp}(u) \} \) or \( \{ x_j : j \in \text{supp}(u) \} \) and \( x^u > x^{u^{-}} \). We claim that \( x^u - x^{u^{-}} \) appears in the reduced Gröbner basis \( G \) of \( I_A \). Suppose not. Then there exists \( v \in \ker(\pi) \setminus \{0, u\} \) such that \( x^v > x^u \) and \( x^v \) divides \( x^u \). The choice of term order and the inclusion \( \text{supp}(v) \subset \text{supp}(u) \) implies \( \text{supp}(v) \subset \text{supp}(u) \), and hence \( \text{supp}(v) \subset \text{supp}(u) \). Since \( u \) is a circuit, this implies that \( v \) is an integer multiple of \( u \). In view of \( x^v \) dividing \( x^u \), this is only possible if \( u = v \).

**Example 4.12.** (The inclusions in Proposition 4.11 may or may not be strict)

If \( n = 3, d = 1 \) and the integers in \( A = \{1, j, k\} \subset \mathbb{N} \) are pairwise relatively prime, then \( C_A = \{x_1 - x_2, x^1 - x_3, x^2 - x_3\} \). We consider the following three such cases:

- If \( A = \{1, 2, 3\} \) then \( U_A = Gr_A = C_A \cup \{x_1 - x_2, x_2 - x_3\} \).
- If \( A = \{1, 2, 4\} \) then \( U_A = C_A \) and \( Gr_A = U_A \setminus \{x_1 - x_2, x_2 - x_3\} \).
- If \( A = \{1, 2, 5\} \) then \( U_A \setminus \{x_1 - x_2, x_2 - x_3\} \) and \( Gr_A = U_A \setminus \{x_1 - x_2\} \).

But there are also plenty of sets \( A \) for which \( C_A = U_A = Gr_A \) holds. This is the case for

\[
A := \{(1, 0), (1, 1, 0, 0, 1), (1, 0, 0, 0, 1), (1, 0, 0, 1, 0), (0, 1, 1, 0, 0, 1), (0, 1, 0, 1, 1, 0, 0, 1)\}.
\]

Here \( I_A \) equals the ideal of \( 2 \times 2 \)-minors of a \( 2 \times 3 \)-matrix of indeterminates (Example 1.4). The three \( 2 \times 2 \)-minors are the circuits of \( A \) and they are also the Graver basis of \( A \).

We note the following general facts concerning elimination ideals of toric ideals.

**Proposition 4.13.** Let \( B \) be any subset of \( A \) and let \( k[B] := k[x_i : a_i \in B] \). Then

- (a) the toric ideal of \( B \) is \( I_B = I_A \cap k[B] \);
- (b) the circuits of \( B \) are \( C_B = C_A \cap k[B] \);
- (c) the universal Gröbner basis of \( B \) is \( U_B = U_A \cap k[B] \);
- (d) the Graver basis of \( B \) is \( Gr_B = Gr_A \cap k[B] \).

**Proof:** Left to the reader, see Exercise (3) below.
A typical feature of many sets \( \mathcal{A} \) arising in practise is that their toric ideal \( I_{\mathcal{A}} \) is homogeneous. Here “homogeneous” refers to the total degree grading given by \( \deg(x_1) = \cdots = \deg(x_n) = 1 \). If \( I_{\mathcal{A}} \) is homogeneous then its zero set \( \mathcal{V}(I_{\mathcal{A}}) \) in projective space \( \mathbb{P}^{n-1} \) is a projective toric variety. Its dimension equals \( \dim(\mathcal{A}) - 1 \) (by Lemma 4.2). The second most important invariant of a projective variety (besides its dimension) is its degree. In the remainder of this chapter we determine the degree of the projective toric variety \( \mathcal{V}(I_{\mathcal{A}}) \).

**Lemma 4.14.** The ideal \( I_{\mathcal{A}} \) is homogeneous if and only if there exists a vector \( \omega \in \mathbb{Q}^d \) such that \( a_i \cdot \omega = 1 \) for \( i = 1, \ldots, n \).

*Proof:* A binomial \( x^u - x^v \) is homogeneous if and only if the vector \( u = u^+ - u^- \) has coordinate sum zero. In view of Corollary 4.3, \( I_{\mathcal{A}} \) is homogeneous if and only if all vectors \( u \in \ker(\pi) \) have zero coordinate sum. This holds if and only if \( (1, 1, \ldots, 1) \) lies in the subspace \( \ker(\pi)^\perp = \text{image}(\pi^T) = \text{image}(\omega \mapsto (a_1 \cdot \omega, \ldots, a_n \cdot \omega)) \) of \( \mathbb{R}^n \).

We remark that in the homogeneous case the degree bound of Theorem 4.7 can easily be improved by a factor of 2.

**Corollary 4.15.** Let \( \mathcal{A} \) be as in Lemma 4.14. Then the total degree of any primitive binomial in the homogeneous toric ideal \( I_{\mathcal{A}} \) is less than \( \frac{1}{2} (d+1)(n-d) \). In the homogeneous case, each circuit \( u_i \) satisfies \( \|u_i^+\| = \|u_i^-\| \leq \frac{1}{2} (d+1)(n-d) \).

*Proof:* The proof follows from the results in Lemmas 4.8 and 4.9. Now use the inequality (4.7) as in the proof of Theorem 4.7.

It is an interesting question whether the maximum degree of any Graver basis element is always attained by a circuit. In other words, is

\[
\max \deg(Gr_{\mathcal{A}}) = \max \deg(\mathcal{C}_\mathcal{A}) \quad \text{for all sets } \mathcal{A}.
\]

The answer is “no”. A counterexample was constructed after this book had been submitted to the publisher. It will appear in a future publication.

Lemma 4.14 states in geometric terms that \( I_{\mathcal{A}} \) is homogeneous if and only if the points of \( \mathcal{A} \) lie on a common affine hyperplane in \( \mathbb{R}^d \). Assuming that this is the case, we introduce the polytope \( Q = \text{conv}(\mathcal{A}) \). The **normalized Ehrhart polynomial** of \( Q \) is the numerical function

\[
E_Q : \mathbb{N} \to \mathbb{N}, \quad r \mapsto \text{card}(\mathcal{Z}\mathcal{A} \cap r \cdot Q).
\]

(4.8)

It is known that \( E_Q(\ell) \) is a polynomial of degree \( q := \dim(Q) \leq d-1 \), see e.g. (Stanley 1986). Hence we can write \( E_Q(r) = \sum_{\ell=0}^q c_\ell r^\ell \). The leading coefficient \( c_q \) is denoted \( \text{Vol}(Q) \) and called the normalized volume of \( Q \). If \( q = d-1 \) then \( \text{Vol}(Q) \) equals the usual Euclidean volume of \( Q \) times \( q! \) times the order of the finite abelian group \( \mathbb{Z}^d / \mathcal{Z}\mathcal{A} \).

**Theorem 4.16.** The degree of the projective toric variety defined by \( I_{\mathcal{A}} \) equals the normalized volume \( \text{Vol}(Q) \) of the polytope \( Q = \text{conv}(\mathcal{A}) \).

*Proof:* The degree of the projective toric variety \( \mathcal{V}(I_{\mathcal{A}}) \) equals \( q! \) times the leading coefficient of the Hilbert polynomial \( \text{H}_\mathcal{A}(r) \) of \( k[x]/I_{\mathcal{A}} \). The Hilbert polynomial is defined as follows: \( \text{H}_\mathcal{A}(r) \) is the \( k \)-dimension of the \( r \)-th graded component of

\[
k[x]/I_{\mathcal{A}} = k[t_1^{\bullet} , \ldots, t_n^{\bullet}] \text{ for } r \gg 0.
\]

A basis for this vector space is given by the set of all monomials \( t^a \) such that \( \ell = \deg(\mathcal{A}) \) lies in the semigroup spanned by \( \mathcal{A} \) and \( b \cdot \omega = r \), where \( \omega \in \mathbb{Q}^d \) as in Lemma 4.14. In other words, \( \text{H}_\mathcal{A}(r) = \text{card}((\mathcal{N}\mathcal{A} \cap r \cdot Q)) \).

This implies the inequality \( \text{H}_\mathcal{A}(r) \leq E_Q(r) \).

Consider the following finite set

\[
C := \{ \lambda \mathcal{A} \cap \{ \sum_{i=1}^n \lambda_i a_i : 0 \leq \lambda_i \leq 1 \text{ for } i = 1, \ldots, n \} \}. 
\]

Fix an integer \( R > 0 \) such that each \( b \in C \) can be written as \( b = \pi(u) \) for some \( u = (u_1, \ldots, u_n) \in \mathbb{Z}^n \) with \( u_i > -R \) for all \( i \). For any integer \( r > nR \) consider the map

\[
\mathcal{Z}\mathcal{A} \cap (r-nR) \cdot Q \to \mathcal{N}\mathcal{A} \cap r \cdot Q, \quad b \mapsto b + R \cdot (a_1 + \ldots + a_n)
\]

To show that this map is well-defined, we must express \( b + R \cdot (a_1 + \ldots + a_n) \) as a non-negative integer linear combination of \( \mathcal{A} \). This can be done as follows: first write \( b \) as a non-negative rational linear combination of \( \mathcal{A} \). If any of the rational coefficients \( \lambda_i \) is \( > 1 \), then we subtract the corresponding \( a_i \) from the representation (this does not harm the conclusion). Repeating this process, we eventually reduce to the case \( b \in C \). Now write \( b = \sum \lambda_i a_i \) with integers \( u_i > -R \). Adding \( R \) times the sum \( a_1 + \ldots + a_n \) to this representation, we obtain the desired conclusion.

Clearly, the map (4.9) is injective, and therefore

\[
E_Q(r-nR) \leq \text{H}_\mathcal{A}(r) \leq E_Q(r).
\]

(4.10)

This shows that the polynomials \( E_Q \) and \( \text{H}_\mathcal{A} \) have the same degree and the same leading coefficient, and the proof is complete.

**Example 4.17.** (The Segre variety \( P^1 \times P^1 \times P^1 \) in \( P^7 \))

Let \( \mathcal{A} \) be the set of vertices of a regular 3-dimensional cube, given in homogeneous coordinates. For instance, \( \mathcal{A} = \{(0,1,0,1,0,0),(1,0,1,0,0,0),(1,0,0,1,1,0),(1,0,0,0,1,1),(0,1,1,1,0,0),(0,1,0,1,1,0),(0,1,0,0,1,1)\} \). The normalized volume of the regular cube \( Q = \text{conv}(\mathcal{A}) \) is six. Hence \( \mathcal{V}(I_{\mathcal{A}}) \) is a projective toric variety of dimension 3 and degree 6. It is the Segre embedding of \( P^1 \times P^1 \times P^1 \) in \( P^7 \).

**Exercises:**

1. Find a generating set for the ideal \( I_{\mathcal{A}} \) of the Segre-threefold in Example 4.17. Also compute the circuits \( \mathcal{C}_\mathcal{A} \), the universal \( \mathbb{G} \)-basis \( I_{\mathcal{A}} \), and the Graver basis \( Gr_{\mathcal{A}} \). (4.2)

2. For fixed integers \( d \) and \( r \) consider the set \( \mathcal{A} = \{(i_1, i_2, \ldots, i_d) \in \mathbb{N}^d : i_1 + i_2 + \ldots + i_d = r\} \). Show that \( I_{\mathcal{A}} \) has a reduced Gröbner basis consisting of quadratic binomials. (4.3)

3. Prove Proposition 4.13. (4.4)

4. For the set \( \mathcal{A} = \{(1,0),(1,1),(1,5)\} \) (graded with \( \omega = (1,0) \)) compute the Hilbert polynomial \( \text{H}_\mathcal{A} \) and the normalized Ehrhart polynomial \( E_Q \).
(5) Does the hypothesis \( A = ZA \cap Q \) imply the conclusion \( H_A = E_Q \)?
(6) Let \( A \) be the set of all \( m \times m \)-permutation matrices. (Here \( n = m! \) and \( d = m^2 \)).
   (a) For \( m = 3 \) show that \( I_A \) is a principal ideal.
   (b) For \( m = 4 \) compute any Gröbner basis for \( I_A \).
   (c) For \( m = 5 \) determine the degree of the projective toric variety \( V(I_A) \).
   (d) For \( m = 6 \) give an upper bound on the degree and cardinality of the universal Gröbner basis \( U_A \).
(7) Prove the following sufficient condition for a toric ideal to be a complete intersection: If the origin lies in the interior of the convex hull of \( A \) in \( \mathbb{R}^d \), then \( I_A \) is generated by \( n - d \) binomials. Does there always exist a Gröbner basis consisting of \( n - d \) binomials?
(8) Let \( A = \{ e_i - e_j : 1 \leq i < j \leq n \} \). Show that \( C_A = U_A = \text{Gr}_A \). Identify this set of binomials with the circuits in a directed complete graph on \( n \) nodes.

Notes:
Semigroup algebras and their presentation ideals (here called “toric ideals”) have been studied by many researchers. The emphasis of most publications lies on commutative algebra issues, such as Cohen-Macaulayness and local cohomology, with the strongest results being typically available for monomial curves \( (d = 1) \). An early reference is (Herzog 1970), and three more recent ones are (Trung & Hoa 1986), (Bresinsky 1988), and (Campillo & Pison 1993). The single-exponential degree bound for Gröbner bases of toric ideals in Theorem 4.7 appeared in (Sturmfels 1991). The relation between volume and degree in Theorem 4.16 is a staple of toric geometry. For more detailed discussions in the contexts of commutative algebra and algebraic geometry see Theorem 6.3.12 in (Bruns & Herzog 1993) and §5.3 in (Fulton 1993) respectively.

CHAPTER 5

Enumeration, Sampling and Integer Programming

In this chapter we present applications of toric ideals. We shall assume for simplicity that \( A = \{ a_1, \ldots, a_n \} \) lies in \( \mathbb{N}^d \setminus \{ 0 \} \), i.e., each \( a_i \) is non-zero and non-negative. This assumption implies the following property for the map \( \pi \) in (4.1): for each \( b \in \mathbb{N}^d \) the set \( \pi^{-1}(b) = \{ u \in \mathbb{N}^n : \pi(u) = b \} \) is finite. We call \( \pi^{-1}(b) \) the fiber of \( A \) over \( b \).

There are three natural families of problems associated with these fibers:

- **Enumeration**: Determine the cardinality of \( \pi^{-1}(b) \). If this number is "not too big", then list all elements in the fiber \( \pi^{-1}(b) \) explicitly.

If complete enumeration is infeasible, then the following questions are of interest.

- **Sampling**: Choose a point at random from \( \pi^{-1}(b) \). For our purposes it suffices to assume that "at random" refers to the uniform distribution on \( \pi^{-1}(b) \).

- **Integer Programming**: Given an "cost vector" \( \omega \in \mathbb{R}^n \), find a point \( u \) in \( \pi^{-1}(b) \) which minimizes the value of the linear functional \( u \mapsto u \cdot \omega \).

Our objective is to apply toric ideals to model and solve these problems. We start by illustrating the basic ideas with a simple but important example.

**Example 5.1.** (Contingency tables, transportation problems, and \( 2 \times 2 \)-minors)
Fix positive integers \( s \) and \( t \). Let \( e_1, \ldots, e_s \) be the unit vectors in \( \mathbb{N}^s \) and \( e'_1, \ldots, e'_t \) the unit vectors in \( \mathbb{N}^t \). Let \( d = s + t \) and \( n = s \cdot t \). We identify \( \mathbb{N}^d \) with \( \mathbb{N}^s \oplus \mathbb{N}^t \), and we identify \( \mathbb{N}^n \) with the set \( \mathbb{N}^{s \times t} \) of non-negative integer \( s \times t \)-matrices \( u = (u_{ij}) \).
We define \( A = \{ e_i \oplus e'_j : i = 1, \ldots, s, j = 1, \ldots, t \} \subset \mathbb{N}^d \). The map \( \pi \) computes the row and column sums of a given matrix:

\[
\pi : \mathbb{N}^{s \times t} \to \mathbb{N}^{s+t}, \quad u \mapsto (\sum_{j=1}^{t} u_{1j}, \ldots, \sum_{j=1}^{t} u_{sj}; \sum_{i=1}^{s} u_{i1}, \ldots, \sum_{i=1}^{s} u_{it}) \quad (5.1)
\]

If \( r = (r_1, \ldots, r_s) \in \mathbb{N}^s \) and \( c = (c_1, \ldots, c_t) \in \mathbb{N}^t \), then the fiber \( \pi^{-1}(r; c) \) consists of all non-negative integer \( s \times t \)-matrices with row sums \( r \) and column sums \( c \).
Here is an example of a very small fiber of $3 \times 3$-matrices ($s = t = 3, n = 9, d = 6$):

$$
\pi^{-1}(1,1,2,1,1,2) = \left\{ \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 2 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 1 \end{pmatrix}, \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 1 \end{pmatrix}, \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 1 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \\ 1 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \\ 1 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \\ 1 & 0 & 1 \end{pmatrix} \right\}. \tag{5.2}
$$

We now present somewhat more realistic instances for the three problems above:

- **Enumeration**: Suppose we wish to find all non-negative integer $3 \times 3$-matrices having row sums $(42,42,5)$ and column sums $(28,30,31)$. A typical such matrix looks like

$$
\mathbf{u} = \begin{pmatrix} 20 & 13 & 9 \\
6 & 16 & 20 \\
2 & 1 & 2 \end{pmatrix}. \tag{5.3}
$$

It can be shown that $\pi^{-1}(42,42,5;28,30,31)$ has precisely 13,132 elements. The enumeration problem is to efficiently generate these 13,132 matrices.

- **Sampling**: The following $4 \times 4$-matrix was used in (Diaconis & Sturmfels 1993) to illustrate the concept of **contingency tables** in statistics. This data set classifies 592 people according to their eye color and their hair color.

<table>
<thead>
<tr>
<th>Eye Color</th>
<th>Hair Color</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brown</td>
<td>Black</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>Brunette</td>
<td>119</td>
</tr>
<tr>
<td>Blue</td>
<td>Red</td>
<td>26</td>
</tr>
<tr>
<td>Hazel</td>
<td>Blue</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>84</td>
</tr>
<tr>
<td>Green</td>
<td>Hazel</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Blonde</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>127</td>
</tr>
</tbody>
</table>


A natural question to ask about these data is whether eye color and hair color are correlated? One approach to answering this is to compare certain features (e.g. the $\chi^2$-statistic) of the table (5.4) with that of a comparison table selected at random among all tables with the same marginal distribution. In our notation above, the set of tables with the same marginal distribution is $\pi^{-1}(220,215,93,64;108,286,71,127)$. The sampling problem is to select a random element from this fiber. Complete enumeration is infeasible in this instance. In fact, it is a non-trivial problem to even count fibers like these. Using the methods in (Mount 1995), it can be shown that

$$
\text{card}(\pi^{-1}(220,215,93,64;108,286,71,127)) = 1,225,914,276,768,514.
$$

- **Integer Programming**: The integer programming problem associated with the set $A = \{e_i \oplus e_j\}$ is called the transportation problem. Consider $s = 4$ factories $F_1, F_2, F_3$, and $F_4$ which produce a respective supply of 220, 215, 93 and 64 units of an indivisible good. Consider also $t = 4$ stores $S_1, S_2, S_3$, and $S_4$ which have respective demands of 108, 286, 71 and 127 units. There is a (non-negative) real cost $\omega_{ij}$ associated with transporting one unit from factory $F_i$ to store $S_j$. The possible transportation plans for shipping all 592 units from the factories to the stores are precisely the elements of $\pi^{-1}(220,215,93,64;108,286,71,127)$.

The transportation problem is to find a matrix $\mathbf{u} = (u_{ij})$ in that fiber which minimizes the total cost $\sum_{1 \leq i, j \leq 4} u_{ij} \omega_{ij}$. Here is an example of a cost matrix and corresponding optimal transportation plan:

$$
\begin{pmatrix}
1 & 1 & 1 & 1 \\
4 & 3 & 2 & 1 \\
7 & 5 & 3 & 1 \\
10 & 7 & 4 & 1
\end{pmatrix}, \text{ then } \mathbf{u} = \begin{pmatrix}
108 & 112 & 0 & 0 \\
0 & 174 & 41 & 0 \\
0 & 0 & 30 & 63 \\
0 & 0 & 0 & 64
\end{pmatrix}
$$

Returning from Example 5.1 to the general case, we shall first discuss the sampling problem. The basic idea is to do a random walk on the fiber $\pi^{-1}(b)$. Let $\mathcal{F}$ be any finite subset of $\text{ker}(\pi)$. We define a graph denoted $\pi^{-1}(b)_{|\mathcal{F}}$ as follows. The nodes of this graph are the elements in $\pi^{-1}(b)$, and two nodes $u$ and $u'$ are connected by an edge if $u - u' \in \mathcal{F}$ or $u - u' \in \mathcal{F}$. The graph $\pi^{-1}(b)_{|\mathcal{F}}$ may be connected, or it may be disconnected if $\mathcal{F}$ is chosen too small. If it is connected, then the following simple random walk defines a Markov chain which converges to the uniform distribution on $\pi^{-1}(b)$.

**Algorithm 5.2. (Random walk on a fiber)**

**Input**: A finite set $\mathcal{F} \subseteq \text{ker}(\pi)$ of "moves". An initial point $u^{(0)}$ in a fiber $\pi^{-1}(b)$.

**Output**: A "random" point $u$ in $\pi^{-1}(b)$, provided the graph $\pi^{-1}(b)_{|\mathcal{F}}$ is connected.

1. Let $u := u^{(0)}$.
2. While (some termination condition is not yet satisfied) do
   2.1. select $v$ at random from the uniform distribution on $\mathcal{F} \cup -\mathcal{F}$.
   2.2. if $u + v$ is non-negative then replace $u$ by $u + v$.
      (if $u + v$ has a negative coordinate, the walk stays at $u$.)

We here ignore the question of running time until stationarity and what the "termination condition" should be. The main point for us is how to find a finite set of moves $\mathcal{F}$ which is guaranteed to connect all fibers $\pi^{-1}(b)$ simultaneously.

**Theorem 5.3.** Let $\mathcal{F} \subseteq \text{ker}(\pi)$. The graphs $\pi^{-1}(b)_{|\mathcal{F}}$ are connected for all $b \in \text{NA}$ if and only if the set $\{x^+ - x^- : v \in \mathcal{F}\}$ generates the toric ideal $I_A$.

**Proof**: Let $\langle \mathcal{F} \rangle$ denote the ideal generated by $\{x^+ - x^- : v \in \mathcal{F}\}$. By Corollary 4.3, we have $\langle \mathcal{F} \rangle \subseteq I_A$. We must show that equality holds if and only if all the graphs $\pi^{-1}(b)_{|\mathcal{F}}$ are connected. We begin with the "if"-direction. Given any $u \in \text{ker}(\pi)$, we must show that $x^u - x^{-u}$ lies in $\langle \mathcal{F} \rangle$. Let $b := \pi(u^+) = \pi(u^-)$. Since $\pi^{-1}(b)_{|\mathcal{F}}$ is a connected graph, there exists a connecting path in this fiber: $u^+ = u^{(0)}, u^{(1)}, u^{(2)}, \ldots, u^{(r)} = u^-$. This means that each binomial $x^{u^{(i+1)} - u^{(i)}}$ lies in $\langle \mathcal{F} \rangle$. Hence so does their sum

$$
x^{u^+ - u^-} = \sum_{i=1}^{r} (x^{u^{(i+1)} - u^{(i)}}) \in \langle \mathcal{F} \rangle.
$$

For the "only-if" direction we assume that $\langle \mathcal{F} \rangle = I_A$. Let $u$ and $u'$ be any two
lattice points in the same fiber \( \pi^{-1}(b) \). There exists a representation
\[
x^u - x'^u = \sum_{i=1}^{N} x^{w_i} \cdot (x^{v_i} - x'^{v_i}),
\]
(5.6)
where each \( v_i = v_i^+ - v_i^- \) is a vector in \( \mathcal{F} \), possibly occurring more than once in (5.6). If \( N = 1 \) then (5.6) is equivalent to \( u - u' \in \mathcal{F} \), and \( u \) and \( u' \) are connected by an edge in \( \pi^{-1}(b) \). For \( N > 1 \) we wish to show that \( u \) and \( u' \) are connected by a path. We shall proceed by induction on \( N \). The monomial \( x^u \) is equal to one of the terms \( x^{w_1}x^{v_1} \) or \( x^{w_2}x^{v_2} \) appearing in the expansion of the right-hand side of (5.6). After relabeling the sum we may assume that \( u = w_1 + v_1^+ \). This implies that \( u \) and \( w_1 + v_1^- \) are connected by an edge in \( \pi^{-1}(b) \). By deleting the first summand in (5.6), we get an expression for \( x^{w_1}x^{v_1^-} - x'^u \), which has length \( N - 1 \). By induction, \( w_1 + v_1^- \) and \( u' \) are connected by a path in \( \pi^{-1}(b) \), and hence \( u \) and \( u' \) are connected as well.

**Example 5.1. (continued)**
The toric ideal \( I_A \) is minimally generated by the \( 2 \times 2 \)-minors of an \( s \times t \)-matrix of indeterminates. We shall prove this in Proposition 5.4 below. The projective toric variety \( \mathcal{V}(I_A) \) is the Segre embedding of \( P^{r-1} \times P^{s-1} \) into \( P^{rs-1} \).

For \( s = t = 3 \) the connecting moves corresponding to the \( 2 \times 2 \)-minors are:
\[
\mathcal{F} = \begin{pmatrix}
+1 & -1 & 0 \\
-1 & +1 & 0 \\
0 & 0 & 0 \\
+1 & -1 & 0 \\
0 & 0 & 0 \\
-1 & +1 & 0 \\
0 & 0 & 0 \\
+1 & -1 & 0 \\
-1 & +1 & 0
\end{pmatrix}
\]

We invite the reader to draw the graph \( \pi^{-1}(1,1,2,1,1,2) \) and to verify that it is connected. Its node set is given in equation (5.2). Theorem 5.2 (together with Proposition 5.4 below) implies that all graphs \( \pi^{-1}(r_1,r_2,r_3; c_1,c_2,c_3) \) are connected. Note that this property ceases to hold if any one of the nine moves is omitted from \( \mathcal{F} \).

**Proposition 5.4.** The toric ideal \( I_A \) for \( A = \{e_i \oplus e'_j\} \) is the kernel of the map
\[
\pi : k[x_{11}, \ldots, x_{st}] \rightarrow k[y_1, \ldots, y_s, z_1, \ldots, z_t], \quad x_{ij} \mapsto y_i z_j.
\]

With respect to a suitable term order \( \prec \) the reduced Gröbner basis of \( I_A \) equals
\[
G_\prec = \{ x_{ij}x_{jk} - x_{ik}x_{jl} : 1 \leq i < j \leq s, 1 \leq k < l \leq t \}.
\]

**Proof:** It is easy to see that \( \pi \) is the lifting of the map \( \pi \) in (5.1), and that the \( 2 \times 2 \)-minors lie in \( I_A \). To show that they are a reduced Gröbner basis, we choose

the reverse lexicographic term order induced from the row-wise variable ordering \( x_{11} < x_{12} < \cdots < x_{st} \). This term order is called the diagonal term order. The initial terms are underlined in (5.7). We proceed by induction on \( r+s \), the assertion being obvious for \( r = s = 2 \). Let \( r+s \geq 5 \) and suppose that \( G_\prec \) is not the reduced Gröbner basis. Then there exists \( u \in N^{rs-1} \setminus \emptyset \) such that neither \( x^u \) nor \( x'^u \) is divisible by any of the underlined monomials. Let \( (r,c) := (\pi(u^+), \pi(u^-)) \). By induction, our assertion holds for \( (s-1) \times (t-1) \)-matrices and for \( s \times (t-1) \)-matrices. Therefore all coordinates of \( (r,c) \) are non-zero; in particular, we have \( r_1 \geq 1 \) and \( c_1 \geq 1 \). Since \( x^u \) is not divisible by any product \( x_{ij}x_{jk} \) with \( i,j \geq 2 \), it follows that \( x'^u \) is divisible by \( x_{11} \). The same reasoning shows that also \( x'^u \) is divisible by \( x_{11} \). This is a contradiction because \( u^+ \) and \( u^- \) have disjoint support.

We next turn to the problem of integer programming. Let \( \prec \) be any term order on \( N^n \). We define a directed graph (short: digraph) \( \pi^{-1}(b) \prec \) as follows. The underlying undirected graph is \( \pi^{-1}(b) \). An edge \( (u, u') \) is directed from \( u \) to \( u' \) if \( u' < u \).

**Theorem 5.5.** Let \( G \subseteq \ker(\pi) \) and \( \prec \) any term order on \( N^n \). The directed graph \( \pi^{-1}(b) \prec \) has a unique sink for every \( b \in N_A \) if and only if the set of binomials \( \{ x^v - x'^u : v \in G \} \) is a Gröbner basis for the toric ideal \( I_A \) with respect to \( \prec \).

**Proof:** The directed edges in \( \pi^{-1}(b) \prec \) are the possible monomial reductions with respect to \( G \). Suppose \( G \) is a Gröbner basis. All monomials lying in the same fiber \( \pi^{-1}(b) \) have the same normal form \( x^u \) modulo \( G \). Then \( u \) is the unique sink in the digraph \( \pi^{-1}(b) \prec \). For the converse suppose that \( G \) is not a Gröbner basis. Then there exists \( u \in \ker(\pi) \setminus \emptyset \) such that neither \( x^u \) nor \( x'^u \) can be further reduced modulo \( G \). Let \( b := (\pi(u^+), \pi(u^-)) \). Our assumption implies that \( u^+ \) and \( u^- \) are distinct sinks in the digraph \( \pi^{-1}(b) \prec \).

Recall from Chapter 1 that each cost vector \( \omega \in \mathbb{R}^n \) can be refined to a term order \( \prec_\omega \). We allow \( \omega \) to have negative coordinates because \( I_A \) is homogeneous (cf. Proposition 1.12) with respect to some positive grading (e.g., take \( \deg(x_i) = \text{the coordinate sum of} \ a_i \)).

**Algorithm 5.6.** (Integer programming for a fixed matrix and cost function)

**Input:** \( A \times n \)-matrix \( \mathcal{A} \) as above and a cost function \( \omega \in \mathbb{R}^n \).

**Output:** An optimal point \( u \in \pi^{-1}(b) \) with \( u \cdot \omega \) minimal, for any given \( b \in N_A \).

1. Compute the reduced Gröbner basis \( G_\prec \) for \( I_A \) with respect to \( \prec_\omega \).
2. For any given right hand side vector \( b \in N_A \) do:
   2.1 Find any feasible solution \( v \in \pi^{-1}(b) \).
   2.2 Compute the normal form \( x^v \) with respect to \( G_\prec \). Output \( u \).

Step 2.1 is analogous to PHASE-I in the simplex algorithm for linear programming. It can be done by computing any Gröbner basis as in Algorithm 4.5, and then reducing \( x^v \) with respect to that Gröbner basis. It is often the case that a feasible solution \( v \) is given as part of the input, in which case step 2.1 can be omitted.

**Example 5.1. (continued)**
Let \( s = t = 4 \). The cost matrix \( \omega \) in (5.5) defines a term order \( \prec_\omega \) which is equivalent to the diagonal term order in Proposition 5.4. Hence \( G_\prec_\omega \) is just the set of \( 2 \times 2 \)-minors. We consider the table in (5.4) as a given feasible solution. It is
coded as a monomial:
\[ x^\nu = x_{68}^{119} x_{15}^{26} x_{7}^{17} x_{23}^{26} x_{17}^{26} x_{11}^{41} x_{4}^{11} x_{16}^{5} x_{12}^{29} x_{14}^{16} . \]

The normal form of \( x^\nu \) with respect to the Gröbner basis in Proposition 5.4 equals
\[ x^\nu = x_{11}^{108} x_{12}^{12} x_{22}^{174} x_{3}^{30} x_{33}^{63} x_{41}^{4} x_{44}^{1} . \]

This is exactly how the optimal solution in (5.5) was found.

The enumeration problem for fibers \( \pi^{-1}(b) \) of moderate size can be solved as follows:

**Algorithm 5.7. (Enumeration of fibers using Gröbner bases)**

**Input:** A \( d \times n \)-matrix \( A \) as above and a vector \( b \) in the semigroup \( N \mathbb{A} \).

**Output:** A list of all elements in the fiber \( \pi^{-1}(b) \).

1. Compute any Gröbner basis \( G \) for \( I_A \).
2. Find any feasible solution \( \nu' \in \pi^{-1}(b) \).
3. By reducing \( x^\nu' \) modulo \( G \), find the unique sink \( \nu'' \) in the digraph \( \pi^{-1}(b) \mathcal{G}, \cdot \).
4. Now run a backward search of the digraph \( \pi^{-1}(b) \mathcal{G}, \cdot \), for instance as follows:
   - First initialize \( \text{Active} := \{\nu''\} \).
   - \( \text{Passive} := \text{the empty set} \).
5. While \( \text{Active} \) is non-empty do
   5.1. Choose any element \( \nu \in \text{Active} \).
   5.2. For all \( \nu = \nu^+ - \nu^- \in \mathcal{G} \) (with \( \nu^+ > \nu^- \)) do
      - 5.2.1. if \( \nu - \nu^- \geq 0 \) and \( \nu + \nu \notin \text{Passive} \) then \( \text{Active} := \text{Active} \cup \{\nu + \nu\} \).
   5.3. \( \text{Active} := \text{Active} \setminus \{\nu\} \).
   6. Output \( \text{Passive} \).

One drawback of Algorithm 5.7 as presented is that the set \( \text{Active} \) can grow very large during the computation. This problem can be resolved by applying the “reverse search” technique of (Avis & Fukuda 1992). The reverse search variant of Algorithm 5.7 requires no intermediate storage whatsoever, and it runs in linear time in the size of the output.

**Exercises:**

1. Compute the universal Gröbner basis for the ideal of \( 2 \times 2 \)-minors in Example 5.1.
2. Compute the degree of the Segre embedding of \( P^{r-1} \times P^{s-1} \) using Theorem 4.16. Here \( Q = \text{conv}(A) \) is the product of a regular \((r-1)\)-simplex with a regular \((s-1)\)-simplex.
3. The convex hull of the seven matrices in (5.2) is a four-dimensional polytope. Compute all faces of this polytope. How about the convex hull of \( \pi^{-1}(b) = \{42, 42, 5, 28, 30, 31\} \)?
4. How many ways are there of expressing 10 dollars in terms of pennies, nickels, dimes and quarters, using exactly 100 coins? Use Algorithm 5.7 to list all possibilities.
CHAPTER 6

Primitive Partition Identities

In what follows we investigate generalizations of the well-known identity $1 + 1 = 2$. Fix a positive integer $n$. A partition identity is any identity of the form

$$a_1 + a_2 + a_3 + \cdots + a_k = b_1 + b_2 + b_3 + \cdots + b_l,$$  \hspace{1cm} (6.1)

where $0 < a_i, b_j \leq n$ and all parts integers (generally not distinct). The number $k + l$ is called its degree. We call (6.1) primitive if there is no proper subidentity

$$a_{i_1} + a_{i_2} + \cdots + a_{i_r} = b_{j_1} + b_{j_2} + \cdots + b_{j_s},$$  \hspace{1cm} (6.2)

where $1 \leq r + s \leq k + l - 1$. Thus $1 + 3 + 3 = 5 + 5$ is a primitive partition identity of degree six and largest part equal to five.

To further illustrate our definition we list all primitive partition identities (ppi's) for $n = 5$. The ppi's for all smaller values of $n$ appear in the beginning.

$$1 + 1 = 2,$$
$$2 + 2 = 1 + 3,$$
$$2 + 2 + 2 = 3 + 3,$$
$$1 + 2 = 3,$$
$$1 + 1 + 1 = 3,$$
$$3 + 3 = 2 + 4,$$
$$3 + 3 + 3 = 1 + 4 + 4,$$
$$3 + 3 + 3 + 3 = 4 + 4 + 4,$$
$$2 + 3 = 1 + 4,$$
$$2 + 3 + 3 = 4 + 4,$$
$$2 + 2 = 4,$$
$$1 + 3 = 4,$$
$$3 + 3 = 1 + 1 + 4,$$
$$1 + 1 + 2 = 4,$$
$$1 + 1 + 1 + 1 = 4,$$
$$4 + 4 = 3 + 5,$$
$$4 + 4 + 4 = 2 + 5 + 5,$$
$$4 + 4 + 4 + 4 = 5 + 5 + 5 + 5,$$
$$3 + 4 = 2 + 5,$$
$$3 + 4 + 4 = 1 + 5 + 5,$$
$$3 + 3 + 4 + 4 = 5 + 5 + 5,$$
$$3 + 3 + 3 + 3 = 5 + 5 + 5,$$
$$3 + 3 + 3 + 3 = 5 + 5 + 5,$$
$$2 + 4 = 1 + 5,$$
$$2 + 4 + 4 = 5 + 5,$$
$$2 + 4 + 4 = 5 + 5,$$
$$2 + 3 + 3 + 3 = 5 + 5 + 5,$$
$$2 + 2 + 2 + 2 = 5 + 5 + 5,$$
$$2 + 2 + 2 + 2 = 5 + 5 + 5,$$
$$2 + 2 + 2 + 2 = 5 + 5 + 5,$$
$$4 + 4 + 4 = 1 + 1 + 5,$$
$$4 + 4 + 4 = 1 + 1 + 5,$$
$$1 + 1 + 3 = 5,$$
$$4 + 4 = 1 + 1 + 5.$$

<table>
<thead>
<tr>
<th>$n$</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td># of ppi's</td>
<td>1</td>
<td>5</td>
<td>15</td>
<td>47</td>
<td>102</td>
<td>276</td>
<td>578</td>
<td>1261</td>
<td>2465</td>
<td>5362</td>
<td>9285</td>
<td>18900</td>
</tr>
</tbody>
</table>

Our first theorem concerns the maximum degree a ppi can have.
Theorem 6.1. Any primitive partition identity (6.1) with largest part at most $n$ satisfies $k + l \leq 2n - 1$. This degree bound is sharp. The pp

$$\frac{n + n + n + \cdots + n}{n-1 \text{ terms}} = \frac{(n - 1) + (n - 1) + \cdots + (n - 1)}{n \text{ terms}}.$$ (6.3)

is the unique primitive partition identity with $k + l = 2n - 1$.

Proof: Suppose that (6.1) is primitive. We may assume that $n$ does not appear on the right hand side of (6.1). But it can appear on the left hand side. We run the following algorithm, starting with $x := 0$ and the multisets $\mathcal{P} := \{a_1, \ldots, a_k\}$ and $\mathcal{N} := \{b_1, \ldots, b_l\}$:

While $\mathcal{P} \cup \mathcal{N}$ is non-empty do

if $x \geq 0$

then select an element $\nu \in \mathcal{N}$, set $x := x - \nu$ and $\mathcal{N} := \mathcal{N} \setminus \{\nu\}$

else select an element $\pi \in \mathcal{P}$, set $x := x + \pi$ and $\mathcal{P} := \mathcal{P} \setminus \{\pi\}$.

At each step in the while-loop the value of $x$ is an integer between $1 - n$ and $n - 1$. Thus the total number of possible values for $x$ is $2n - 1$. Since (6.1) is primitive, no value can be attained more than once. Otherwise a proper subidentity (6.2) is created whenever a value is reached for the second time. Therefore the total number of iterations in our loop is at most $2n - 1$, which proves the first part of Theorem 6.1.

The maximum degree $2n - 1$ can be attained only if all possible values for $x$ are attained in the above loop. We add the requirement that in each step the largest element $\nu$ in $\mathcal{N}$ or $\pi$ in $\mathcal{P}$ is to be selected. Then $\nu = n - 1$ in the first step. Otherwise the value $x = 1 - n$ will never be reached. The next time we enter the “then”-case, we must jump from $x = 1 + n$ with $\nu = n - 1$. Otherwise the value $x = 2 - n$ will never be reached. The next time we enter the “then”-case, we must jump from $x = 2 + n$ with $\nu = n - 1$. Otherwise the value $x = 3 - n$ will never be reached. Iterating this argument, we see that $b_1 = b_2 = \cdots = b_l = n - 1$ and $l = n$.

This proves that (6.3) is the only primitive identity of maximum degree.

The upper bound in Theorem 6.1 can be strengthened as follows:

Corollary 6.2. If (6.1) is a primitive partition identity, then

$$k + l \leq \max \{a_i : i = 1, \ldots, k\} + \max \{b_j : j = 1, \ldots, l\}.$$ 

Proof: Let $a_{00}$ be the maximum of the $a_i$'s and let $b_{00}$ be the maximum of the $b_j$'s. In our algorithm in the proof of Theorem 6.1 the value of $x$ is always an integer between $b_{00} - 1$. So, the number of possible values for $x$ equals $a_{00} + b_{00}$, which is the right hand side of the claimed inequality.

What does all of this have to do with toric ideals? The answer is simple:

Observation 6.3. Let $d = 1$ and $\mathcal{A} = \{1, 2, 3, \ldots, n\}$. Then $x_{a_1} x_{a_2} \cdots x_{a_k} - x_{b_1} x_{b_2} \cdots x_{b_l}$ is a primitive binomial in $I_{A}$ if and only if (6.1) is a primitive partition identity.

Thus the pp’s are precisely the elements in the Graver basis $G_{r, A}$ for the ideal $I_{A}$, $k = \ker(n, \ldots, \ker(t))$. The pp’s in Table 6-1 are in binomial notation

$$x_1^2 - x_2^2, x_1^3 - x_2^3, x_1^4 - x_2^4, \ldots$$

The toric variety $V(I_{A})$ is the affine rational normal curve in $k^n$. In algebraic geometry it is more common to consider this curve in projective space. For the projective version we set $d = 2$ and $A := \{(1, 1), (1, 2), \ldots, (1, n)\}$. The ideal $I_{A}$ is homogeneous. The projective toric variety $V(I_{A})$ in $P^{n-1}$ is the rational normal curve of degree $n - 1$.

We say that the partition identity (6.1) is homogeneous if $k = l$. It is homogeneous primitive if, in addition, no proper subidentity (6.2) with $s = \exists$. The homogeneous primitive partition identities (6.1) correspond to the Graver basis elements $x_{a_1} x_{a_2} \cdots x_{a_k} - x_{b_1} x_{b_2} \cdots x_{b_l}$ for $A = \{(1, 1), \ldots, (1, n)\}$. We list all homogeneous primitive partition identities for $n \leq 6$:

$$2 + 2 = 1 + 3,$$

$$3 + 3 = 2 + 2,$$

$$4 + 4 = 3 + 5.$$

Table 6-2. Homogeneous primitive partition identities for $n \leq 6$.

Note that homogeneous primitive partition identities need not be primitive in the inhomogeneous sense. The identity $1 + 4 + 4 = 2 + 2 + 5$ shows this. Underlined in Table 6-2 are the four identities of maximum degree $10 = 2 \cdot 5 - 2$.

Theorem 6.4. Any primitive homogeneous partition identity (6.1) satisfies $k = l = n - 1$. This is sharp since

$$\frac{1 + 1 + \cdots + 1 + n}{n-2 \text{ terms}} = \frac{2 + 2 + \cdots + 2}{n-1 \text{ terms}}.$$ 

There are exactly $\phi(n - 1)$ (the Euler phi-function) such maximal identities. For $n \geq 5$, there are $n + 2 \phi(n - 1) + 2 \phi(n - 2) - 6$ primitive identities with $k = l = n - 2$.

Proof: We sort the left and right hand sides of (6.1) as follows:

$$a_1 \leq a_2 \leq a_3 \leq \cdots \leq a_k \quad \text{and} \quad b_1 \leq b_2 \leq b_3 \leq \cdots \leq b_k.$$
Consider the differences \( \delta_i := a_i - b_i, \ i = 1, \ldots, k \). In the equation

\[
\delta_1 + \delta_2 + \cdots + \delta_k = 0 \tag{6.4}
\]

we separate the positive terms and the negative terms. The result is an inhomogeneous primitive partition identity of degree \( k \). Let \( \Delta_+ = \max \{ \delta_i : \delta_i > 0 \} \) and \( \Delta_- = \max \{ -\delta_i : \delta_i < 0 \} \). By Corollary 6.2 applied to (6.4) we have \( k \leq \Delta_+ + \Delta_- \).

We now choose indices \( i_0 \) and \( j_0 \) such that \( b_{i_0} - a_{i_0} = \Delta_- \) and \( a_{j_0} - b_{j_0} = \Delta_+ \). We distinguish two cases. If \( i_0 < j_0 \) then

\[
1 + \Delta_- \leq a_{i_0} + \Delta_- = b_{i_0} \leq b_{j_0} = a_{j_0} - \Delta_+ \leq n - \Delta_+. \tag{6.5}
\]

If \( i_0 > j_0 \) then

\[
n - \Delta_- \geq b_{i_0} - \Delta_- = a_{i_0} \geq a_{j_0} = b_{j_0} + \Delta_+ \geq 1 + \Delta_+. \tag{6.6}
\]

In either case we have \( \Delta_+ + \Delta_- \leq n - 1 \), and therefore

\[
\text{degree of (6.1)} = 2k \leq 2(\Delta_+ + \Delta_-) \leq 2n - 2. \tag{6.7}
\]

This proves the first part of the claim.

To establish the second part of Theorem 6.4, we must characterize all primitive identities of maximal degree \( 2n - 2 \). Let \( e_1, e_2, \ldots \) denote the positive\( \Delta_+ \)'s and let \( f_1, f_2, \ldots \) denote the negated negative\( \Delta_- \)'s. Thus (6.4) is written as \( e_1 + e_2 + \cdots = f_1 + f_2 + \cdots \). This is a primitive partition identity. We apply the add-subtract algorithm from the proof of Theorem 6.1. Since equality holds in (6.7), the variable \( z \) must attain each integer value between \( -\Delta_- \) and \( \Delta_+ -1 \) exactly once. In fact, this must be the case for every permutation of \( e_1, e_2, \ldots \) and of \( f_1, f_2, \ldots \) respectively.

We claim that \( e_1 = e_1 = \cdots \) and \( f_1 = f_1 = \cdots \). We assume the contrary, say \( e_1 \neq e_2 \). For our add-subtract algorithm we permute the \( e_i \)'s so that \( e_2 \) is last and \( e_1 \) is second to last. Between the addition step with \( z = e_1 \) and the addition step with \( z = e_2 \) there may be several intermediate subtraction steps, say \( \nu = f_1, f_2, \ldots, f_1 \). Let \( S \geq 0 \) be the \( x \)-value immediately after the addition of \( \nu = e_2 \). At this point the variable \( x \) has visited each integer between \( -\Delta_- \) and \( 0 \) and each integer between \( S \) and \( \Delta_+ -1 \) exactly once, and it only has to run down from \( S \) to \( 0 \). The last negative value visited in this run equals \( x = S - e_2 \). We now change the positions of \( e_1 \) and \( e_2 \) in the permutation of the \( e_i \)'s. Otherwise we leave the permutations untouched. Running the algorithm again, after the addition step with \( z = e_2 \) there is only one more negative value left to be visited. It is the same one as before, namely, \( x = S - e_2 \). Therefore we have precisely the same subtraction steps \( \nu = f_1, f_2, \ldots, f_1 \) between the addition of \( z = e_2 \) and the later addition of \( z = e_1 \). This implies \( e_1 = e_2 \) and the claim is proved.

The equations \( e_1 = e_2 = \cdots \) and \( f_1 = f_2 = \cdots \) imply that (6.1) has the form

\[
\alpha + \cdots + \alpha + \beta + \cdots + \beta = \gamma + \cdots + \gamma + \delta + \cdots + \delta,
\]

where the number of \( \alpha \)'s equals the number of \( \gamma \)'s, the number of \( \beta \)'s equals the number of \( \delta \)'s, and \( 1 \leq \alpha < \gamma \leq \beta \leq n - 1 \). The assumption that equality holds in (6.7) translates into the equation \( e_1 + f_2 = \gamma - \alpha + \beta - \delta = n - 1 \). This equation together with the previous chain of inequalities implies \( \alpha = 1, \gamma = \delta, \) and \( \beta = n - 1 \).

In summary, we conclude that every homogeneous primitive identity of maximal degree must have the form

\[
\ell + 1 + \cdots + 1 + n + n + \cdots + n = \ell + 1 + (\ell + 1) + \cdots + (\ell + 1), \tag{6.8}
\]

for some integer \( \ell \) between 1 and \( n - 1 \). The homogeneous identity (6.8) is seen to be primitive if and only if \( \gcd(n - 1 - \ell, \ell) = 1 = \gcd(n - 1, \ell) \). The number of integers \( \ell \) with these properties equals \( \phi(n - 1) \), the value of the Euler phi-function. A similar (but more complicated) argument applies to give the result we state for degree \( 2n - 4 \).

In the next table we present a count by degree of all homogeneous primitive partition identities for \( n \leq 13 \):

<table>
<thead>
<tr>
<th>degree</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>22</th>
<th>24</th>
<th>total #</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>n=4</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>n=5</td>
<td>7</td>
<td>7</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>16</td>
</tr>
<tr>
<td>n=6</td>
<td>13</td>
<td>22</td>
<td>12</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>51</td>
</tr>
<tr>
<td>n=7</td>
<td>22</td>
<td>54</td>
<td>36</td>
<td>13</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>127</td>
</tr>
<tr>
<td>n=8</td>
<td>34</td>
<td>118</td>
<td>110</td>
<td>54</td>
<td>18</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>340</td>
<td></td>
</tr>
<tr>
<td>n=9</td>
<td>50</td>
<td>230</td>
<td>276</td>
<td>155</td>
<td>60</td>
<td>23</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>798</td>
<td></td>
</tr>
<tr>
<td>n=10</td>
<td>70</td>
<td>418</td>
<td>646</td>
<td>406</td>
<td>182</td>
<td>78</td>
<td>24</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1830</td>
<td></td>
</tr>
<tr>
<td>n=11</td>
<td>95</td>
<td>710</td>
<td>1374</td>
<td>965</td>
<td>462</td>
<td>207</td>
<td>74</td>
<td>25</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3916</td>
<td></td>
</tr>
<tr>
<td>n=12</td>
<td>125</td>
<td>1150</td>
<td>2788</td>
<td>2260</td>
<td>1228</td>
<td>602</td>
<td>264</td>
<td>108</td>
<td>34</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td>6968</td>
<td></td>
</tr>
<tr>
<td>n=13</td>
<td>161</td>
<td>1783</td>
<td>5286</td>
<td>4696</td>
<td>2656</td>
<td>1343</td>
<td>628</td>
<td>278</td>
<td>98</td>
<td>35</td>
<td>4</td>
<td></td>
<td></td>
<td>16968</td>
<td></td>
</tr>
</tbody>
</table>

**Table 6.3.** Degree distribution of homogeneous primitive partition identities

To extend this table for \( n > 13 \) is a nice benchmark problem for implementations of the Buchberger Algorithm for toric ideals. Our results have the following consequence for the degrees of certain Gröbner bases. By a monomial curve we mean the projective toric variety defined by \( A = \{(1, i_1), (1, i_2), \ldots, (1, i_r)\} \) for any integers \( i_1, i_2, \ldots, i_r \).

**Corollary 6.5.** The maximum degree in any reduced Gröbner basis of the ideal of a monomial curve \( X \) is bounded above by the degree of \( X \).

**Proof:** We may assume that \( A = \{(1, i_1), (1, i_2), \ldots, (1, i_r)\} \) where \( 1 = i_1 < i_2 < \cdots < i_r = n \) and the differences \( i_2 - i_1, i_3 - i_2, \ldots, i_r - i_{r-1} \) are relatively prime integers. By Theorem 16.4, the degree of the curve \( X = V(I_A) \) equals \( i_r - i_1 = n - 1 \). Let \( x^{i_1} - x^{i_r} \) be any element in the universal Gröbner basis for \( A \). Both \( x^{i_1} \) and \( x^{i_r} \) have the same degree \( k \). By Proposition 4.13 (c), the binomial \( x^{i_1} - x^{i_r} \) appears in the universal Gröbner basis for \( A' = \{(1, 1), (1, 2), \ldots, (1, n)\} \). By Lemma 4.6, it appears in the Graver basis for \( A' \). Theorem 6.4 now implies \( k \leq n - 1 = \deg(X) \).
The integer programming problem associated with \( A = \{1, 2, \ldots, n\} \) is the following knapsack problem. (For \( A = \{(1,1), \ldots, (1,n)\} \) there is an analogous version.)

\[
\begin{align*}
\text{Minimize} & \quad \sum_{j=1}^{n} \omega_j \cdot x_j \\
\text{subject to} & \quad \sum_{j=1}^{n} j \cdot x_j = \beta, \quad x_i \text{ integral and } 0 \leq x_i \leq d_i
\end{align*}
\] (6.9)

where \( \omega_1, \ldots, \omega_n, d_1, \ldots, d_n \) and \( \beta \) are parameters ranging over the positive integers. For details and other formulations of the knapsack problem see (Schrijver 1986, Section 16.6).

A feasible solution \((x_1, \ldots, x_n)\) to (6.9) can be written as a pair of partitions:

\[
\begin{array}{c|c}
\text{inside the knapsack} & \text{outside the knapsack} \\
\hline
1, 1, \ldots, 1 & 1, 1, \ldots, 1 \\
2, 2, \ldots, 2 & 2, 2, \ldots, 2 \\
\vdots & \vdots \\
\frac{n}{x_1} & \frac{n}{d_1-x_1} \\
\frac{n}{x_2} & \frac{n}{d_2-x_2} \\
\frac{n}{x_n} & \frac{n}{d_n-x_n}
\end{array}
\] (6.10)

Each partition identity (6.1) gets directed by the cost functional \((\omega_1, \ldots, \omega_n)\) via

\[
a_1, a_2, a_3, \ldots, a_k \rightarrow b_1, b_2, b_3, \ldots, b_l
\]
whenever \(\omega_{a_1} + \cdots + \omega_{a_k} > \omega_{b_1} + \cdots + \omega_{b_l}\), (6.11)

provided lexicographic tie breaking is used if a tie occurs. We say that (6.10) can be improved along (6.11) if \(a_1, a_2, \ldots, a_k\) appear on the left side ("inside the knapsack") and \(b_1, b_2, \ldots, b_l\) appear on the right side ("outside the knapsack"). In this case the feasible solution (6.10) can be improved by the exchange step (6.11). We claim that the primitive partition identities are a universal test set for the general knapsack problem (6.9).

**Corollary 6.6.** Let the \(\omega_i, d_i\) and \(\beta\) be arbitrary integers. A feasible solution (6.7) to (6.6) is got optimal if and only if it can be improved along some primitive partition identity.

**Proof:** This follows essentially from Lemma 4.6, Algorithm 5.6 and Observation 6.3. However, some care must be taken because the integer program associated with the set \(A = \{1, 2, \ldots, n\}\) does not have the upper bound constraints \(x_i \leq d_i\) in (6.9). To make the proof correct we take a sneak preview into Chapter 7. Consider the Lawrence lifting \(\Lambda(A)\) defined in the first paragraph of Chapter 7. By adding non-negative slack variables \(y_i\), so that \(x_i + y_i = d_i\), we pass from the coefficient matrix \(A\) to the new matrix \(\Lambda(A)\). Since the Graver bases of \(A\) and \(\Lambda(A)\) coincide by equation (7.2), we see that the presence of the additional constraints \(x_i \leq d_i\) does not harm the validity of Corollary 6.6. \(\blacksquare\)

**Exercises:**

1. Let \(d = 1, n = 4, A = \{3, 5, 8, 9\}\). Use Gröbner methods to answer the following:
   a. Minimize \(100x_1 + 10x_2 + x_3\) subject to \(3x_1 + 5x_2 + 8x_3 + 9x_4 = 47\) and \(x_i \in \mathbb{Z}\).
   b. List all elements in the fiber \(\pi^{-1}(47)\).
   c. The polytope \(\text{conv}(\pi^{-1}(47))\) is 3-dimensional. Draw its edge graph.

2. (The Frobenius Problem) Let \(m_1, \ldots, m_r\) be relatively prime non-negative integers. There exists a largest integer \(N\) which cannot be written as a sum of the \(m_i\). Give an algorithm (using Gröbner bases) for computing the number \(N = N(m_1, \ldots, m_r)\).

3. Describe the Gröbner fan of the toric ideal \(I_A\) for \(A = \{1, 2, \ldots, n\}\). Compute this fan explicitly for \(n = 3\) and \(4\).

4. Give lower and upper bounds for the number of primitive partition identities with largest part at most \(n\). What is the asymptotic behavior of this function for \(n \rightarrow \infty\)?

5. A primitive partition identity (6.1) is said to be square-free if the integers \(a_i\) and \(b_j\) are all distinct. Compute all square-free \(\pi\)'s with largest part \(n = 15\). Explain how your output can be used to solve a certain class of 0–1-knapsack problems.

**Notes:**

The material in this chapter is drawn from (Diaconis, Graham & Sturmfels 1995). Gröbner basis methods for the knapsack problem are also studied in (Urbanik, Weismantel & Ziegler 1994).
CHAPTER 7

Universal Gröbner Bases

In this chapter we present techniques for computing the Graver basis $\text{Gr}_A$ and the universal Gröbner basis $\mathcal{U}_A$ of the given matrix $A \in \mathbb{Z}^{d \times n}$. To this end we consider the enlarged matrix $\Lambda(A) = \left( \begin{array}{cc} A & 0 \\ 1 & 1 \end{array} \right)$ where $1$ is the $n \times n$-identity matrix and $0$ is the $d \times n$-zero matrix. The $(d + n) \times 2n$-matrix $\Lambda(A)$ is called the Lawrence lifting of $A$. Any matrix of the form $\Lambda(A)$ is said to be of Lawrence type. This construction and terminology stems from the theory of oriented matroids (see Section 9.3 in (Björner et al. 1993)).

The matrices $A$ and $\Lambda(A)$ have isomorphic kernels: $\ker(\Lambda(A)) = \{(u, -u) : u \in \ker(A)\}$. The toric ideal $I_{\Lambda(A)}$ is the homogeneous prime ideal

$$I_{\Lambda(A)} = \langle x^{u^+}y^{-u} - x^{-u}y^{u^+} : u \in \ker(A) \rangle. \quad (7.1)$$

in the polynomial ring $k[x,y] = k[x_1, \ldots, x_n, y_1, \ldots, y_n]$.

**Theorem 7.1.** For a Lawrence type matrix $\Lambda(A)$ the following sets of binomials coincide:

(i) the Graver basis of $\Lambda(A)$,
(ii) the universal Gröbner basis of $\Lambda(A)$,
(iii) any reduced Gröbner basis of $I_{\Lambda(A)}$,
(iv) any minimal generating set of $I_{\Lambda(A)}$ (up to scalar multiples).

**Proof:** A vector $u$ in $\ker(A)$ is primitive if and only if the corresponding vector $(u, -u)$ in $\ker(\Lambda(A))$ is primitive. Therefore the Graver bases of $A$ and $\Lambda(A)$ are related as follows:

$$\text{Gr}_{\Lambda(A)} = \{ x^{u^+}y^{-u} - x^{-u}y^{u^+} : x^{u^+} - x^{-u} \in \text{Gr}_A \}. \quad (7.2)$$

Clearly, $\text{Gr}_{\Lambda(A)}$ is a generating set of $I_{\Lambda(A)}$, and it is a Gröbner basis with respect to every term order. We must show that $\text{Gr}_{\Lambda(A)}$ is the unique minimal generating set of $I_{\Lambda(A)}$. Here “unique” means up to replacing the generators by scalar multiples.

Choose any element $g := x^{u^+}y^{-u} - x^{-u}y^{u^+}$ in $\text{Gr}_{\Lambda(A)}$. Let $B$ be the set of all binomials $x^{v^+}y^{-v} - x^{-v}y^{v^+}$ in $I_{\Lambda(A)}$ except $g$. Suppose that $B$ generates $I_{\Lambda(A)}$. Then $g$ can be written as a polynomial linear combination of elements in $B$. This implies that there is a binomial $x^{v^+}y^{-v} - x^{-v}y^{v^+}$ in $B$ one of whose terms divides $x^{u^+}y^{-u}$. After replacing $v$ by $-v$ if necessary, we may assume that $x^{v^+}y^{-v}$ divides $x^{u^+}y^{-u}$. But this means that $u$ is not primitive in $\ker(A)$, which is a contradiction. Therefore some non-zero scalar multiple of $g$ must appear in any minimal generating set of $I_{\Lambda(A)}$. $\blacksquare$
Theorem 7.1 suggests the following algorithm for computing Graver bases:

**Algorithm 7.2. (How to compute the Graver basis \( Gr_A \) of an integer matrix \( A \))**

1. Choose any term order on \( k[x,y] \). Compute the reduced Gröbner basis \( \mathcal{G} \) of \( I_{\mathcal{A}}(A) \).
2. Substitute \( y_1, \ldots, y_n \rightarrow 1 \) in \( \mathcal{G} \). The resulting subset of \( k[x] \) is the Graver basis \( Gr_A \).

The correctness of this algorithm is a corollary of Theorem 7.1. Algorithm 7.2 is extremely useful for explicit computations. The main point is that, in order to compute the Graver basis of \( A \), one only needs to compute a single reduced Gröbner basis for its Lawrence lifting \( \Lambda(A) \). Step 1 of Algorithm 7.2 can be executed by applying Algorithm 4.5 to the Lawrence matrix \( \Lambda(A) \). If each vector in \( A = \{a_1, a_2, \ldots, a_n\} \) is non-negative, then it suffices to eliminate the variables \( t = (t_1, \ldots, t_d) \) from the binomial ideal

\[
I = \langle x_1 - y_1 t_1^{a_1}, x_2 - y_2 t_2^{a_2}, \ldots, x_n - y_n t_n^{a_n} \rangle \subset k[t,x,y].
\]

Any generating set of \( I \cap k[x,y] = I_{\mathcal{A}}(A) \) automatically contains the Graver basis.

**Example 7.3. (How to compute all primitive partition identities (6.1))**

Compute the minimal generators of the elimination ideal

\[
I = \langle x_1 - y_1 t_1^{a_1}, x_2 - y_2 t_2^{a_2}, x_3 - y_3 t_3^{a_3}, \ldots, x_n - y_n t_n^{a_n} \rangle \subset k[x_1, x_2, \ldots, x_n, y_1, y_2, \ldots, y_n],
\]

and write them in the form \( x_{a_1} x_{a_2} \cdots x_{a_n} y_1 y_2 \cdots y_n \).

The universal Gröbner basis \( U_A \) is a (generally proper) subset of the Graver basis \( Gr_A \). We next present a procedure for computing \( U_A \) from \( Gr_A \). For the rest of this chapter we shall assume that each \( a_i \) is non-zero and non-negative. This implies that the toric ideal \( I_A \) is positively graded and hence the Gröbner region of \( I_A \) is all of \( \mathbb{R}^n \) (Proposition 1.12).

We fix a tie breaking term order \( \prec \). For \( \omega \in \mathbb{R}^n \) let \( G_\omega \) denote the reduced Gröbner basis of \( I_A \) with respect to \( \prec_\omega \). By varying \( \omega \) we get all possible reduced Gröbner bases of \( I_A \). This is guaranteed by Proposition 1.11. Hence in (7.4) below \( G_\omega \) runs over distinct reduced Gröbner bases of \( I_A \). For \( \omega \in ker(\pi) \) we define

\[
C_\omega[u] := \{ \omega \in \mathbb{R}^n : \omega \cdot u > 0 \text{ and } x^u - x^{-u} \in G_\omega \}
\]

and

\[
C_\omega[u] := \{ \omega \in \mathbb{R}^n : \omega \cdot u < 0 \text{ and } x^u - x^{-u} \in G_\omega \}.
\]

The vector \( u \) (or its corresponding binomial) lies in the universal Gröbner basis \( U_A \) if and only if \( C_+[u] \cup C_-[u] \neq \emptyset \). For \( v \in \mathbb{N}^n \) we introduce the open convex polyhedral cone

\[
M(v) := \{ \omega \in \mathbb{R}^n : \omega \cdot v < \omega \cdot w \text{ for all } w \in \mathbb{R}^n \}. \quad (7.5)
\]

Note that the set of inequalities in (7.5) is finite because of our hypothesis that \( I_A \) is positively graded. Using the notation for normal cones in Chapter 2, we have \( M(v) = int N_F(P) \), where \( F \) denotes the largest face of \( P := cone(x^{-1}(\pi(v))) \) containing \( v \). In particular, the cone \( M(v) \) is empty unless \( v \) is a vertex of its fiber. We note the following reformulation:

\[
M(v) = \{ \omega \in \mathbb{R}^n : x^v \text{ does not lie in the initial ideal } in_\omega(I_A) \}. \quad (7.6)
\]

**Lemma 7.4.** The cone \( C_\omega[u] \) equals the intersection

\[
M(u^-) \cap \bigcap_{i \in supp(u)} M(u^+ - e_i).
\]

**Proof:** A cost vector \( w \in \mathbb{R}^n \) belongs to \( C_\omega[u] \) if and only if \( x^u - x^{-u} \) appears with initial term \( u \) in the reduced Gröbner basis \( G_\omega \). This holds if and only if \( x^u \) is standard, \( x^u \) is non-standard, and every proper factor of \( x^u \) is standard (with respect to \( \omega \)). This is equivalent to \( \omega \in M(u^-) \) and \( \omega \in M(u^+ - e_i) \) for all \( i \in supp(u) \).

**Corollary 7.5.** The set of all cost vectors \( \omega \) which have a fixed binomial \( x^u - x^{-u} \) with fixed initial term \( u \) in their reduced Gröbner basis is an open convex cone in \( \mathbb{R}^n \).

The punchline is that the cones \( M(v) \) can be computed from the Graver basis:

\[
M(v) = \{ \omega \in \mathbb{R}^n : \omega \cdot u > 0 \text{ for all } x^u - x^{-u} \in Gr_A \text{ such that } x^u \text{ divides } x^v \}.
\]

This follows from (7.6) and the Gröbner basis property:

\[
in_\omega(I_A) = (in_\omega(f) : f \in Gr_A).
\]

**Algorithm 7.6 (How to compute the universal Gröbner basis \( U_A \)).**

1. Compute the Graver basis \( Gr_A \) using Algorithm 7.2.
2. For each binomial \( x^u - x^{-u} \in Gr_A \) do:
   2.1. Compute the cones \( C_\omega[u] \) and \( C_-[u] \) using Lemma 7.4 and formula (7.7).
   2.2. The binomial \( x^u - x^{-u} \in U_A \) if and only if \( C_+[u] \cup C_-[u] \neq \emptyset \).

**Example 7.7.** Let \( d = 3, n = 6, A = \{(0,0,0),(1,1,0),(0,1,1),(0,2,0),(0,1,1),(0,0,2)\} \). The ideal \( I_A \) defines the Veronese surface in \( \mathbb{P}^5 \). Using Algorithm 7.2 we find its Graver basis

\[
Gr_A = \{x_1 x_4 x_6 - x_2 x_5 x_3, x_2 x_3 x_4 - x_1 x_5 x_6, x_3 x_1 x_3 - x_2 x_4 x_6, x_2 x_3 x_4 - x_1 x_4 x_6 - x_2 x_3 x_5\}.
\]

We shall prove that

\[
Gr_A \setminus U_A = \{x_1 x_4 x_6 - x_2 x_3 x_5\}.
\]

Using Lemma 4.8 and formula (4.5), it can be seen that the first binomials in \( Gr_A \) are precisely the circuits of \( A \). (Incidentally, finding these nine relations was also the task of Exercise (3) in Chapter 1.) In view of the inclusion \( \mathcal{C} \subseteq \mathcal{U} \subseteq \mathcal{A} \) in Proposition 4.11, it suffices to show that the binomial \( x_1 x_4 x_6 - x_2 x_3 x_5 \) is not in \( U_A \). Consider its exponent vector \( u = (1, -1, -1, -1) \). By formula (7.7), we have

\[
M(u^-) = \{ \omega \in \mathbb{R}^n : \omega_1 + \omega_4 > \omega_2 + \omega_5, \omega_2 + \omega_5 > \omega_3 + \omega_6, \omega_1 + \omega_4 > \omega_3 + \omega_6, \omega_1 + \omega_4 > \omega_3 + \omega_6, \omega_3 + \omega_6 > \omega_1 + \omega_4 \},
\]

\[
M(u^+ - e_1) = \{ \omega \in \mathbb{R}^n : 2\omega_2 > \omega_3 + \omega_6, M(u^+ - e_2) = \{ \omega \in \mathbb{R}^n : 2\omega_3 > \omega_1 + \omega_4 \}
\]

and

\[
M(u^+ - e_3) = \{ \omega \in \mathbb{R}^n : 2\omega_3 > \omega_1 + \omega_4 \}. \quad \square
\]

Using the fact that the universal Gröbner bases are precisely the circuits of \( A \), this completes the proof.
Our next result is a geometric characterization of the universal Gröbner basis.
We say that an integer vector \( u \in \mathbb{Z}^n \) is relatively prime if its coordinates are relatively prime.

**Theorem 7.8.** A relatively prime vector \( u \in \ker(\pi) \) lies in the universal Gröbner basis \( U_A \) if and only if the line segment \([u^+, u^-]\) is an edge of the polytope \( \text{conv}(\pi^{-1}(\pi(u^+))) \).

**Proof (if):** Suppose \( u \) is relatively prime and \([u^+, u^-]\) an edge of \( \text{conv}(\pi^{-1}(\pi(u^+))) \). There exists \( w \in \mathbb{R}^n \) with

\[
\omega \cdot u^- < \omega \cdot u^+ < \omega \cdot v \quad \text{for all} \quad v \in \pi^{-1}(\pi(u^+)) \setminus \{u^+, u^-\}. \tag{7.9}
\]

This implies \( w \in \mathcal{M}(u^-) \). In view of Lemma 7.4, it suffices to show that \( \omega \) lies in \( \bigcap_{v \in \text{supp}(u^+)} \mathcal{M}(u^+ - e_i) \). Suppose not, say, \( \omega \not\in \mathcal{M}(u^+ - e_i) \). Then there exists \( v \in \pi^{-1}(\pi(u^+ - e_i)) \setminus \{u^+ - e_i\} \) such that \( \omega \cdot v \leq \omega \cdot (u^+ - e_i) \). This implies \( \omega \cdot (v + e_i) \leq \omega \cdot u^+ \), and using (7.9) we conclude that \( v + e_i = u^- \). This is a contradiction to the fact that \( u^+ \) and \( u^- \) have disjoint support.

The argument just presented implies the following fact.

**Corollary 7.9.** For every binomial \( f = x^u - x^u^- \) in \( U_A \) there exist two term orders such that \( f \) appears with different initial terms in the two reduced Gröbner bases of \( I_A \).

For the proof of the only-if direction of Theorem 7.8 we need the following lemma.

**Lemma 7.10.** Let \( \prec \) be any term order, let \( u^+ \) be a minimal generator of the initial ideal \( \text{in}_\prec(I_A) \), and let \( v \) be an element in \( \pi^{-1}(\pi(u)) \) such that \( u^+ \succ v \). Then \( \text{supp}(u) \cap \text{supp}(v) = \emptyset \).

**Proof:** Suppose \( i \in \text{supp}(u) \cap \text{supp}(v) \) and \( u^+ \succ v \) and \( \pi(u) = \pi(v) \). Then \( u - e_i \) and \( v - e_i \) are non-negative and in the same fiber, and \( u - e_i \succ v - e_i \). This implies that \( x^{u-e_i} = x^{v-e_i} \) lies in the initial ideal \( \text{in}_\prec(I_A) \). This is a contradiction to our assumption that \( x^u \) is a minimal generator.

**Proof of Theorem 7.8 (only-if):** Suppose that \( x^{u^+} - x^{u^-} \) appears with initial term \( x^{u^+} \) in the reduced Gröbner basis of \( I_A \) with respect to \( \prec \). Clearly, \( u \) must be a relatively prime lattice vector.

We had assumed that \( I_A \) is positively graded. This implies that both \( u^+ \) and \( u^- \) are non-zero vectors. We must show that \( \text{conv}(u^+, u^-) \) is an edge of its fiber. Let \( \omega \in \mathbb{R}^n \) be a non-negative weight vector representing \( \prec \). After replacing \( \omega \) by a nearby vector if necessary, we may assume that every coordinate of \( \omega \) is positive and that the linear functional \( v \mapsto \omega \cdot v \) separates the points in \( \pi^{-1}(\pi(u^+)) \).

These two hypotheses are crucial in what follows.

Let \( \omega' \) be the restriction of \( \omega \) to the complement of \( \text{supp}(u^+) \), that is, \( \omega'_i = 0 \) if \( u_i > 0 \) and \( \omega'_i = \omega_i \) if \( u_i \leq 0 \). Our hypotheses imply

\[
0 = \omega' \cdot u^+ < \omega' \cdot u^- = \omega \cdot u^- < \omega \cdot u^+. \tag{7.10}
\]

We define the weight vector

\[
\omega'' := (\omega \cdot u) \cdot \omega - (\omega' \cdot u) \cdot \omega,
\]

which has the property \( \omega'' \cdot u^+ = \omega'' \cdot u^- \). Note that all coordinates of \( \omega'' \) are positive, because \( \omega \cdot u > 0 \) and \( \omega' \cdot u < 0 \). In order to prove that \( \text{conv}(u^+, u^-) \) is an edge, it suffices to show that \( \omega'' \cdot u^+ < \omega'' \cdot v \) for all \( v \in \mathbb{N}^n \setminus \{u^+, u^-\} \) with \( \pi(v) = \pi(u^+) \).

We distinguish two cases. First suppose that \( \omega' \cdot v < \omega' \cdot u^+ \). Then \( \text{supp}(u^+) \) and \( \text{supp}(v) \) are disjoint by Lemma 7.10, and hence \( \omega'' \cdot v = \omega'' \cdot v \). This implies

\[
\omega'' \cdot v = (\omega \cdot u - \omega' \cdot u) \cdot \omega \cdot v = (\omega \cdot u - \omega' \cdot u) \cdot \omega \cdot u^- = \omega'' \cdot u^- = \omega'' \cdot u^+.
\]

Next consider the case \( \omega' \cdot v > \omega' \cdot u^+ \). Then we have

\[
\omega'' \cdot v > (\omega \cdot u - \omega' \cdot u) \cdot \omega' \cdot v = -(\omega' \cdot u) \cdot \omega' \cdot u^+ = \omega'' \cdot u^+.
\]

This completes the proof.

Theorem 7.8 gives rise to an alternative algorithm for computing the universal Gröbner basis from the Graver basis \( \mathcal{G}_A \). Namely, for each binomial in \( \mathcal{G}_A \) check whether it is an edge of its fiber, which amounts to solving a linear programming problem. This approach is particularly useful as a tool for proving that a Graver basis element does not lie in \( U_A \).

**Example 7.7. (continued)** The fiber of the binomial \( x_1x_4x_6 - x_2x_3x_5 \in \mathcal{G}_A \) contains precisely five lattice points. They form the vertices of a 3-dimensional bipyramid (see Figure 7-1). The line segment \( \text{conv}(\{(1,0,0,0,1,0),(0,1,1,0,1,0)\}) \) is the diagonal of this bipyramidal fiber. This proves that this binomial is not in the universal Gröbner basis \( U_A \).

![Figure 7-1. Bipyramidal fiber.](image)

**Figure 7-1. Bipyramidal fiber.**

**Example 7.11.** (A Graver degree which is not a Gröbner degree)

Let \( d = 1, n = 4, \) and \( A = \{15, 20, 23, 24\} \). The degree of a monomial \( x_1^{20}x_2^{23}x_3^{24}x_4^{24} \) is defined to be \( 15u_1 + 20u_2 + 23u_3 + 24u_4 \). The ideal \( I_A \) is homogeneous with respect to this grading. An integer \( m \geq 0 \) is called a Graver degree (resp. Gröbner degree) if there exists an element in \( \mathcal{G}_A \) (resp. in \( U_A \)) having degree \( m \).

When computing the Graver basis using the method in Example 7.3, we find that \( \mathcal{G}_A \) contains a unique binomial of degree 138. This binomial is \( x_1^2x_2^3x_3^2 - x_5^2 \). Consider the following convex combination of elements in \( \pi^{-1}(138) \):

\[
\frac{1}{4}(0,0,6,0) + \frac{3}{4}(2,3,0,2) = \frac{1}{4}(5,2,1,0) + \frac{1}{4}(1,5,1,0) + \frac{1}{2}(0,1,2,3).
\]
This shows that $\conv(\{2,3,0,2\}, \{0,0,6,0\})$, the segment corresponding to our bi-nomial, is not an edge of its fiber $\conv(\pi^{-1}(138))$. Using Theorem 7.8, we see that $x_1^2x_2^2x_3 - x_6^5$ does not lie in $\mathcal{U}_A$. We conclude that 138 is a Gröbner degree but not a Gröbner degree.

The concepts of Gröbner degrees and Graver degrees extend naturally to any $A \subseteq \mathbb{N}^4$. A vector $b \in \mathbb{N}^4$ is called a Graver degree (resp. Gröbner degree) if there exists a binomial $x^u - x^v$ in $Gr_A$ (resp. in $\mathcal{U}_A$) such that $\pi(u) - \pi(v) = b$. If $b$ is a Graver degree, then we call the polytope $\conv(\pi^{-1}(b))$ a Gröbner fiber.

There is a natural partial order on the semigroup $\mathbb{N}^4$. Namely, for two elements $b, b'$ in $\mathbb{N}^4$, we set $b' \leq b$ if and only if $b - b' \in \mathbb{N}^4$. This is well-defined since it is assumed that $\mathbb{N}^4 \setminus -\mathbb{N}^4 = \{0\}$. In this partial order on all fibers the Gröbner fibers are characterized as follows.

**Corollary 7.12.** A fiber $\conv(\pi^{-1}(b))$ is a Gröbner fiber if and only if it has an edge which is not parallel to any edge of a different fiber $\conv(\pi^{-1}(b'))$ with $b' \leq b$.

**Proof:** We first prove the only-if direction. Let $\conv(\pi^{-1}(b'))$ be a Gröbner fiber. By Theorem 7.8, it has a relatively prime edge of the form $[u^+, u^-]$, corresponding to an element of $\mathcal{U}_A$. Suppose this segment were parallel to an edge $[v^+, v^-]$ of a different fiber $\conv(\pi^{-1}(b'))$ with $b' \leq b$. This implies that $v^+ - v^- = m \cdot (u^+ - u^-)$ for some non-zero integer $m$. After reversing the sign of $v$, we may assume $m \geq 1$. We conclude that $v^+ = m \cdot u^+$ and therefore $b' = \pi(v^+) = m \cdot \pi(u^+) = m \cdot b$. This is a contradiction to the assumption $b' \leq b$. The proof of the if-direction is straightforward by reversing the argument, using the reverse implication in Theorem 7.8.

This proof shows that the condition $b' \leq b$ in Corollary 7.12 can be weakened to $\|b\| \leq \|b\|$ for any norm $\|\cdot\|$.

We next note that Gröbner fibers can have arbitrarily many vertices.

**Example 7.13.** (Gröbner fibers with many vertices) This example is based on Remark 18.1 in (Schrijver 1986). Let $\phi_n$ denote the $n$-th Fibonacci number, which is defined recursively by $\phi_0 := 0, \phi_1 := 1, \phi_n := \phi_{n-2} + \phi_{n-1}$. Consider the $1 \times n$-matrix $A_n := \begin{bmatrix} \phi_2 & \phi_3 & \cdots & \phi_n \end{bmatrix}$. The fiber of $A_n$ over $b := \phi_{n+1} - 1$. This is a Gröbner fiber because it is the fiber of the circuit $(0, 0, 1, \phi_{n+1} - 1)$. The points with last coordinate zero is a facet of this fiber. It is a polygon isomorphic to the convex hull of all non-negative lattice points $(x, y)$ with $\phi_{2r} \cdot x + \phi_{2r+1} \cdot y \leq \phi_{2r+1} - 1$. This lattice polygon has $r + 3$ vertices. We conclude that the $b$-fiber of $A_n$ is a Gröbner fiber with at least $r + 4$ vertices.

The encoding of the lattice polygon as a facet of a 3-polytope in Example 7.13 is a special case of the following general construction.

**Proposition 7.14.** Every lattice polytope appears as a facet of some Gröbner fiber.

**Proof:** Every $(n - d)$-dimensional lattice polytope can be written as a fiber $\conv(\pi^{-1}(b))$ for some matrix $A \in \mathbb{N}^{d \times n}$ of maximal row rank and some $b \in \mathbb{N}^4$. This polytope is isomorphic to the facet of points with zero last coordinate in the $b$-fiber of the extended matrix $(A, b) \in \mathbb{N}^{d \times (n+1)}$. Moreover, the $b$-fiber of $(A, b)$ is a Gröbner fiber since $x_{n+1} - x_{n+1}^u$ lies in $\mathcal{U}_{(A,b)}$ for every vertex $u = (u_1, \ldots, u_n)$ of $\conv(\pi^{-1}(b))$.

We close with a geometric construction of the state polytope of a toric ideal.

**Theorem 7.15.** The Minkowski sum of all Gröbner fibers is a state polytope for $I_A$.

**Proof:** Let $P = \sum_b \conv(\pi^{-1}(b))$, where the sum is over all Gröbner degrees $b$. Let $\omega$ and $\omega'$ be two generic vectors in $\mathbb{R}^n$. The following equivalences prove the claim:

$$
\begin{align*}
\text{face}_{-\omega}(P) &= \text{face}_{-\omega}(P) \\
\iff \text{face}_{-\omega}(\conv(\pi^{-1}(b))) &= \text{face}_{-\omega}(\conv(\pi^{-1}(b))) \\
\iff \text{in}_{\omega}(I_A) b &= \text{in}_{\omega'}(I_A) b \\
\iff \text{in}_{\omega}(I_A) &= \text{in}_{\omega'}(I_A).
\end{align*}
$$

Here we use the abbreviation $\text{in}_{\omega}(I_A) b$ to denote the $k$-linear span of $\{ x^u \in \text{in}_{\omega}(I_A) : \pi(u) = b \}$.

**Corollary 7.16.** Let $B$ be any finite subset of $\mathbb{N}^4$ which contains all Gröbner degrees. Then $\sum_{b \in B} \conv(\pi^{-1}(b))$ is a state polytope for $I_A$.

**Proof:** In the last equivalence of the proof of Theorem 7.15 we can replace “for all Gröbner degrees $b$” by “for all $b \in B$”.

**Example 7.17.** (State polytope of the affine twisted cubic curve) Let $d = 1, n = 3$ and $A = \{1, 2, 3\}$. The corresponding toric variety $X_A$ is the twisted cubic curve in affine 3-space. The universal Gröbner basis of $I_A$ is listed in the first row of Table 6-1. The Gröbner fibers are precisely the fibers over the scalars $2, 3, 4$ and 6. For instance, $\pi^{-1}(4) = \{(4,0,0), (2,1,0), (0,2,0), (1,0,1)\}$ and $\conv(\pi^{-1}(4))$ is a triangle (see Figure 7-2). By Theorem 7.15, the state polytope equals the following Minkowski sum:

$$
\text{State}(I_A) = \conv(\pi^{-1}(2)) + \conv(\pi^{-1}(3)) + \conv(\pi^{-1}(4)) + \conv(\pi^{-1}(6)).
$$

The summands are one segment and three triangles. Their sum is a hexagon. This shows that $I_A = (x^3 - z, x^2 - y)$ has six distinct initial ideals. They are

- $(a) \ (y, z)$
- $(b) \ (x^3, y, z^2)$
- $(c) \ (x^3, x^2 y, x z, y^2)$
- $(d) \ (x^3, y^2, x^2 z, z^2)$
- $(e) \ (x^3, z)$
- $(f) \ (y, z)$

These ideals can be read off from Figure 7-2 as follows. Each vertex of the hexagon $\text{State}(I_A)$ is uniquely a sum of vertices of the fibers. For instance, the vertex labeled $(a)$ is the sum of the upper-leftmost vertices $x^3, z, xz$ and $z^2$. The initial ideal in question is generated by all monomials in Figure 7-2 not corresponding to the four vertices.
Exercises.

1. Show that all Gröbner fibers of a Lawrence type matrix are one-dimensional.

2. Show that the ratio of cardinalities \( \text{card}(Gr_A)/\text{card}(U_A) \) can be arbitrarily large.

3. Suppose that \( F \) is the face of \( P = \text{conv}(\pi^{-1}(b)) \) supported by \( \omega \in \mathbb{R}_n \). Express the normal cone \( N_{\omega}(F) \) in terms of the Graver basis \( Gr_A \).

4. Let \( d = 3, n = 10 \) and \( A = \{(i,j,k) \in \mathbb{N}^3 : i + j + k = 3\} \). Compute the Graver basis \( Gr_A \) and the universal Gröbner basis \( U_A \). (The toric variety \( V(A) \) is the Veronese surface of degree nine in \( P^n \).)

5. Let \( A \) as in the previous exercise and \( A' := A \setminus \{(1,1,1)\} \). Show that the toric ideal \( I_{A'} \) is generated by quadrics but it possesses no quadratic Gröbner basis.

6. Consider all monomials \( x^u \) with \( u \) not a vertex of its fiber \( \text{conv}(\pi^{-1}(\pi(u))) \).
   - (a) Show that they are the monomials in a monomial ideal \( M_A \).
   - (b) Compute \( M_A \) for \( d = 1, n = 4 \), \( A = \{1, 2, 3, 4\} \).

7. Prove that the elements in the universal Gröbner basis \( U_A \) are in bijection with the edge directions of the state polytope \( \text{State}(I_A) \).

8. Compute the state polytope of the ideal of \( 2 \times 2 \)-minors of a \( 2 \times 4 \)-matrix of indeterminates.

Notes:
The contents of this chapter is taken from (Sturmfels & Thomas 1994). A more general version of Theorem 7.8, valid for binomial ideals associated to arbitrary lattices, can be found in (Sturmfels, Weismantel & Ziegler 1994).

CHAPTER 8

Regular Triangulations

Let \( I \) be any ideal in \( k[x] = k[x_1, \ldots, x_n] \) and let \( \prec \) be any term order. The passage from \( I \) to its initial ideal \( \text{in}_\prec(I) \) is a flat deformation (Eisenbud 1995, Section 15.8). Here the zero set of \( I \) gets deformed into the zero set of the monomial ideal \( \text{in}_\prec(I) \). The deformed zero set is a union of linear coordinate subspaces. It is convenient to identify the zero set of \( \text{in}_\prec(I) \) with a simplicial complex.

The initial complex \( \Delta_\prec(I) \) of \( I \) with respect to \( \prec \) is the simplicial complex on the vertex set \( \{1, 2, \ldots, n\} \) defined by the following rule. A subset \( F \subset \{1, \ldots, n\} \) is a face of \( \Delta_\prec(I) \) if there is no polynomial \( f \in I \) whose initial monomial \( \text{in}_\prec(f) \) has support \( F \). Equivalently, \( \Delta_\prec(I) \) is the simplicial complex whose Stanley-Reisner ideal is the radical of \( \text{in}_\prec(I) \). As an example consider the principal ideal

\[
I = \langle x_1x_2x_3 - x_4^2 \rangle.
\]

The two initial complexes of \( I \) are given in Figure 8-1. The left picture corresponds to the choice of initial term \( x_1x_2x_3 \) while the right picture corresponds to \( x_4^2 \).

Figure 8-1. Two initial complexes of a toric surface.

It is our objective in this chapter to generalize the geometry in this little example. We shall determine the initial complexes of an arbitrary toric ideal \( I_A \).

If \( \sigma \) is a subset of \( A \) then we write \( \text{pos}(\sigma) \) for the cone spanned by \( \sigma \). A triangulation of \( A \) is a collection \( \Delta \) of subsets of \( A \) such that \( \{ \text{pos}(\sigma) : \sigma \in \Delta \} \) is the set of cones in a simplicial fan whose support equals \( \text{pos}(A) \). We shall identify our given set of lattice points \( A = \{a_1, \ldots, a_n\} \subset \mathbb{Z}^d \) with the index set \( \{1, \ldots, n\} \).

Example 8.1. (Triangulations associated with the twisted cubic curve)

Let \( d = 2, n = 4 \). The set \( A = \{(3, 0), (2, 1), (1, 2), (0, 3)\} \) has precisely four distinct triangulations: \( \Delta^1 = \{(1, 2), (2, 3), (3, 4)\} \), \( \Delta^2 = \{(1, 2), (2, 4)\} \), \( \Delta^3 = \{(1, 3), (3, 4)\} \), and \( \Delta^4 = \{(1, 4)\} \).
Every sufficiently generic vector \( \omega \in \mathbb{R}^n \) defines a triangulation \( \Delta_\omega \) as follows:

A subset \( \{i_1, \ldots, i_\tau\} \) is a face of \( \Delta_\omega \) if there exists a vector \( \mathbf{c} = (c_1, \ldots, c_d) \in \mathbb{R}^d \) such that

\[
\mathbf{a}_j \cdot \mathbf{c} = \omega_j \quad \text{if} \quad j \in \{i_1, \ldots, i_\tau\} \quad \text{and} \quad \mathbf{a}_j \cdot \mathbf{c} < \omega_j \quad \text{if} \quad j \in \{1, \ldots, n\} \setminus \{i_1, \ldots, i_\tau\}.
\]

(8.1)

A triangulation \( \Delta \) of \( \mathcal{A} \) is called regular (or coherent) if \( \Delta = \Delta_\omega \) for some \( \omega \in \mathbb{R}^n \).

The regular triangulation \( \Delta_\omega \) can also be constructed geometrically:

(a) Using the coordinates of \( \omega \) as "heights", we lift the configuration \( \mathcal{A} \) into the next dimension. The result is the configuration \( \widehat{\mathcal{A}} = \{ (a_1, \omega_1), \ldots, (a_n, \omega_n) \} \subseteq \mathbb{R}^{d+1} \).

(b) The "lower faces" of the cone \( \text{pos}(\widehat{\mathcal{A}}) \) form a \( d \)-dimensional polyhedral complex. (A face is "lower" if it has a normal vector with negative last coordinate). The triangulation \( \Delta_\omega \) is the image of this complex under projection onto the first \( d \) coordinates.

**Example 8.1. (continued)** All four triangulations of \( \mathcal{A} \) are regular:

\( \Delta^1 = \Delta(1,0,0,1) \), \( \Delta^2 = \Delta(1,0,1,1) \), \( \Delta^3 = \Delta(1,1,0,1) \), \( \Delta^4 = \Delta(0,1,1,0) \).

**Example 8.2. (A non-regular triangulation)**

Let \( d = 3 \), \( n = 6 \) and \( \mathcal{A} = \{ (4,0,0), (0,4,0), (0,0,4), (2,1,1), (1,2,1), (1,1,2) \} \). The following collection of 3-sets defines a triangulation of \( \mathcal{A} \). Notice the \( \mathbb{Z}_3 \)-symmetry.

\[
\Delta = \{ \{1,2,5\}, \{1,3,4\}, \{1,4,5\}, \{2,3,6\}, \{2,5,6\}, \{3,4,6\}, \{4,5,6\} \}.
\]

![Figure 8.2. A non-regular triangulation.](image)

We shall prove that \( \Delta \) is not regular. Suppose that \( \Delta = \Delta_\omega \) for some \( \omega \in \mathbb{R}^d \). Then we can choose \( \mathbf{c} \in \mathbb{R}^d \) to satisfy (8.1) for \( \{1,2,5\} \). Consider the linear dependency

\[
\mathbf{a}_1 - \mathbf{a}_2 - 4 \cdot \mathbf{a}_4 + 4 \cdot \mathbf{a}_5 = 0.
\]

By taking the inner product of \( \mathbf{c} \) with each term in this identity, we find that

\[
\omega_1 - \omega_2 - 4 \cdot \omega_4 + 4 \cdot \omega_5 < 0.
\]

(8.2)

The same reasoning applied to the equivalent triples \( \{2,3,6\} \) and \( \{3,1,4\} \) yields

\[
\omega_2 - \omega_3 - 4 \cdot \omega_5 + 4 \cdot \omega_6 < 0 \quad \text{and} \quad \omega_3 - \omega_1 - 4 \cdot \omega_6 + 4 \cdot \omega_4 < 0.
\]

(8.3)

The sum of the three inequalities in (8.2) and (8.3) equals \( 0 \), which is a contradiction.

**Theorem 8.3.** The regular triangulations of \( \mathcal{A} \) are the initial complexes of the toric ideal \( I_\mathcal{A} \). More precisely, if \( \omega \in \mathbb{R}^n \) represents \( \prec \) for \( I_\mathcal{A} \) then \( \Delta_\omega(I_\mathcal{A}) = \Delta_\omega \).

**Proof:** Let \( \prec \) be any term order and suppose \( \omega \in \mathbb{R}^n \) represents \( \prec \) in the sense that \( \text{in}_\prec(I_\mathcal{A}) = \text{in}_\prec(I_\mathcal{A}) \). For any \( \mathbf{b} \in \mathbb{R}^d \) consider the linear programming problem

minimize \( \mathbf{u} \cdot \omega \) subject to \( \mathbf{u} \in \mathbb{R}^n \), \( \mathbf{u} \geq 0 \) and \( u_1 a_1 + \cdots + u_n a_n = \mathbf{b} \).

(8.4)

The linear program dual to (8.4) takes the form

maximize \( \mathbf{c} \cdot \mathbf{b} \) subject to \( \mathbf{c} \in \mathbb{R}^d \), \( a_1 \cdot \mathbf{c} \leq \omega_1 \), \( \ldots \), \( a_n \cdot \mathbf{c} \leq \omega_n \).

(8.5)

For any subset \( F \) of \( \{1,2,\ldots,n\} \) the following statements are equivalent:

\[ \quad \iff \quad \exists \mathbf{b} \in \mathbb{Z}^d : \text{an optimal solution c of (8.5) satisfies} \quad F = \{ j \in \{1, \ldots, n\} : a_j \cdot \mathbf{c} = \omega_j \}, \]

\[ \quad \exists \mathbf{u} \in \mathbb{Z}^d : \text{an optimal solution u of (8.4) satisfies supp(u) = F} \]

\[ \quad \exists \mathbf{u} \in \mathbb{Z}^d : \text{an optimal solution u of (8.4) satisfies supp(u) = F} \quad \text{and integral} \]

\[ \quad \exists \mathbf{x}^\mathbf{u} \text{ such that } F = \text{supp(x^u)} \quad \text{and every power of x^u is standard} \]

\[ \quad F \text{ is a face of } \Delta_\omega(I_\mathcal{A}). \]

The first and last equivalences in the chain above are translations of the definitions of \( \Delta_\omega \) and \( \Delta_\omega(I_\mathcal{A}) \) respectively. The second equivalence holds because every point \( \mathbf{c} \) in the feasible polyhedron of (8.5) lies in the relative interior of some face. The integer vector \( \mathbf{b} \) is chosen to be a support vector of that face. The third equivalence holds because of complementary slackness; see §7.9 in (Schrijver 1986). For the fourth equivalence replace \( \mathbf{b} \) by a suitable integer multiple of \( \mathbf{b} \). In the fifth equivalence we are using the fact that every power of \( \mathbf{x}^\mathbf{u} \) is standard if and only if every integer multiple of \( \mathbf{u} \) solves its corresponding integer program (by Algorithm 5.6). The latter condition means that \( \mathbf{u} \) is integral and solves its linear program (8.4). This completes the proof of Theorem 8.3.

**Corollary 8.4.** For generic \( \omega \in \mathbb{R}^n \), the radical of the initial ideal of \( I_\mathcal{A} \) equals

\[
\text{Rad}(\text{in}_\prec(I_\mathcal{A})) = \langle x_{i_1} x_{i_2} \cdots x_{i_\ell} : \{i_1, i_2, \ldots, i_\ell\} \text{ is a minimal non-face of } \Delta_\omega \rangle = \bigcap_{\sigma \in \Delta} \langle x_i : i \notin \sigma \rangle.
\]

**Proof:** The first equality follows from Theorem 8.3. The second equality is a general formula for the prime decomposition of any square-free monomial ideal.
In the remainder of this chapter we assume that the set $\mathcal{A}$ spans an affine hyperplane. By Lemma 4.14 this means that $I_A$ is a homogeneous ideal of Krull dimension $d$. Each $d$-subset of $\{1, \ldots, n\}$ corresponds to a $(d-1)$-simplex in the affine span of $\mathcal{A}$. We can thus consider $\Delta_\prec$ as a regular triangulation of the polytope $Q = \text{conv}(\mathcal{A})$ with vertices in $\mathcal{A}$. In particular, Theorem 8.3 and Corollary 8.4 give rise to an algebraic algorithm for computing triangulations of polytopes. We present some examples of polytopes of dimension $d-1 = 3$.

**Example 8.5. (Lexicographic triangulations of some 3-polytopes)**

In each of the following cases we present the reduced Gröbner basis $G$ with respect to the lexicographic term order defined by $x_1 > x_2 > \cdots > x_n$. The underlined initial terms define the minimal non-faces of a regular triangulation $\Delta_\prec$ of the polytope $Q = \text{conv}(\mathcal{A})$.

(a) The regular octahedron: $n = 6$, $\text{Vol}(Q) = \deg(I_A) = 4$.

$$A = \{(1,0,0,0),(1,0,0,1),(1,1,0,0),(1,0,1,0),(0,0,1,1),(0,1,0,1),(1,0,0,1),(0,0,0,0)\},$$

$$G = \{x_1 x_3 - x_2 x_4, x_2 x_5 - x_3 x_4\},$$

$$\Delta_\prec = \{(1,2,3,4), (1,5,3,4), (2,6,3,4), (5,6,3,4)\}.$$  

(b) The cyclic polytope with $n = 5$ vertices: $\text{Vol}(Q) = \deg(I_A) = 8$.

$$A = \{1\} \times \{(0,0,0),(0,1,1),(1,1,0),(2,4,8),(3,9,27),(4,16,64)\}$$

$$G = \{x_1 x_2 x_3 x_4 - x_1 x_2^4\}.$$  

(c) The regular 3-cube: $n = 8$, $\text{Vol}(Q) = \deg(I_A) = 6 = \#$ tetrahedra in $\Delta_\prec$.

$$A = \{1\} \times \{(0,0,0),(0,0,1),(0,1,0),(1,1,0),(1,0,1),(1,1,1)\},$$

$$G = \{x_1 x_3 - x_2 x_5, x_2 x_7 - x_3 x_5, x_1 x_8 - x_4 x_5, x_2 x_7 - x_4 x_5, x_2 x_8 - x_4 x_5, x_3 x_7 - x_5 x_7, x_3 x_8 - x_6 x_7, x_5 x_8 - x_6 x_7\}.$$  

The triangulation $\Delta_\prec$ is given in the diagram below. Note that the minimal non-faces of $\Delta_\prec$ are precisely the nine underlined monomials above.

![Diagram of a regular octahedron with triangulation](image-url)

### Figure 8.3. Lexicographic triangulation of the 3-cube.

(d) The permutohedron (a.k.a. the truncated octahedron):

Here $n = 24$ and $\mathcal{A} = \{(\pi_1, \pi_2, \pi_3, \pi_4) \mid \pi \text{ permutation of } (1,2,3,4)\}$. The polytope $Q = \text{conv}(\mathcal{A})$ has normalized volume 96. The ideal $I_A$ is minimally generated by 361 binomials, among which 99 have degree two and 262 have degree three. The reduced Gröbner basis $G$ has 578 elements with maximum occurring degree six. Replacing the initial ideal by its radical, and computing its prime decomposition as in Corollary 8.4, we see that the regular triangulation $\Delta_\prec$ consists of precisely 42 tetrahedra.

The two most popular term orders for Gröbner bases are the lexicographic order $\prec_{lex}$ and the reverse lexicographic order $\prec_{revlex}$. It comes as no surprise that the corresponding triangulations are the two most popular triangulations of a polytope. The lexicographic triangulation $\Delta_{\prec_{lex}}$ is known in combinatorics as the placing triangulation, and the reverse lexicographic triangulation $\Delta_{\prec_{revlex}}$ is known as the pulling triangulation. This correspondence was established in (Sturmfels 1991). For a nice geometric discussion of these triangulations see (Lee 1991).

We shall give recursive description of the two triangulations $\Delta_{\prec_{lex}}(A)$ and $\Delta_{\prec_{revlex}}(A)$, where $A = \{a_1 > a_2 > \cdots > a_n\}$ is any totally ordered set of points in $\mathbb{R}^d$. By a face (resp. facet) of $A$ we mean a totally ordered subset of the form $F \cap A$ where $F$ is a face (resp. facet) of the polytope $\text{conv}(A)$. The two triangulations below are subsets of $2^A$, the power set of $A$, which are closed under taking subsets. In our formulas we tacitly assume that the closure operation of adding subsets is applied whenever needed to form a simplicial complex.

**Proposition 8.6.** If $A$ is affinely independent, then $\Delta_{\prec_{lex}}(A) = \Delta_{\prec_{revlex}}(A) = \{A\}$. Else:

$$\Delta_{\prec_{revlex}}(A) = \bigcup_F \{\{a_n\} \cup G \mid G \in \Delta_{\prec_{revlex}}(F)\},$$

where the union is over all facets $F$ of $A$ not containing $a_n$ and

$$\Delta_{\prec_{lex}}(A) = \Delta_{\prec_{lex}}(A\setminus\{a_1\}) \bigcup \{\{a_1\} \cup G \mid G \text{ is face of } \Delta_{\prec_{lex}}(A\setminus\{a_1\}) \text{ which is visible from } a_1\}.$$  

**Proof:** A subset $F$ of $A$ is a face of $\Delta_{\prec_{lex}}$ if and only if there exists a monomial $x^u$ which has support $F$ and is not nilpotent modulo $\text{in}_{\text{lex}}(I_A)$, and similarly for $\Delta_{\prec_{revlex}}$. We shall proceed by induction on $n = \text{card}(A)$. The case where $A$ is affinely independent is obvious.

First consider the lexicographic term order. It has the property

$$\text{in}_{\text{lex}}(I_A) \cap k[x_2, \ldots, x_n] = \text{in}_{\text{lex}}(I_{A\setminus\{a_1\}}).$$

Equivalently, the standard monomial modulo $I_A$ not containing $x_1$ are precisely the standard monomials modulo $I_{A\setminus\{a_1\}}$. This implies that the faces of $\Delta_{\prec_{lex}}(A)$ not containing $a_1$ are precisely the faces of $\Delta_{\prec_{lex}}(A\setminus\{a_1\})$. The right hand union in (8.7) is the unique completion of $\Delta_{\prec_{lex}}(A\setminus\{a_1\})$ to a triangulation of $A$. It must therefore be equal to $\Delta_{\prec_{lex}}(A)$.

Consider the reverse lexicographic term order. Let $x^u$ be a monomial which is not nilpotent modulo $\text{in}_{\text{revlex}}(I_A)$ and $H = \text{supp}(x^u)$. We must show that $H$ is
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Theorem 8.8. Let $\sigma$ be any $(d - 1)$-simplex in the regular triangulation $\Delta_\omega(A)$. The normalized volume of $\sigma$ equals the multiplicity of the prime ideal $(x_i : i \notin \sigma)$ in $\text{in}_\omega(I_A)$.  

Proof: The multiplicity $M$ of $(x_i : i \notin \sigma)$ in $\text{in}_\omega(I_A)$ can be computed as follows. Let $\phi : k[x] \to k[x_i : i \notin \sigma]$ be the homomorphism which maps $x_j$ to 1 for $j \in \sigma$ and $x_i$ to $x_i$ for $i \notin \sigma$. Then $\phi(\text{in}_\omega(I_A))$ is a zero-dimensional ideal and $M$ equals the $k$-dimension of $k[x_i : i \notin \sigma]/\phi(\text{in}_\omega(I_A))$. It follows from (8.1) that $\prec$ can be represented by a weight vector $w \in \mathbb{R}^n$ such that $w_j = 0$ for $j \in \sigma$ and $w_i > 0$ for $i \notin \sigma$. This representation implies

$$\phi(\text{in}_\omega(I_A)) = \text{in}_w(\phi(I_A)).$$

(8.8)

Hence $M$ is the $k$-dimension of $k[x_i : i \notin \sigma]/\phi(I_A)$. Let $L$ denote the image of $\ker(A)$ under the homomorphism $Z^n \to Z^{n - \text{card}(\sigma)}$ which deletes all coordinates in $\sigma$. Then

$$\phi(I_A) = \langle x^{u^n} - x^u : u = u^+ - u^- \in L \rangle.$$

(8.9)

To compute the normalized volume of the $(d - 1)$-simplex $\sigma$, we shall assume that the $d \times n$-matrix $A$ has rank $d$ and that the $d \times d$-minors of $A$ are primitive. Then $\text{Vol}(\sigma) = \pm \text{det}(A_{\sigma})$, the determinant of the $d \times d$-minor with column indices $\sigma$. Let $B$ be any integer $(n - d) \times n$-matrix whose rows constitute a $Z$-basis for $\ker(A)$. It is a basic fact of linear algebra that complementary minors of $A$ and $B$ are equal up to a sign:

$$\text{Vol}(\sigma) = |\text{det}(A_{\sigma})| = |\text{det}(B_{(1, \ldots, n) \setminus \sigma})|.$$ 

(8.10)

The $(n - d) \times (n - d)$-minor on the right hand side equals the index of the sublattice $L$ in $Z^{n - \text{card}(\sigma)}$. It is to be shown in Exercise (1) below that $\langle |Z^{n - \text{card}(\sigma)}| : L \rangle$ equals the $k$-dimension of $k[x_j : j \notin \sigma]$ modulo the ideal in (8.9). This completes the proof.

A triangulation $\Delta$ of $A$ is unimodular if $\text{Vol}(\sigma) = 1$ for every maximal simplex $\sigma$ in $\Delta$.

Corollary 8.9. The initial ideal $\text{in}_\omega(I_A)$ is square-free if and only if the corresponding regular triangulation $\Delta_\omega$ of $A$ is unimodular.

Proof: The only-if direction follows directly from Theorem 8.8. To prove the if-direction, suppose that $\Delta_\omega$ is unimodular but $\text{in}_\omega(I_A)$ is not square-free. Choose a standard monomial $x^{2u}$ such that $x^{2u}$ is not standard. Let $b = \pi(u)$ and let $\sigma$ be a $(d - 1)$-simplex in $\Delta_\omega$ whose positive span in $\mathbb{R}^n$ contains $b$. Represent $B$ by a weight vector $w \in \mathbb{R}^n$ such that $w_j = 0$ for $j \in \sigma$ and $w_i > 0$ for $i \notin \sigma$. The linear system of equations

$$\sum_{i \in \sigma} \lambda_i a_i = b$$

has a unique rational solution $(\lambda_i : i \in \sigma)$. Our choice of $\sigma$ means that $\lambda_i \geq 0$ for all $i \in \sigma$. Moreover, all $\lambda_i$ are integers because $\text{Vol}(\sigma) = \langle Z : Z_a : a_i : i \in \sigma \rangle$ is equal to one. The monomial $\prod_{i \in \sigma} x_i^{\lambda_i}$ has $\omega$-weight zero, and it is congruent modulo $I_A$ to the standard monomial $x^u$. Therefore $x^{2u} = \prod_{i \in \sigma} x_i^{\lambda_i}$, and hence $x^{2u} = \prod_{i \in \sigma} x_i^{\lambda_i} \notin \text{Rad}(\text{in}_\omega(I_A))$. This is a contradiction to our assumption that $x^{2u}$ is a non-standard monomial.
The matrix $A$ is called \textit{unimodular} if all triangulations of $A$ are unimodular. If $\text{rank}(A) = d$, then $A$ is unimodular if and only if all non-zero $d \times d$-minors of $A$ have the same absolute value. See (Schrijver 1986; Theorem 19.2) for another characterization.

\textbf{Remark 8.10.} A matrix $A$ is unimodular if and only if all initial ideals of the toric ideal $I_A$ are square-free.

\textit{Proof:} This follows directly from Corollary 8.9. \hfill \blacksquare

Unimodular matrices have the following important property.

\textbf{Proposition 8.11.} If $A$ is a unimodular matrix, then the set of circuits $C^A$ equals the Graver basis $G^A$.

\textit{Proof:} By Lemma 4.9 and unimodularity, every circuit $v$ of $A$ has its coordinates in $\{0, 1\}$. Let $x^v = x^u$ be any element in the Graver basis of $I_A$. By Lemma 4.10, there exists a circuit $x^v = x^u$ such that $\text{supp}(v) \subseteq \text{supp}(u)$ and $\text{supp}(v) \subseteq \text{supp}(u)$. The monomials $x^v$ and $x^w$ are square-free, by the remark above. This implies that $x^v$ divides $x^u$ and $x^w$ divides $x^v$. Since $u$ was assumed to lie in $G^A$, this implies $v = w \in C^A$. The reverse inclusion $C^A \subseteq G^A$ was established in Proposition 4.11. \hfill \blacksquare

A prototypical example of a unimodular matrix is the $(s+t) \times (st)$-matrix in (5.1). The corresponding polytope $Q = \text{conv}(A)$ equals the product of simplices $\Delta_{s-1} \times \Delta_{t-1}$. The reader is asked in Exercise (9) below to prove that this configuration is unimodular.

\textbf{Example 8.12.} (The staircase triangulation of the product of two simplices)

The set of variables is $X = \{x_{ij} : 1 \leq i \leq s, 1 \leq j \leq t\}$. We define a partial order on $X$ by setting $x_{ik} < x_{ij}$ whenever $i < j$ and $k \leq j$. Consider the reduced Gröbner basis $G^A$ given in Proposition 5.4. The underlined initial monomials in (5.7) are precisely the incomparable pairs in our poset, and by Theorem 8.3, they define the minimal non-faces in a triangulation $\Delta_A$ of $\Delta_{s-1} \times \Delta_{t-1}$. The maximal simplices in $\Delta_A$ are the maximal chains in the poset. In the matrix they form the “staircases” from the upper left corner $x_{11}$ to the lower right corner $x_{st}$. Therefore, $\Delta_A$ is called the \textit{staircase triangulation} of $\Delta_{s-1} \times \Delta_{t-1}$. We note that the staircase triangulation is both lexicographic and reverse lexicographic with respect to the usual row-wise and column-wise variable ordering $x_{11} > x_{12} > \cdots > x_{st}$. \hfill \blacksquare

\textbf{Example 8.13.} (A non-regular triangulation of the product of two tetrahedra)

For a long time it was unknown whether all triangulations of a product of simplices are regular. The following solution to this problem for $s = t = 4$ was given by De Loera (1993). To simplify the presentation, we write the $4 \times 4$ matrix of indeterminates as

$$
(x_{ij}) = \begin{pmatrix}
a & b & c & d \\
e & f & g & h \\
i & j & k & l \\
m & n & o & p
\end{pmatrix}
$$

Consider the following square-free monomial ideal:

$$J = \langle af, ag, ab, al, an, ao, ap, bi, bl, cf, ch, ci, cj, cl, cn, cp, df, dgj, \ldots \rangle.
$$

Its associated simplicial complex $\Delta(J)$ is a triangulation of $\Delta_3 \times \Delta_3$. One verifies this by checking that the ideal $J$ has the same Hilbert series in the fine $N^4 \times N^4$-grading as the staircase initial ideal $\text{in}_A(I_A)$ in Example 8.12 (see Exercise (2) below). If the triangulation $\Delta(J)$ were regular, then there would exist weights $\omega = (A, B, C, \ldots, P) \in \mathbb{R}^{4 \times 4}$ such that $J = \text{in}_\omega(I_A)$. The underlined generators of $J$ impose the following six inequalities on the weights:

\begin{align*}
A + G &> C + E \\
B + I &> A + J \\
C + N &> B + O \\
E + L &> H + I \\
H + O &> G + P \\
J + P &> L + N
\end{align*}

These inequalities are inconsistent, because the sum of the right hand sides equals the sum of the left hand sides. This proves that the triangulation $\Delta(J)$ is not regular. \hfill \blacksquare

With every regular triangulation $\Delta$ of a set $A$ we associate the polyhedral cone

$$C_\Delta = \{ \omega \in \mathbb{R}^n : \Delta_\omega = \Delta \}.$$  \hfill (8.11)

The cone $C_\Delta$ consists of all lifting functions which induce the triangulation $\Delta$. The collection of these cones together with their faces is a polyhedral fan. We state without proof the following theorem due to Gelfand, Kapranov and Zelevinsky (1994).

\textbf{Theorem 8.14.} There exists an $(n-d)$-dimensional polytope $\Sigma(A)$, such the normal cones at the vertices of $\Sigma(A)$ are precisely the cones $C_\Delta$.

The polytope $\Sigma(A)$ is called the \textit{secondary polytope}, and its normal fan

$$N(\Sigma(A)) = \{ C_\Delta : \text{regular triangulation of } A \}$$

is called the \textit{secondary fan}.

\textbf{Proposition 8.15.}

(a) The Gröbner fan of the toric ideal $I_A$ is a refinement of the secondary fan $N(\Sigma(A))$. If $A$ is unimodular, then the two fans coincide.

(b) The secondary polytope $\Sigma(A)$ is a Minkowski summand of the state polytope $\text{State}(I_A)$. If $A$ is unimodular, then the two polytopes coincide.

\textit{Proof:} It suffices to prove statement (a) since (b) is just a reformulation. Theorem 8.3 tells us that $\text{in}_\omega(I_A) = \text{in}_\omega(I_A)$ implies $\Delta_\omega = \Delta_\omega$. This shows that each Gröbner cone lies entirely in a secondary cone $C_\omega$. The reverse implication holds if $A$ is unimodular, by Remark 8.10. \hfill \blacksquare
Example 8.16. It is possible that the state polytope equals the secondary polytope, even if \( A \) is not unimodular. An example with this property (for \( d = 6, n = 8 \)) is the Lawrence lifting \( A = \Lambda(A') \) of

\[
A' = \begin{pmatrix} 1 & -2 & 1 & 0 \\ 1 & -1 & 0 & 1 \end{pmatrix}.
\]

The matrix \( A' \) is not unimodular, and this implies that \( A = \Lambda(A') \) is not unimodular. An explicit computation shows that \( \text{State}(I_A) = \Sigma(A) \) is planar octagon.

Exercises.
(1) Let \( \mathcal{L} \) be an \( n \)-dimensional sublattice of \( \mathbb{Z}^n \) and consider the ideal

\[
I_{\mathcal{L}} := (x^u - x^{u'} : u \in \mathcal{L}).
\]

Show that \( k[\mathcal{L}]/I_{\mathcal{L}} \) is a \( k \)-vector space of dimension \( [\mathbb{Z}^n : \mathcal{L}] \).

(2) Let \( J = (x^{u_1}, \ldots, x^{u_s}) \) be a square-free monomial ideal in \( k[\mathcal{x}] \), and let \( \mathcal{L} \) as in (4.1). Its Hilbert function in the \( d \)-variate grading defined by \( \text{deg}(x_i) = a_i \) is the rational generating function

\[
H(J; t) = \frac{\sum_{\nu \subseteq \{1, \ldots, s\}} (-1)^{|\nu|} \cdot \#(\text{lcm}\{(x^{u_j} : j \in \nu\}))}{\prod_{i=1}^{n} (1 - t^{a_i})}.
\]

Here \( \text{lcm} \) denotes the least common multiple of a set of monomials in \( k[\mathcal{x}] \).
Show that the simplicial complex defined by \( J \) is a triangulation of \( A \) if and only if

\[
H(J; t) = \sum \{ t^b : b \in \mathbb{N}A \}.
\]

(3) Let \( \mathcal{A} \) be the set of vertices of a planar \( n \)-gon in convex position. Show that every triangulation of \( \mathcal{A} \) is lexicographic (and hence regular). Give an example of a triangulation of a hexagon which is not reverse lexicographic.

(4) Find a regular triangulation that is neither lexicographic nor reverse lexicographic.

(5) Prove: If the secondary polytope of \( \mathcal{A} \) equals the state polytope of \( I_A \), then the set of circuits \( C_A \) equals the universal Gröbner basis \( U_A \). Does the converse hold?

(6) Compute all eight initial ideals of the toric ideal in Example 8.16.

(7) Compute the secondary polytope and the state polytope for the twisted cubic curve in Example 8.1.

(8) Let \( I \) be an arbitrary ideal in \( k[\mathcal{x}] \) and \( \Delta_{\prec}(I) \) its initial complex with respect to any term order \( \prec \). Show that the Krull dimension of \( k[\mathcal{x}]/I \) is equal to \( \text{dim}(\Delta_{\prec}(I)) + 1 \).

(9) Show that the set \( \mathcal{A} = \{ e_i - e_j : 1 < i < j \leq d \} \) is unimodular (cf. Exercise (8) in Chapter 4). Deduce that the product of simplices \( \Delta_{s-1} \times \Delta_{s-1} \) is unimodular. (Hint: Consider the complete bipartite graph \( K_{s,s} \) as a subgraph of the complete graph \( K_{s+s} \).)
CHAPTER 9

The Second Hypersimplex

We now apply our theory to a specific family of polytopes. Let \( A_d = \{ e_i + e_j : 1 \leq i < j \leq d \} \). This is the set of column vectors of the vertex-edge incidence matrix of the complete graph \( K_d \). The convex hull of \( A_d \) is called the second hypersimplex of order \( d \) and is denoted \( \Delta(2,d) \). The second hypersimplex is a \((d-1)\)-dimensional polytope in \( \mathbb{R}^d \), with \( n = \binom{d}{2} \) vertices. Its toric ideal \( I_{A_d} \) is the kernel of the map

\[
\Phi : k[x_{ij} : 1 \leq i < j \leq d] \to k[t_1, \ldots, t_d], \quad x_{ij} \mapsto t_it_j.
\]

The variables \( x_{ij} \) are indexed by the edges in the complete graph \( K_d \).

This chapter is organized as follows. We first describe a quadratic, square-free Gröbner basis for \( I_{A_d} \) and the associated regular triangulation of \( \Delta(2,d) \) into unit simplices. We then compare the state polytope of \( I_{A_d} \) with the secondary polytope of \( A_d \), and we describe the universal Gröbner basis of \( A_d \) for \( d \leq 8 \). Finally, we shall discuss the integer programming problem and the sampling problem associated with \( A_d \).

We identify the vertices of \( K_d \) with the vertices of a regular \( d \)-gon in the plane labeled clockwise from 1 to \( d \). Between any two vertices of \( K_d \) there are two paths that use only edges of the \( d \)-gon. We define the circular distance between two vertices to be the length of the shorter path. For example, vertices 1 and \( d \) are at circular distance 1 inside \( K_d \) and the pair \( \{1,6\} \) has distance 3 inside \( K_6 \).

In what follows we use the term edge for the closed line segment joining any two vertices in the convex \( d \)-gon. We define the weight of the variable \( x_{ij} \) as the number of edges of \( K_d \) which do not meet the edge \( \{i,j\} \). For instance, if \( d = 5 \), then the variables \( x_{12}, x_{23}, x_{34}, x_{45}, x_{51} \) have weight 3, and the variables \( x_{13}, x_{24}, x_{35}, x_{41}, x_{52} \) have weight 1. Let \( \succ \) denote any term order that refines the partial order on monomials specified by these weights. Given any pair of non-intersecting edges \( \{i,j\}, \{k,l\} \) of \( K_d \), one of the pairs \( \{i,k\}, \{j,l\} \) or \( \{i,l\}, \{j,k\} \) meets in a point. With the disjoint edges \( \{i,j\}, \{k,l\} \), we associate the binomial \( x_{ij}x_{kl} - x_{ik}x_{jl} \) where \( \{i,l\}, \{j,k\} \) is the intersecting pair. We denote by \( C \) the set of all binomials obtained in this fashion and by \( \text{in}_\prec(C) \) the set of their initial monomials. For instance, if \( d = 5 \) then the set \( C \) equals

\[
\{ x_{12}x_{34} - x_{13}x_{24}, x_{14}x_{23} - x_{13}x_{24}, x_{12}x_{35} - x_{13}x_{25}, x_{15}x_{23} - x_{13}x_{25}, \\
 x_{12}x_{45} - x_{14}x_{25}, x_{15}x_{24} - x_{14}x_{25}, x_{13}x_{45} - x_{14}x_{35}, x_{15}x_{34} - x_{14}x_{35}, \\
 x_{23}x_{45} - x_{24}x_{35}, x_{25}x_{34} - x_{24}x_{35} \}.
\]

Here the initial monomials with respect to \( \prec \) are underlined.

**Theorem 9.1.** The set \( C \) is the reduced Gröbner basis of \( I_{A_d} \) with respect to \( \succ \).

The reduction relation defined by this Gröbner basis amounts to replacing non-crossing edges by crossing edges. This is illustrated in the following diagram:
Figure 9-1. Reduction via the Gröbner basis in Theorem 9.1.

Proof of Theorem 9.1: For each binomial \( x_{ij} x_{kl} - x_{il} x_{jk} \) in \( C \), the initial term with respect to \( \succ \) corresponds to the disjoint edges. This follows from the convex embedding of \( K_d \) and the definition of the weights. The integral vectors in the kernel of \( A_d \) are in bijection with even closed walks in the complete graph \( K_d \), and hence so are the binomials of \( I_{A_d} \). More precisely, with an even closed walk \( \Gamma = (i_1, i_2, \ldots, i_{2k-1}, i_{2k}, i_1) \) we associate the binomial

\[
b_{\Gamma} := \prod_{i=1}^{k} x_{i_{2i-1}, i_{2i}} - \prod_{i=1}^{k} x_{i_{2i-2}, i_{2i}}
\]

Clearly, the walk \( \Gamma \) can be recovered from its binomial \( b_{\Gamma} \). By Corollary 4.4, the (finite) set of binomials associated with all even closed walks in \( K_d \) contains every reduced Gröbner basis of \( I_{A_d} \). Therefore in order to prove that \( C \) is a Gröbner basis, it is enough to prove that the initial monomial of any binomial \( b_{\Gamma} \) is divisible by some monomial \( x_{ij} x_{kl} \) where \((i, j), (k, l)\) is a pair of disjoint edges.

Suppose on the contrary there exists a binomial \( b_{\Gamma} \in I_{A_d} \) that contradicts our assertion. This implies that each pair of edges appearing in the initial monomial of \( b_{\Gamma} \) intersects. We may assume that \( b_{\Gamma} \) is a minimal counterexample in the sense that \( d \) is minimal and that \( b_{\Gamma} \) has minimal weight. Here the weight of a binomial is the sum of weights of its two terms. The walk \( \Gamma \) is spanning in \( K_d \) by the minimality of \( d \). Every edge of \( \Gamma \) gets a label “even” or “odd” according to its position in the walk. If an edge is visited more than once, then it cannot be labeled both odd and even, since otherwise the variable associated with an odd-even edge can be factored out from \( b_{\Gamma} \). This would contradict the minimality of weight. Moreover, if \( b_{\Gamma} = x^u - x^v \) and \( \text{in}_\succ(b_{\Gamma}) = x^u \), then we can assume that each pair of edges appearing in the trailing monomial \( x^v \) intersects. Otherwise if \((i, j), (k, l)\) is a non-intersecting pair of edges then we can reduce \( x^v \) modulo \( C \) to obtain a counterexample of smaller weight.

Let \((s, t)\) be an edge of the walk \( \Gamma \) such that the circular distance between \( s \) and \( t \) is smallest possible. The edge \((s, t)\) separates the vertices of \( K_d \) except \( s \) and \( t \) into two disjoint sets \( P \) and \( Q \) where \(|P| \geq |Q|\). Let us start...
subgraph is connected and contains a unique odd cycle. The number of such subgraphs and hence the normalized volume of the second hypersimplex $\Delta(2,d)$ is $2^{d-1} - d$.

**Lemma 9.5.** A subpolytope $\sigma$ of $\Delta(2,d)$ is a $(d-1)$-dimensional simplex if and only if the corresponding subgraph $H$ satisfies the following properties:

(i) $H$ is a spanning subgraph with $d$ edges,
(ii) all cycles in $H$ are odd,
(iii) every component contains at least one odd cycle.

In this case the normalized volume of the simplex $\sigma$ is $2^{q(H)-1}$ where $q(H)$ is the number of disjoint cycles in $H$.

**Proof of Lemma 9.5.** Suppose $H$ supports a $(d-1)$-simplex. Let $M_H$ be the $\{0,1\}$-incidence matrix of $H$. This matrix is non-singular which implies properties (i) and (ii). Suppose there exists a component $C$ of $H$ with $r$ odd cycles. By property (ii), $C$ is a tree. By induction on the number of edges in the tree one can prove that $M_H$ is singular.

For the converse suppose that (i), (ii) and (iii) hold for $H$. Then the vertex-edge incidence matrix $M_H$ is square. We shall prove that the absolute value of the determinant of $M_H$ is equal to $2^{q(H)}$. If all vertices of $H$ have degree two, then $H$ is a disjoint union of odd cycles $C_i$ and the matrix $M_H$ (up to permutation of columns) is the direct sum of the matrices $M_{C_i}$. The determinant of $M_H$ is the product of the determinants of the matrices $M_{C_i}$. The determinant of the incidence matrix of an odd cycle is 2 or -2. Therefore the absolute value of the determinant of $M_H$ is $2^{q(H)}$. If the set of vertices with degree distinct from two is non-empty, then there is a vertex $v$ of $H$ of degree one. The row associated with $v$ has 1 in some column and 0 elsewhere. Therefore the absolute values of the determinants of $M_H$ and $M_{H-v}$ are equal. Using this repeatedly we can reduce to the first case. The g.c.d. of $\det(M_H)$ where $H$ ranges over all subgraphs of the specified kind is two. Hence the normalized volume of a simplex $\sigma$ is $2^{q(H)-1}$. ■

**Theorem 9.4.** The characteristics of the subgraphs follow from Corollary 9.3 and Lemma 9.5. Since the normalized volume of a maximal simplex in the triangulation $\Delta_s$ is one, we conclude that there is a unique odd cycle in the corresponding subgraph. Recall that the vertices of the graph are the vertices of a regular $d$-gon numbered in a clockwise manner and the edges are closed line segments joining two vertices. Consider an odd cycle $C$ in $K_d$ with $2k - 1$ edges, $k \in \{2, \ldots, \lfloor d/2 \rfloor \}$. We assume $C$ is drawn such that each pair of edges in $C$ intersect. There are $l = d - (2k - 1)$ vertices that are not in $C$. We need to introduce $l$ new edges in order to obtain a spanning subgraph. Let $v$ be a vertex outside $C$. Due to the convex embedding of $K_d$ and the requirement that the new edge should intersect all existing edges, there exists a unique vertex $w$ in $C$ such that $(v, w)$ is one of the new edges. Therefore there is exactly one way to complete an odd cycle to a graph with the above properties. There are $\binom{d}{2k-1}$ odd cycles for each $k \in \{2, \ldots, \lfloor d/2 \rfloor \}$ and hence the total number of such graphs is $\sum_{k=2}^{\lfloor d/2 \rfloor} \binom{d}{2k-1} = 2^{d-1} - d$. ■

The graphs appearing as simplices in $\Delta_s$ are known as thrackles in the combinatorics literature. The standard monomials modulo our Gröbner basis are precisely the multi-thrackles. In other words, a monomial $x^\nu$ does not lie in $in_s(I_{A_d})$ if and only if $supp(x^\nu)$ is a thrackle. This is equivalent to $x^\nu = x_{i_1j_1}x_{i_2j_2}\cdots x_{i_rj_r}$ where $i_1 \leq i_2 \leq \cdots \leq i_r \leq j_1 \leq j_2 \leq \cdots \leq j_r$, $i_1 < j_1$, $i_2 < j_2$, $\ldots$, $i_r < j_r$. \hfill (9.3)$

Note that $x^\nu$ is recovered from $\Phi(x^\nu) = t_{i_1}t_{i_2}\cdots t_{i_r}t_{j_1}t_{j_2}\cdots t_{j_r}$ by simply sorting indices.

The following diagram shows all $11 = 2^{5-1} - 5$ maximal thrackles for $d = 5$. These are the (maximal) supports of the standard monomials modulo the Gröbner basis in (9.2).

![Diagram of maximal thrackles in a pentagon](image_url)

**Figure 9-2.** Maximal thrackles in a pentagon.

**Corollary 9.6.** The Hilbert polynomial of $I_{A_d}$ equals the Ehrhart polynomial of $\Delta(2,d)$:

$$H_{A_d}(r) = \text{card}(r \cdot \Delta(2,d) \cap \mathbb{Z}^d) = \binom{d + 2r - 1}{d-1} - d \cdot \binom{d + r - 2}{d-1}.$$ \hfill (9.4)

**Proof sketch:** We have shown that $A_d$ has a triangulation into unit simplices. This implies that the Ehrhart polynomial and the Hilbert polynomial are equal. (See also Theorem 13.11 and Proposition 13.15). The right hand expression in (9.4) equals the number of sequences (9.3) and hence the number of standard monomials of degree $r$. ■

We next compare the state polytope of $I_{A_d}$ with the secondary polytope of $A_d$. Both polytopes lie in $\mathbb{R}^n$ and have dimension $n - d$, where $n = \binom{d+1}{2}$ is the number of edges in $K_d$.

**Theorem 9.7.** The state polytope of $I_{A_d}$ and the secondary polytope of $A_d$ coincide for $d \leq 5$ and are distinct for $d \geq 6$.

**Proof:** It can be seen by inspection that the matrices $A_1$, $A_2$ and $A_3$ are unimodular. Proposition 8.15 (b) states that in these cases the secondary polytope equals the state polytope.
Before proceeding to $d \geq 6$, let us discuss the cases $d = 4, 5$ in more detail. The hypersimplex $\Delta(2, 4)$ is a regular octahedron in $\mathbb{R}^4$. It has three distinct regular triangulations. Therefore the secondary polytope, which is the same as the state polytope, is a triangle in $\mathbb{R}^3$. The three distinct initial ideals of $I_{A_d}$ are $(x_{12}x_{23}, x_{13}x_{24}, x_{12}x_{23}x_{14})$ and $(x_{14}x_{23}, x_{12}x_{34})$. The hypersimplex $\Delta(2, 5)$ has dimension four with 10 vertices and 10 facets (5 tetrahedra and 5 octahedra). Its secondary polytope $\Sigma(I_{A_d})$ is five-dimensional and has 102 vertices, 255 edges, 240 two-faces, 105 three-faces and 20 facets. Under the natural $S_3$-action the 102 regular triangulations of $\Delta(2, 5)$ fall into three distinct orbits.

Now let $d = 6$ and consider the following subconfiguration of $A_6$:

$$B := \{ e_1+e_2, e_1+e_4, e_2+e_3, e_2+e_6, e_3+e_4, e_3+e_5, e_4+e_5, e_5+e_6 \}. \quad (9.5)$$

Using Algorithm 7.2, we find that the Graver basis of $B$ equals

$$G_B = \{ x_{23}x_{56} - x_{26}x_{35}, x_{12}x_{56}x_{34} - x_{16}x_{23}x_{45}, x_{12}x_{23}x_{56} - x_{16}x_{23}x_{45}, x_{12}x_{23}x_{56}x_{34} - x_{16}x_{23}x_{45} \}. \quad (9.6)$$

The first two binomials suffice to generate the toric ideal $I_B$, which is therefore a complete intersection. Let $\omega$ be the weight vector which assigns the weight 1 to the variables $x_{23}$ and $x_{56}$ and weight 0 to the other six variables. We can read off the initial ideal from (9.6):

$$\text{in}_{\omega}(I_B) = \{ x_{23}x_{56}, x_{12}x_{56}x_{34} - x_{16}x_{23}x_{45}, x_{12}x_{23}x_{56}, x_{16}x_{23}x_{45} \}. \quad (9.7)$$

This is a monomial ideal, and we see that (9.7) has precisely two distinct initial ideals $\text{in}_{-\omega}(\text{in}_{\omega}(I_B)) = \{ x_{23}x_{56}, x_{12}x_{56}x_{34}, x_{16}x_{23}x_{45} \}$ and $\text{in}_{-\omega}(\text{in}_{\omega}(I_B)) = \{ x_{23}x_{56}, x_{16}x_{23}x_{45}, x_{12}x_{56}x_{34} \}$. Both the radical

$$\text{Rad}(\text{in}_{\omega}(I_B)) = \{ x_{23}x_{56}, x_{12}x_{56}x_{34}, x_{16}x_{23}x_{45} \}. \quad (9.8)$$

This shows that the toric ideal $I_B$ has two distinct initial ideals, namely $\text{in}_{-\omega}(I_B)$ and $\text{in}_{-\omega}(I_B)$, which have the same radical and therefore define the same triangulation $\Delta_{-\omega} \cong \Delta_{-\omega}$ of $B$. We conclude that the secondary polytope $\Sigma(B)$ is not equal to the state polytope $\text{State}(I_B)$; see also Exercise (3) below.

We next show the same result for the second hypersimplex, that is, $\Sigma(A_6) \neq \text{St}(I_{A_d})$. Let $X := \{ x_{12}, x_{14}, x_{23}, x_{26}, x_{34}, x_{35}, x_{45} \}$. The set of variables of $I_B$. Let $v \in \mathbb{R}^7$ be the weight vector which assigns the weight 0 to the eight variables in $X$ and generic positive weights to the other seven variables. This choice of weights has the elimination property:

$$\text{in}_{\omega}(I_{A_6}) \cap k[X] = I_B. \quad (9.8)$$

Let $\omega$ be the weight vector which assigns the weight 1 to the variables $x_{23}$ and $x_{56}$ and weight 0 to the other 13 variables. Let us now consider the weight vector $v + \epsilon \cdot \omega$ where $\epsilon$ is a very small positive real number. This weight vector

is sufficiently generic to define a regular triangulation $\Delta_{v+\omega}$ of $A_6$. Indeed, inside the subpolytope $\text{conv}(B)$ this subdivision agrees with the triangulation $\Delta_{\omega}$ above, and outside of $\text{conv}(B)$ each cell is a simplex, by the genericity of the non-zero coordinates of $v$.

To show that $\Sigma(A_6) \neq \text{St}(I_{A_6})$, it suffices to show that the ideal $\text{in}_{v+\omega}(I_{A_6})$ is not a monomial ideal. If it were a monomial ideal, then also its elimination ideal

$$\text{in}_{v+\omega}(I_{A_6}) \cap k[X] = \text{in}_{v+\omega}(I_{A_6} \cap k[X]) = \text{in}_{\omega}(\text{in}_{\omega}(I_{A_6}) \cap k[X]) = \text{in}_{\omega}(I_B) \quad (9.9)$$

would be a monomial ideal. This contradicts our result in (9.7), and it hence completes the proof for $K_d$. In (9.9) the first equation follows from the elimination property of $v+\omega$, the second equation follows from Proposition 1.13, and the third equation from (9.8).

Finally, to establish the assertion for $d > 6$, we use the exact same technique, which is to write $I_{A_d}$ as an elimination ideal of $I_{A_{d-1}}$. This completes the proof of Theorem 9.7.

We next describe the Graver basis of the ideals $I_{A_d}$ for $d \leq 8$. Recall that the binomials in $I_{A_d}$ are identified with even walks in the complete graph $K_d$. The even walks of minimal support are the circuits.

Lemma 9.8. The circuits of $A_d$ are the following two types of even walks in $K_d$: even cycles and pairs of disjoint odd cycles joined by a path.

Proof: This can be derived from the characterization of column bases of $A_d$ in Lemma 9.5. See Exercise (4) below.

Theorem 9.9. The circuits form a universal Gröbner basis of $I_{A_d}$ for $d \leq 7$. The same statement is not true for $d \geq 8$.

Proof: The proof is by explicit computation using Algorithm 7.2. The elements of the Graver basis are (up to a relabelling using the natural $S_d$-action) presented in the table below. The numbers give the cardinality of the $S_d$-orbit of each binomial.

<table>
<thead>
<tr>
<th>Types of binomials</th>
<th>$d = 5$</th>
<th>$d = 6$</th>
<th>$d = 7$</th>
<th>$d = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) $x_{12}x_{34} - x_{13}x_{24}$</td>
<td>15</td>
<td>45</td>
<td>105</td>
<td>210</td>
</tr>
<tr>
<td>(b) $x_{12}x_{34}x_{56} - x_{12}x_{13}x_{24}$</td>
<td>15</td>
<td>90</td>
<td>315</td>
<td>840</td>
</tr>
<tr>
<td>(c) $x_{12}x_{34}x_{56}x_{14} - x_{12}x_{13}x_{24}x_{14}$</td>
<td>0</td>
<td>90</td>
<td>630</td>
<td>2520</td>
</tr>
<tr>
<td>(d) $x_{12}x_{34}x_{56}x_{14} - x_{12}x_{13}x_{24}x_{14}$</td>
<td>0</td>
<td>60</td>
<td>420</td>
<td>1680</td>
</tr>
<tr>
<td>(e) $x_{12}x_{34}x_{56}x_{14} - x_{12}x_{13}x_{24}x_{14}$</td>
<td>0</td>
<td>0</td>
<td>1260</td>
<td>10080</td>
</tr>
<tr>
<td>(f) $x_{12}x_{34}x_{56}x_{14} - x_{12}x_{13}x_{24}x_{14}$</td>
<td>0</td>
<td>0</td>
<td>630</td>
<td>2520</td>
</tr>
<tr>
<td>(g) $x_{12}x_{34}x_{56}x_{14} - x_{12}x_{13}x_{24}x_{14}$</td>
<td>0</td>
<td>0</td>
<td>2520</td>
<td>10080</td>
</tr>
<tr>
<td>(h) $x_{12}x_{34}x_{56}x_{14} - x_{12}x_{13}x_{24}x_{14}$</td>
<td>0</td>
<td>0</td>
<td>5040</td>
<td>2520</td>
</tr>
<tr>
<td>(i) $x_{12}x_{34}x_{56}x_{14} - x_{12}x_{13}x_{24}x_{14}$</td>
<td>0</td>
<td>0</td>
<td>10080</td>
<td>5040</td>
</tr>
<tr>
<td>(j) $x_{12}x_{34}x_{56}x_{14} - x_{12}x_{13}x_{24}x_{14}$</td>
<td>0</td>
<td>0</td>
<td>2520</td>
<td>10080</td>
</tr>
<tr>
<td>(k) $x_{12}x_{34}x_{56}x_{14} - x_{12}x_{13}x_{24}x_{14}$</td>
<td>0</td>
<td>0</td>
<td>5040</td>
<td>2520</td>
</tr>
</tbody>
</table>

TOTAL | 30 | 285 | 3360 | 45570 |
The types (a), (d),(g) are even cycles and hence they are circuits. The types (b),(c),(e),(f), (h), (i) are pairs of odd cycles joined by a path and hence they are circuits. Using Proposition 4.11, this proves that for \( d \leq 7 \) the circuits, the universal Gröbner basis and the Graver basis coincide. For \( d = 8 \) there are two additional types (j) and (k) of binomials appearing in the Graver basis. To show that they lie in the universal Gröbner basis, we use Theorem 7.8. Indeed, it is easy to show that the binomials (j) and (k) correspond to edges in their respective fibers. If not, then there would exist another lattice point in the same fiber whose support is contained in the 10 appearing variables. But this is impossible as can be seen by inspecting the corresponding graphs with 10 edges and 8 nodes. ■

The following diagram shows the two graphs, which correspond to the non-circuits (j) and (k) in the universal Gröbner basis of \( I_{A_4} \).

![Diagrams](image)

**Figure 9-3.** The graphs (j) and (k).

The toric ideals \( I_{A_4} \) have the following interpretations in the domains of application we discussed in Chapter 5. The sampling problem for \( A_4 \) is the task of generating a random multigraph on \( d \) nodes with fixed degree at each node. Here Algorithm 4.2 specializes to the following procedure: start with any legal multigraph and then perform a random walk with respect to a fixed finite set \( \mathcal{F} \) of local moves which alters multigraphs while maintaining the vertex degrees. The possible moves are precisely the even walks, that is, binomials in the ideal \( I_{A_4} \). It follows from Theorem 5.3 and Theorem 9.1 that the set of quadratic binomials is sufficient to guarantee connectedness for all fibers.

The task of connecting all fibers becomes much harder if certain edges of \( K_d \) are prohibited during the random walk. The algebraic counterpart is to find a generating set for the ideal \( I_B \), where \( B \) is any subset of \( A_d \). This problem is solved simultaneously for all subsets of \( A_d \) by finding a universal Gröbner basis for \( I_{A_4} \); see Exercise (2) in Chapter 1. The table in the proof of Theorem 9.9 gives a complete answer for all graphs with \( d \leq 8 \) nodes. We remark that the subproblem for the class of bipartite graphs is much easier: finding the relevant universal Gröbner basis is the content of Exercise (1) in Chapter 5.

The set of all multigraphs on \( d \) nodes with fixed vertex degrees is the set of feasible solutions of a well-known problem of combinatorial optimization, namely, the perfect f-matching problem. Let \( f \) be a positive integer valued function on the \( d \) vertices of \( K_d \) such that \( f(i) \) specifies the degree of the vertex \( i \). An assignment of a non-negative integer \( u_{ij} \) to each edge \( (i, j) \) is called a perfect f-matching if, for every vertex \( i \), we have \( \sum_{j \in \{1, \ldots, n\} \setminus \{i\}} u_{ij} = f(i) \). Suppose in addition to the degree of each vertex we are also given a cost \( \omega_{ij} \) for each edge \( (i, j) \), and the objective is to find a perfect f-matching on \( d \) nodes with minimum total cost. This is the minimum weight perfect f-matching problem:

\[
\begin{align*}
\text{Minimize} & \quad \sum_{i,j} \omega_{ij} \cdot u_{ij} \\
\text{subject to} & \quad \sum_{j \in \{1, \ldots, n\} \setminus \{i\}} u_{ij} = f(i), \quad i = 1, \ldots, d, \quad u_{ij} \in \mathbb{N}.
\end{align*}
\]

The coefficient matrix of the above integer program is our matrix \( A_d \). We can solve the problem (9.10) using Algorithm 5.6, that is, by computing the reduced Gröbner basis for the toric ideal \( I_{A_4} \) with respect to a term order refining the cost vector \( \omega = (\omega_{ij}) \).

**Exercises:**

1. For \( d = 5 \), verify Theorem 9.1 by applying the Buchberger’s criterion to the ten binomials in \( C \). Compute the thrackle triangulation \( \Delta, \kappa \) explicitly in this case.

2. Compute the number of \( i \)-dimensional faces of the second hypersimplex \( \Delta(2, d) \).

3. Let \( B \) be the configuration in (9.5). Prove that \( \Sigma(\mathcal{B}) \) is a pentagon and that \( State(I_B) \) is a hexagon.


5. Let \( F(d) \) denote the largest degree of a binomial in the universal Gröbner basis of \( I_{A_4} \). Show that \( d - 2 \leq F(d) \leq \binom{d}{2} \).

6. List all 3-regular labeled multigraphs on six nodes. Use Algorithm 5.7.

7. Does there exist a quadratic reverse lexicographic Gröbner basis for the ideal \( I_{A_4} \)?
The $r$-th hypersimplex in $\mathbf{R}^d$ is the convex hull $\Delta(r, d)$ of the configuration

$$A = \{ e_{i_1} + e_{i_2} + \cdots + e_{i_r} : 1 \leq i_1 < i_2 < \cdots < i_r \leq d \}.$$

What is the normalized volume of $\Delta(r, d)$?

Notes:
The material in this chapter is drawn from (De Loera, Sturmfels, Thomas 1993). The sampling problem of generating multigraphs with a given degree sequence is analyzed in detail in (Sinclair 1993). For more information on the minimum weight perfect f-matching problem and graph theory in general, consult (Lovasz & Plummer 1986).

CHAPTER 10

$A$-graded Algebras

What are the graded algebras that have the simplest possible Hilbert function? This question was raised and partially answered by Arnold (1989) and Korkina, Post & Roelofs (1995). We consider the following multigraded variant of their underlying definition. Let $A = \{a_1, a_2, \ldots, a_n\}$ be a subset of $\mathbb{N}^d \setminus \{0\}$, $d = \dim(A)$, and let $NA$ denote the sub-semigroup of $\mathbb{N}^d$ spanned by $A$. An $A$-graded algebra is a $\mathbb{N}^d$-graded $k$-algebra $R = \bigoplus_{b \in A} R_b$ with homogeneous generators $X_1, X_2, \ldots, X_n$ in degrees $a_1, a_2, \ldots, a_n$ such that

$$\dim_k(R_b) = \begin{cases} 1 & \text{if } b \in NA \\ 0 & \text{otherwise} \end{cases} \quad \text{for all } b \in \mathbb{N}^d. \quad (10.1)$$

Every $A$-graded algebra $R$ has a natural presentation as a quotient of a polynomial ring:

$$0 \to I \to k[x] = k[x_1, x_2, \ldots, x_n] \to R \to 0.$$

The presentation ideal $I = \ker(x_i \mapsto X_i)$ is called $A$-graded as well. It is easy to see that an $A$-graded ideal $I$ is generated by polynomials with at most two terms, that is, $I$ is a binomial ideal. The paradigm of an $A$-graded algebra is the semigroup algebra

$$k[NA] = k[t^{a_1}, t^{a_2}, \ldots, t^{a_n}] = k[x]/IA,$$

where $IA$ is the toric ideal as before. Two $A$-graded algebras $R = k[x]/I$ and $R' = k[x]/I'$ are considered isomorphic if there exists a graded algebra isomorphism of degree 0. This holds if and only if, for the corresponding ideals $I$ and $I'$ in $k[x]$, there exists $\lambda = (\lambda_1, \ldots, \lambda_n)$ in $(k^*)^n$ such that

$$I' = \lambda \cdot I := \{ f(\lambda x_1, \ldots, \lambda x_n) : f \in I \}. \quad (10.2)$$

Gröbner basis theory suggests to “pass to the toric limit” in (10.2) as follows:

**Remark 10.1.** If $I$ is an $A$-graded ideal in $k[x]$ and $\omega \in \mathbb{Z}^n$, then the initial ideal $in_\omega(I)$ is $A$-graded as well.

We call an $A$-graded algebra $R = k[x]/I$ coherent if there exists $\omega \in \mathbb{Z}^n$ such that $I$ is isomorphic to $in_\omega(I_A)$. A basic question is whether all $A$-graded algebras are coherent.

**Theorem 10.2.** (Arnold 1989; Korkina, Post & Roelofs 1995)
If $d = 1$ and $n = 3$ then every $A$-graded algebra is coherent.

Theorem 10.2 can be reformulated as follows.
Corollary 10.3. If \( d = 1 \) and \( n = 3 \) then the isomorphism classes of \( A \)-graded algebras are in bijection with the faces of the state polytope of the toric ideal \( I_A \).

We will present the proof of Theorem 10.2 in the end of this chapter. First, however, we show that the analogous result does not hold for \( d = 1 \) and \( n \geq 4 \). We also present two necessary geometric conditions for coherence, and we construct examples of non-coherent algebras which violate these conditions. The main result in this chapter is Theorem 10.10 which expresses the radicals of \( A \)-graded ideals in terms of polyhedral subdivisions.

An \( A \)-graded algebra \( R = k[x]/I \) is called monomial (or a mono-AGA) if its ideal \( I \) is generated by monomials. The non-zero monomials of a mono-AGA \( R \) are called standard. They constitute a \( k \)-vector space basis for \( R \).

Theorem 10.4. Let \( d = 1 \), \( n = 4 \) and \( A = \{1, 3, 4, 7\} \), and let \( k \) be an infinite field.

(a) There exists a monomial \( A \)-graded algebra which is not coherent.

(b) There exists an infinite family of pairwise non-isomorphic \( A \)-graded algebras.

Proof. In the polynomial ring \( k[x_1, x_2, x_3, x_4] \) we consider the monomial ideal

\[
I := \langle x_1^2, x_1x_2, x_1x_3, x_1x_4, x_2^2, x_3^2, x_4^2, x_1x_2x_3, x_1x_2x_4, x_1x_3x_4, x_1x_2x_3x_4 \rangle.
\]  

(10.3)

The quotient algebra \( R = k[x_1, x_2, x_3, x_4]/I \) is \( A \)-graded. To verify this, one must compute the Hilbert series of \( I \) with respect to the grading \( \deg(x_i) = 1 \), \( \deg(x_2) = 3 \), \( \deg(x_3) = 4 \), \( \deg(x_4) = 7 \). This can be done easily using the command \texttt{hilb-nv} in the computer algebra system MACAULAY due to Bayer & Stillman (1987b).

We list the standard monomials of low degree:

\[
\begin{align*}
1 & \quad 2 & \quad 3 & \quad 4 & \quad 5 & \quad 6 & \quad 7 & \quad 8 & \quad 9 & \quad 10 & \quad 11 & \quad 12 & \quad 13 & \quad 14 \\
& x_1^2 & x_1x_2 & x_1x_3 & x_1x_4 & x_2^2 & x_3^2 & x_4^2 & x_1x_2x_3 & x_1x_2x_4 & x_1x_3x_4 & x_1x_2x_3x_4 \end{align*}
\]

(10.4)

The proof is by contradiction. Suppose \( R \) is coherent. Then there exists a non-negative vector \( \omega = (\omega_1, \omega_2, \omega_3, \omega_4) \) such that \( I = \in_{\omega}(A) \).

(i) In degree 6 we have \( x_2^3 \in I \) but \( x_1x_2 \not\in I \). This implies \( 2\omega_2 > 2\omega_1 + \omega_3 \).

(ii) In degree 17 we have \( x_1x_2x_3 \in I \) but \( x_2x_3^2 \not\in I \). This implies \( \omega_1 + 4\omega_2 > 2\omega_2 + 2\omega_4 \).

(iii) In degree 28 we have \( x_1^4 \in I \) but \( x_3^3 \not\in I \). This implies \( 4\omega_1 > 7\omega_2 \).

Combining these three inequalities we get

\[
(2\omega_2) + 2 \cdot (\omega_1 + 4\omega_3) + (4\omega_4) \geq (2\omega_1 + \omega_3) + (2 \cdot (\omega_2 + 2\omega_4) + (7\omega_3)).
\]

(10.5)

The left hand side and the right hand side are both equal to \( 2\omega_1 + 2\omega_2 + 8\omega_3 + 4\omega_4 \). This is a contradiction, and we conclude that \( R \) is not coherent. This proves part (a).

To prove part (b) of Theorem 10.4 we consider the following family of ideals:

\[
\langle x_1^2x_3 - c_1x_2^2, x_1x_2^2 - c_2x_3^2, x_1x_2x_3 - c_3x_4, x_1x_2x_4, x_2x_3^2, x_3x_4^2 \rangle.
\]

(10.6)

where \( c_1, c_2, c_3 \) are indeterminate parameters over \( k \). For every value of \( c_1, c_2, c_3 \) in \( k \) this is an \( A \)-graded ideal in \( k[x_1, x_2, x_3, x_4] \). In other words, the given three-dimensional family of ideals is flat over \( k^3 \). To see this, we note that the three first generators in (10.5) correspond to the three cases (i), (ii) and (iii) above. The ideal \( I \) in (10.3) is obtained from (10.5) by a deformation of the form \( c_1x_2^2 \to \infty, c_2x_3^2 \to 0 \). Two ideals in this family define isomorphic \( A \)-graded algebras if and only if they can be mapped into each other by an element in the torus \( (k^*)^4 \) (acting naturally on the four variables). This is the case if and only if the invariant \( c_1c_2/c_3^2 \) has constant value. We conclude that the ideals in (10.5) define a one-dimensional family of non-isomorphic \( A \)-graded algebras. In particular, this family is infinite, or \( k \) is infinite. ■

The non-coherent mono-AGA in Theorem 10.4 was found through a systematic search of \( A \)-graded monomial algebras. Our point of departure was the following lemma restricting the degrees of minimal generators of an \( A \)-graded ideal. Recall from Chapter 4 that a binomial \( x^u - x^v \) in the toric ideal \( I_A \) is called primitive if there are no proper monomial factors \( x^w \) of \( x^u \) and \( x^v \) of \( x^u \) such that \( x^w - x^v \in I_A \). The set of all primitive binomials is the Graver basis \( Gr_A \). We say that a vector \( b \in NA \) is a Graver degree if there exists a binomial \( x^u - x^v \) in \( Gr_A \) having degree \( b = \pi(u) = \pi(v) \).

Lemma 10.5. The degree of every minimal generator of an \( A \)-graded ideal is a Graver degree.

Proof. Let \( I \) be an \( A \)-graded ideal, let \( f \) be a homogeneous minimal generator of \( I \), and let \( b := \deg(f) \in NA \). We must find a primitive binomial \( x^u - x^v \) of degree \( b \) in \( I_A \). By the defining property (10.1), there exists a monomial \( x^v \) of degree \( b \) which is non-zero modulo \( I \). We may assume that \( f \) has a minimal number of monomials distinct from \( x^v \). Clearly, this number is at least one, that is, \( f \) contains a monomial \( x^w \) distinct from \( x^v \).

We claim that \( x^u - x^v \) is a primitive binomial in \( I_A \). Suppose not, and let \( x^w \) be a proper factor of \( x^u \) and \( x^y \) a proper factor of \( x^v \) such that \( x^w \) and \( x^y \) lie in the same \( A \)-graded component of \( R = k[x]/I \). Since \( x^w \) is standard, there exists \( c_i \in k \), such that \( x^w - x^v \in I \). By the same reasoning, there exists \( c_j \in k \) such that \( x^y - x^v \in I \). This implies \( x^w - c_jx^y \in I \). We may now replace the occurrence of \( x^v \) in \( f \) by \( c_jc_i^2x^y \). This is a contradiction to our minimality assumption, and we are done. ■

Corollary 10.6. Let \( d = 1 \) and \( A = \{a_1 < a_2 < \cdots < a_n\} \subset \mathbb{N} \). Then every minimal generator of an \( A \)-graded ideal has degree at most \( a_{n-1} \cdot a_n \).

Proof. This follows directly from Lemma 10.5 and Corollary 6.2. ■

If \( a_{n-1} \) and \( a_n \) are relatively prime, then the bound \( a_{n-1} \cdot a_n \) is best possible. To see this note that the binomial \( x_1^{a_{n-1}} - x_2^{a_{n-1}} \) appears in the reduced Gröbner basis of \( I_A \) with respect to the lexicographic term order induced by \( x_1 > \cdots > x_n \). The initial ideal of \( I_A \) for this term order is an \( A \)-graded ideal which has a minimal generator of degree \( a_{n-1} \cdot a_n \).
The following table comprises a complete catalogue of all non-coherent mono-AGAs's for $A = \{ a_1, a_2, a_3, a_4 \}$ with $1 \leq a_1 < a_2 < a_3 < a_4 \leq 9$. We write the set $A$ as a bracket $[a_1 a_2 a_3 a_4]$. The three integers listed immediately after each bracket are:

(i) the number of primitive binomials in $I_A$,
(ii) the total number of all $A$-graded monomial ideals,
(iii) the number of non-coherent $A$-graded monomial ideals.

If a quadruple does not appear in this list, then all mono-AGAs's are coherent for that $A$.

<table>
<thead>
<tr>
<th>1347</th>
<th>23 38 2</th>
<th>1456</th>
<th>26 51 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1459</td>
<td>37 90 10</td>
<td>1567</td>
<td>35 79 6</td>
</tr>
<tr>
<td>1578</td>
<td>33 79 2</td>
<td>1678</td>
<td>41 112 18</td>
</tr>
<tr>
<td>1789</td>
<td>52 174 42</td>
<td>2357</td>
<td>30 75 6</td>
</tr>
<tr>
<td>2359</td>
<td>24 58 8</td>
<td>2379</td>
<td>31 82 6</td>
</tr>
<tr>
<td>2579</td>
<td>45 168 42</td>
<td>2678</td>
<td>27 53 2</td>
</tr>
<tr>
<td>2789</td>
<td>41 113 10</td>
<td>3459</td>
<td>30 63 2</td>
</tr>
<tr>
<td>3578</td>
<td>35 88 2</td>
<td>3589</td>
<td>33 81 8</td>
</tr>
<tr>
<td>4579</td>
<td>40 120 6</td>
<td>5678</td>
<td>35 90 2</td>
</tr>
<tr>
<td>6790</td>
<td>37 94 6</td>
<td>5789</td>
<td>40 113 2</td>
</tr>
</tbody>
</table>

| Table 10.1. Non-coherent one-dimensional mono-AGAs's with $n = 4$ and degrees $\leq 9$ |

These computational results raise the question whether there exist structural features of coherent AGA's which are not shared by all AGA's. In Propositions 10.8 and 10.9 we shall identify two such features: standard monomials and degrees of minimal generators are subject to certain geometric restrictions in the coherent case.

**Observation 10.7.** Every standard monomial $x^u$ of a coherent mono-AGA corresponds to a vertex $u$ of its fiber $\text{conv}(\pi^{-1}(\pi(u)))$.

**Proof:** Let $x^u$ be standard in $k[x]/I_{\omega}(A)$. Then $u$ is the unique point in $\pi^{-1}(\pi(u))$ at which the linear functional $\omega$ attains its minimum. Hence $u$ is a vertex of its fiber $\nu$.

The theory of $A$-graded algebras provides an abstract setting for the study of integer programming problems with respect to a fixed matrix. In this abstract setting we select one lattice point from each fiber. This lattice point is considered "optimal". We say that such a selection rule is an abstract integer program if it satisfies the following natural axioms:

- If $u$ is the optimal point in its fiber and $v \leq u$ componentwise, then $v$ is the optimal point in its fiber.
- An abstract integer program is coherent if it is induced by a linear functional $\omega$, that is, if it truly corresponds to a family of integer programs as in Chapter 5.

This notion of an abstract integer program is identical to the notion of a monomial $A$-graded algebra, as defined above. Indeed, a mono-AGA can be thought of as a rule which selects one lattice point (called standard monomial) from each fiber, subject to the one axiom that the set of standard monomials is closed under divisibility. Clearly, an abstract integer program is coherent if and only if the corresponding mono-AGA is coherent.

Do there exist a (non-coherent) mono-AGA which has a standard monomial that is not a vertex of its own fiber? The answer was found to be "no" for all 218 non-coherent mono-AGA’s listed in Table 10.1. We do not know the answer for $d = 1$ and $n = 4$ in general. For $d = 1$ and $n = 5$ we can show that the answer is "yes".

**Proposition 10.8.** Let $d = 1$, $n = 5$ and $A = \{ 3, 4, 5, 13, 14 \}$. There exists a monomial $A$-graded algebra which has a standard monomial $x^u$ such that $u$ is not a vertex of its fiber $\text{conv}(\pi^{-1}(\pi(u)))$.

**Proof:** In the polynomial ring $k[x_1, x_2, x_3, x_4, x_5]$ we consider the ideal

$I = \langle x_1^2, x_2^2, x_3^2, x_1 x_2, x_2 x_5, x_3 x_5, x_4^2 \rangle$.

This ideal is $A$-graded. Indeed, an easy MAPLE or MACAULAY computation shows that $R = k[x]/I$ has the correct Hilbert series, namely,

$$\frac{1}{1 - t - t^2} = \sum_{m \in \mathbb{N}A} t^m.$$

The monomial $x_1^3 x_2 x_3$ does not lie in $I$: it is a standard monomial of degree 15. The corresponding fiber consists of precisely four monomials: $\pi^{-1}(15) = \{ x_1^5, x_1 x_2^2, x_2^2 x_3, x_3^2 \}$. The convex hull of $\pi^{-1}(15)$ is the triangle

$\text{conv} \{ (5, 0, 0, 0, 0), (1, 3, 0, 0, 0), (0, 0, 3, 0, 0) \}$.

The point $(2, 1, 1, 0, 0)$ lies in the relative interior of this triangle.

We recall that an element $b$ of $\mathbb{N}A$ is a Gröbner degree if a binomial of degree $b$ appears in some reduced Gröbner basis of $I_A$. These degrees were characterized geometrically in terms of edges of fibers in Corollary 7.12. Clearly, the degree of every minimal generator of a coherent $A$-graded ideal is a Gröbner degree. The following example shows that this does not hold in general. Note that the number $n = 145$ is certainly not best possible.

**Proposition 10.9.** For $d = 1$ and $n = 145$ there exists an $A$-graded ideal $I$ which has a minimal generator whose degree is not a Gröbner degree.

**Proof:** Let $A' = \{ 15, 20, 23, 24, 107, 109 \}$. Let $S'$ be a polynomial ring in six variables $x_{15}, x_{20}, x_{23}, x_{24}, x_{107}, x_{109}$. We grade $S'$ by setting $\text{deg}(x_i) = i$. Let $M'$ be the ideal generated by the six variables, and let $M'_{139}$ be the ideal generated by all monomials of degree $\geq 139$ in $S'$. Let $I$ be the binomial ideal generated by

$$x_{15}^2, x_{20} x_{23}, x_{15} x_{23}, x_{15} x_{24}, x_{24} x_{23}, x_{15} x_{24}^2, x_{20} x_{23}^2, x_{15} x_{24} x_{23}^2, x_{15} x_{23} x_{24}, x_{15} x_{24} x_{23},$$

$$x_{20} x_{23}, x_{15} x_{23}^2, x_{15} x_{24} x_{23}, x_{24} x_{23}, x_{15} x_{23} x_{24}, x_{15} x_{23} x_{24} x_{23}, x_{20} x_{23} x_{24}, x_{15} x_{23} x_{24} x_{23}^2.$$

The binomial $x_{15} x_{23}^2 x_{24} - x_{23}^3$ has degree 138. This degree is Graver but not Gröbner, by Example 7.11 and Proposition 4.13 (c),(d). The ideal $I$ is constructed
to have the following property: the Artinian ring $S'/(I + M'_{\geq 139})$ is $A$-graded up to
degree 138. In other words, its Hilbert series equals $\sum \{ b^k : b \in NA \text{ and } b \leq 138 \}$.

Let $A'' = \{139, 140, \ldots, 277\}$ and introduce the corresponding polynomial ring $S'' = k[x_{139}, X_{140}, \ldots, X_{277}]$. We write $M''$ for the ideal generated by all 139 variables in $S''$, and we let $J''$ be any $A''$-graded ideal in $S''$.

Finally, we set $A := A'' \cup A''$, and we introduce the corresponding 145-variate polynomial ring $S := S' \otimes_S S''$. In this ring we form the ideal

$$J := \langle M' \cdot M'' \rangle + \langle I + M'_{\geq 139} \rangle + \langle J'' \rangle.$$

By construction, the ideal $J$ is $A$-graded in $S$. It has the primitive binomial $x_1^2x_2x_3^2 - x_2^3$ among its minimal generators. However, its degree 138 is not a Gröbner degree for $A$. This completes the proof. \(\blacksquare\)

We now present a polyhedral construction for the radical of an arbitrary $A$-graded ideal. If $\sigma$ is any subset of $A$, then we identify its toric ideal $I_{\sigma}$ with the prime ideal $I_{\sigma} = (x_i : a_i \notin \sigma) \in k[x]$. A polyhedral subdivision of $A$ is a collection $\Delta$ of subsets of $A$ such that $\{ \text{pos}(\sigma) : \sigma \in \Delta \}$ is a polyhedral fan with support equal to the cone $\text{pos}(A)$. In Chapter 8 we considered the special case where each $\sigma \in \Delta$ has cardinality $d = \text{dim}(A)$, in which case $\Delta$ is a triangulation of $A$. A basic construction due to Stanley (1987) associates to any integral polyhedral complex a radical binomial ideal. If $\Delta$ is a polyhedral subdivision of $A$, then its Stanley ideal is $I_{\Delta} := \bigcap_{\sigma \in \Delta} I_{\sigma}$. We remark that $R = k[x]/I_{\Delta}$ is also graded by the semigroup $NA$, but it is generally not $A$-graded. The reason is that for some $b \in NA$, the graded component $R_b$ may be zero. Finally, we say that two arbitrary ideals $I$ and $I'$ in $k[x] \otimes k[x]$, the ideals $I_{\Delta}$ are torus isomorphic if there exists $\lambda \in (k^*)^n$ such that (10.2) holds.

**Theorem 10.10.** If $I$ is any $A$-graded ideal, then there exists a polyhedral subdivision $\Delta$ of $A$ such that $\text{Rad}(I) = \bigcap_{\sigma \in \Delta} I_{\sigma}$, where each component $I_{\sigma}$ is a prime ideal torus isomorphic to $I_{\sigma}$.

Before presenting the proof of this theorem let us make two remarks. First, as a special case of Theorem 10.10, we can recover Theorem 8.3 and Corollary 8.4. Namely, this is the special case where the given ideal $I$ is a coherent monomial $A$-ideal. Our second remark is to explain the mysterious appearance of the ideals $I_{\sigma}$. What is the point of replacing $I_{\sigma}$ by a torus isomorphic ideal $I_{\sigma}'$, for each maximal cell $\sigma$ of $\Delta$? The answer is that the Stanley ideal $I_{\Delta} = \bigcap_{\sigma \in \Delta} I_{\sigma}'$ itself is generally not torus isomorphic to the radical of $I$.

**Example 10.11.** An $A$-graded ideal $I$ with $\text{Rad}(I)$ not torus isomorphic to $I_{\Delta}$.

Let $d = 3, n = 6$ and $A = \{(4, 0, 0), (0, 4, 0), (0, 0, 4), (2, 1, 1), (1, 2, 1), (1, 1, 2)\}$ as in Example 8.2. For every choice of constants $c_1, c_2, c_3 \in k^*$, the following ideal is $A$-graded:

$$I_{c_1, c_2, c_3} = \left\langle x_1x_2x_3, x_1x_2x_6, x_2x_3x_4, x_2x_3x_5, x_1x_2x_3^2, x_1x_2x_3^3, x_1x_2x_3^4, x_1^2x_2 - c_1x_2^3, x_2^6 - c_2x_3^3, x_3^4 - c_3x_4x_5 \right\rangle.$$

**Lemma 10.12.** Let $I \subseteq k[x]$ be an $A$-graded ideal which contains no monomials. Then $I$ is torus isomorphic to the toric ideal $I_{\Delta}$.

**Proof.** For every vector $u \in \ker(\pi)$ there exists a unique non-zero constant $\gamma_u \in k^*$ such that $x^u - \gamma_u \cdot x^u$ lies in the ideal $I$. The fact that $I$ contains no monomials implies that $\gamma_u = \gamma_u^{-1}$ and $\gamma_u \cdot v = \gamma_v = \gamma_v$ for all $u, v \in \ker(\pi)$. In other words, the map $\ker(\pi) \rightarrow k^*$, $u \mapsto \gamma_u$ is a homomorphism of abelian groups. The abelian group $\ker(\pi)$ is a direct summand of $Z^n$. Therefore there exists a homomorphism $\gamma : Z^n \rightarrow k^*$ such that $\gamma(u) = \gamma_u$ for all $u \in \ker(\pi)$. Now define $\lambda = (\lambda_1, \ldots, \lambda_n) \in (k^*)^n$ by $\lambda_i := \gamma(e_i)$, the image of the $i$-th unit vector. Then $\lambda \cdot I = I_{\Delta}$ as desired. \(\blacksquare\)

**Proof of Theorem 10.10.** The polynomial ring $S = k[x_{1}, \ldots, x_{n}]$ is graded by the semigroup $NA$ via $\text{deg}(x_i) = a_i$. For each $b \in NA$ we define the subalgebra $S_{(b)} := \bigoplus_{n=0}^{\infty} S_{(b)}$. This algebra is generated by a finite set of monomials. Inside it we consider the binomial ideal $I_{(b)} := I \cap S_{(b)}$. The corresponding subalgebra $R_{(b)} := S_{(b)}/I_{(b)}$ of our given $A$-graded algebra $R = S/I$ is a finitely generated $k$-algebra of Krull dimension 1. It is not possible that all elements in such an algebra
are nilpotent. We conclude that there exists a monomial $x^m$ in $S(b)$ which is not nilpotent modulo $I(b)$.

Let $x^u$ and $x^v$ be two such non-nilpotent monomials in $R(b)$. We claim that their product $x^u x^v \in R(b)$ is not nilpotent either. To see this, we choose integers $m_1$ and $m_2$ such that $x^{m_1} u$ and $x^{m_2} v$ have the same degree. There exists a non-zero constant $c \in k^*$ such that $x^{m_1} u = c \cdot x^{m_2} v$ in $R(b)$. This implies $(x^{m_1} u)^n x^{m_2} v = c^n (x^m)^{m_1 m_2} = c^{-m} (x^m)^{m_1 m_2} \neq 0$ in $R$ for all $m > 0$, and consequently $(x^u x^v)^m \neq 0$ in $R(b)$, for all $m > 0$. We have shown that the set of non-nilpotent monomials in $R(b)$ is multiplicatively closed.

This multiplicativity property allows us to synthesize the polyhedral subdivision $\Delta$. The support of a monomial is defined as $\text{supp}(x) := \{a \in A : a \neq 0\}$. Clearly, we have $\text{supp}(x u x v) = \text{supp}(x u) \cup \text{supp}(x v)$. This implies that the set of supports of non-nilpotent monomials in $R(b)$ has an upper bound. This subset of $A$ is denoted $\text{cell}(b)$. We define $\Delta$ to be the collection of all subsets $\text{cell}(b)$ as $b$ ranges over $N A$.

We shall prove that $\Delta$ is indeed a polyhedral subdivision of $A$. Let $r$ be any face of $\sigma = \text{cell}(b)$ (possibly $r = \sigma$), and let $b'$ be any lattice point in the relative interior of $\text{pos}(r)$. It suffices to show that $\text{cell}(b') = r$. By the property of being a face, $r$ is the unique maximal subset of $\sigma$ which is the support of any monomial $x^u$ in $S(b')$. Such a monomial $x^u$ is not nilpotent module $I$; since there exists a monomial $x^w$ in $S(b)$ whose support equals $\sigma \cup \text{supp}(x^w)$. Suppose there exists a non-nilpotent monomial $x^u$ in $R(b)$ whose support $r := \text{supp}(x^w)$ properly contains $r$. Then $\rho \cap \sigma = \rho \setminus r \neq \emptyset$. Choose integers $m_1, m_2$ and a non-zero/constant $c \in k^*$ such that $x^{m_1} u = c \cdot x^{m_2} v$ in $I$. Let the degree of this bimonomial be $m_1 b'$. Choose an integer $m_4 > 0$ such that $m_1 4 \cdot b' \in \text{cell}(b')$. Write $x^w$ as a monomial having degree $m_1 b' + b$ and support $\sigma$. We conclude that $x^{m_3} x^{m_4} \in I$ since it has support $\sigma$. The second monomial $x^{m_3} \in I$ is nilpotent modulo $I$ since it has support $\sigma$ strictly contains $\sigma$. This is a contradiction, and we conclude that $\text{cell}(b') = r$. This completes the proof that $\Delta$ is a polyhedral subdivision of $A$.

We next compute the radical of $I$. Let $\sigma$ be a maximal cell in $\Delta$. By construction, the elimination ideal $I \cap k[x_i : i \in \sigma]$ is a $\sigma$-graded ideal which contains no monomials. Lemma 10.12 implies that its natural embedding into $k[x]$, $J_\sigma := (I \cap k[x_i : i \in \sigma]) + (x_i : j \notin \sigma)$, is torus isomorphic to the toric prime $I$. We claim that $Rad(I) = \bigcap_{\sigma \in \Delta} J_\sigma$.

We first show the inclusion $J \subseteq \bigcap_{\sigma \in \Delta} J_\sigma$. (This automatically implies $J \subseteq \bigcap_{\sigma \in \Delta} J_\sigma$ because the right hand side is radical.) If $x^u$ is any monomial not contained in $\bigcap_{\sigma \in \Delta} J_\sigma$, then $\text{supp}(x^u) \subset \sigma$ for some $\sigma \in \Delta$, and hence $x^u$ is nilpotent modulo $I$. This shows that all monomials which are nilpotent modulo $I$ lie in $\bigcap_{\sigma \in \Delta} J_\sigma$. Consider any bimonomial $f := x^u \cdot x^v$ in $I$ with both terms not nilpotent modulo $I$. Let $b = \text{deg}(x^u) = \text{deg}(x^v)$. Fix $\sigma \in \Delta$. If $\text{cell}(b)$ is a face of $\sigma$, then $f \in I_{\sigma} \cap k[x_i : i \in \sigma] \subseteq J$. If $\text{cell}(b)$ is not a face of $\sigma$, then the supports of $x^u$ and $x^v$ are not subsets of $\sigma$. Therefore both $x^u$ and $x^v$ lie in $(x_j : j \notin \sigma)$, and hence $f \in J$. For the reverse inclusion $\bigcap_{\sigma \in \Delta} J_\sigma \subseteq \text{Rad}(I)$ we use the Nullstellensatz: it suffices to prove that the variety $\text{V}(I)$ is contained in $\cup_{\sigma} \text{V}(J_\sigma)$. Let $u \in k^n$ be any zero of $I$, where $k$ is the algebraic closure of $k$. Abbreviate $\rho := \text{supp}(u)$. Consider the monomial $\prod_{x_i \in \rho} x_i$ and let $b$ be its degree. Let $\sigma$ be any maximal cell of $\Delta$ which has $\text{cell}(b)$ as a face. By construction, no power of $\prod_{x_i \in \rho} x_i$ vanishes at $u$. Hence the monomial $\prod_{x_i \in \rho} x_i$ is not nilpotent modulo $I$, and its support $\rho$ is a subset of $\text{cell}(b) \subseteq \sigma$. In other words, $u$ is a zero of the ideal $(x_i : j \notin \sigma)$. Therefore $\mathbf{u}$ is a zero of $J_\sigma$. This completes the proof.

The natural question arises whether the converse to Theorem 10.10 holds, i.e., whether every polyhedral subdivision of a set $A$ appears as the reduced scheme of some $A$-graded algebra. This question was answered to the negative in March 1995 by Irena Peeva.

Theorem 10.13. (Peeva, personal communication) Let $d = 4$ and $n = 7$. There exists a (non-regular) triangulation $\Delta$ of the set $A = \{(1, 0, 0, 1), (1, 0, 1), (0, 1, 0, 1), (0, 2, 0, 1), (0, 0, 2, 1), (1, 1, 1, 1)\}$ such that the Stanley ideal $I_\Delta$ is not the radical of any $A$-graded ideal.

Proof: The polytope $Q = \text{conv}(A)$ is a capped triangular prism. Its vertex set equals $A$. In (Lee 1991) we find the following non-regular triangulation:

$$\Delta = \{1237, 1257, 1347, 1457, 2367, 2567, 3467\}.$$ The Stanley ideal of $\Delta$ equals $I_\Delta = (x_1 x_6, x_2 x_4, x_3 x_5, x_4 x_5 x_6)$. Suppose there exists an $A$-graded ideal $I$ such that $\text{Rad}(I) = I_\Delta$. We may assume that $I$ is a monomial ideal; if not, replace $I$ by any of its initial ideals. This is legal because $\text{Rad}(in_\sigma(I)) = \text{Rad}(in_{\sigma}(\text{Rad}(I))) = \text{Rad}(in_{\sigma}(I)) = I_\Delta$. Consider the following three relations:

$$x_1^2 x_6 - x_1 x_4, x_2^2 x_4 - x_1^2 x_5, x_3^2 x_5 - x_2^2 x_6 \in I_\Delta.$$ The non-underlined terms do not lie in $I_\Delta$ and hence they do not lie in $I$. Since $I$ is a monomial ideal, we conclude that the three underlined terms lie in $I$. The fiber over $b = (2, 2, 2, 5)$ consists of precisely three monomials: $x_1^2 x_6^2 x_4^2 x_2^2 x_1^2 x_2^2 x_1^2$, and $x_2^3 x_3 x_5 x_7$. All three of them lie in $I$. This is a contradiction to $\dim_k(k[x]/I)_b = 1$.

However, the converse to Theorem 10.10 does hold in one important special case, namely, when $A$ is unimodular and $\Delta$ is a triangulation.

Lemma 10.14. If $A$ is unimodular, then the map $\Delta \rightarrow I_\Delta$ defines a bijection between the set of triangulations of $A$ and the set of $A$-graded monomial ideals. Moreover, the triangulation $\Delta$ is regular if and only if the corresponding $A$-graded ideal $I_\Delta$ is coherent.

Proof: Let $\Delta$ be any triangulation of $A$ and $I_\Delta = \bigcap_{x_i \in \rho} (x_i : j \notin \sigma)$ its Stanley ideal in $k[x]$. We will show that $I_\Delta$ is $A$-graded. Let $b \in N A$. There exists a unique cone $\sigma$ in $\Delta$ which contains $b$. We can write $b = \sum_{i \in \rho} \lambda_i$, where $\lambda_i$ are positive rationals. Since $A$ is unimodular, the coefficients $\lambda_i$ are in fact integers. We conclude that $\prod_{x_i \in \rho} x_i^\lambda$ is the unique monomial of degree $\lambda$ which does not lie in $I$. This proves that $I_\Delta$ is $A$-graded.

We have shown that $\Delta \rightarrow I_\Delta$ is an injective map from the set of triangulations of $A$ into the set of $A$-graded monomial ideals. To see that it is surjective, let $I$
be any $A$-graded monomial ideal. By Theorem 10.10, there exists a triangulation $\Delta$ of $A$ such that $Rad(I) = I_\Delta$. By the previous paragraph, the ideal $I_\Delta$ is $A$-graded. Hence $I \subseteq I_\Delta$ is an inclusion of two ideals with the same Hilbert function. This implies $I = I_\Delta$, as desired. The second assertion in Lemma 10.14 follows immediately from Theorem 8.3.

An application of Lemma 10.14 is the study of triangulations of the product of two simplices. Here $A$ is the configuration in Example 5.1 and the toric ideal $I_A$ is generated by the $2 \times 2$-minors of an $r \times s$-matrix of indeterminates. This configuration $A$ is known to be unimodular, by Exercise 9 in Chapter 8.

**Theorem 10.15.** The product of two simplices $\Delta_{r-1} \times \Delta_{s-1}$ possesses a non-regular triangulation if and only if $(r-2)(s-2) \geq 4$.

**Proof:** If $s = 2$ then all triangulations are regular by (Gel’fand, Kapranov & Zelevinsky 1994; Chapter 7, Proposition 3.10 (b)). We may therefore assume $s \geq 3$. We shall make use of the fact that if there is a non-regular triangulation for $(r, s)$ then there are non-regular triangulations for $(r+1, s)$ and for $(r, s+1)$. (Reason: every triangulation of one face of a polytope can be extended to a triangulation of the whole polytope.)

For the only-if direction, let $(r-2)(s-2) < 4$. This is equivalent to $(r, s) \in \{(3, 3), (4, 3), (5, 3)\}$. It suffices to show that all triangulations are regular when $(r, s) = (5, 3)$. Using a modification of the MAPLE program which generated Table 10-1, we computed all mono-AGA’s for this case (See Exercise (4)). Modulo the natural $S_5 \times S_3$-symmetry (by permuting rows and columns of the $5 \times 3$-matrix $(x_{ij})$, we found precisely 530 $A$-graded monomial ideals. Lemma 10.14 implies that there are 530 symmetry classes of triangulations of $\Delta_5 \times \Delta_3$. All of them were shown to be regular by De Loera (1995a).

For the proof of the if-direction it suffices to consider the cases $(r, s) = (4, 4)$ and $(r, s) = (6, 3)$. The first case is taken care of by De Loera’s non-regular triangulation of the product of two tetrahedra in Example 8.13. What remains is to construct a non-regular triangulation of $\Delta_5 \times \Delta_3$. The $A$-grading of the toric ideal $I_A = (x_{ij}x_{kl} - x_{ij}x_{kl} : 1 \leq i < j \leq 6, 1 \leq k < l \leq 3)$ is given by $deg(x_{ij}) = y_i z_j$. We fix the weight matrix

$$\omega = \begin{bmatrix} 5 & -38 & -13 \\ 7 & -6 & 19 \\ 13 & -30 & -2 \\ 17 & 4 & 2 \\ 11 & -5 & 23 \\ 19 & 3 & 1 \end{bmatrix}$$

The initial ideal of $I_A$ with respect to these weights equals $in_\omega(I_A) = \langle x_{12}x_{23} - x_{31}x_{12}, x_{61}x_{13} - x_{16}x_{36}, x_{12}x_{23} - x_{13}x_{22}, x_{21}x_{24} - x_{24}x_{21}, x_{31}x_{33} - x_{34}x_{33}, x_{33}x_{23} - x_{23}x_{33}, x_{42}x_{36} - x_{43}x_{36}, x_{41}x_{62} - x_{42}x_{12}, x_{11}x_{22} - x_{12}x_{11}, x_{11}x_{33} - x_{13}x_{33}, x_{11}x_{42} - x_{12}x_{41}, x_{11}x_{52} - x_{12}x_{51}, x_{11}x_{56} - x_{16}x_{51}, x_{11}x_{62} - x_{12}x_{61}, x_{12}x_{23} - x_{23}x_{12}, x_{12}x_{36} - x_{16}x_{32}, x_{12}x_{33} - x_{13}x_{32}, x_{12}x_{42} - x_{12}x_{43}, x_{12}x_{43} - x_{13}x_{42}, x_{12}x_{52} - x_{13}x_{52}, x_{12}x_{53} - x_{13}x_{53}, x_{12}x_{62} - x_{13}x_{62}, x_{12}x_{63} - x_{13}x_{63}, x_{12}x_{56} - x_{16}x_{52}, x_{12}x_{62} - x_{13}x_{62}, x_{12}x_{53} - x_{13}x_{53}, x_{12}x_{63} - x_{13}x_{63}, x_{12}x_{54} - x_{13}x_{54}, x_{12}x_{64} - x_{13}x_{64}, x_{12}x_{55} - x_{13}x_{55}, x_{12}x_{65} - x_{13}x_{65}, x_{12}x_{56} - x_{13}x_{56}, x_{12}x_{66} - x_{13}x_{66} \rangle.$$

Figure 10-2. The Pappus configuration.

We shall explain this derivation. To this end let us assign homogeneous coordinates $(1 : 0 : 0)$ to the point 7, $(0 : 1 : 0)$ to the point 8, $(0 : 0 : 1)$ to the point 9, and generic coordinates $(x_{12} : x_{23} : x_{34})$ to the points $1, 2, 3, 4, 5, 6$. The nine collinearities in the Pappus configuration translate precisely into the vanishing of the nine binomials in $in_\omega(I_A)$. For instance, the requirement that the points 1, 3 and 9 are collinear translates into the identity $x_{11}x_{22} - x_{31}x_{12} = 0$. Therefore the combinatorial structure of the nine binomials in $in_\omega(I_A)$ mirrors the combinatorial structure of the Pappus configuration.

Example 8.13 can be derived in a similar manner from the Vamos matroid. For details on configurations and matroids see e.g. (Björner et al. 1993).

We shall now present the proof of the Arnold-Korkina-Post-Roetgers-Theorem.

**Proof of Theorem 10.2:** Let $A = \{a_1, a_2, a_3\} \subseteq \mathbb{N}$ and $I$ any $A$-graded ideal in $k[x_1, x_2, x_3]$. By the degree of a monomial $x_1^{a_1}x_2^{a_2}x_3^{a_3}$ we shall always mean the integer $i_1a_1 + i_2a_2 + i_3a_3$.

**Case 1:** $I$ is generated by monomials. We may assume that $x_1$ is a non-zero divisor modulo $I$. We will show that $I = in_\omega(I_A)$ for the weight vector $\omega \in \mathbb{N}^3$ which is defined as follows:

$$\omega_1 := 0, \quad \omega_2 := \min \{ r : x_3^r \in (I : x_1^{\infty}) \}, \quad \omega_3 := \min \{ s : x_2^s \in (I : x_1^{\infty}) \}.$$

Let $D$ be the largest degree (with respect to the $A$-grading) of a minimal generator of $I$. Our weights have the property that a monomial $x_1^{\omega_1}x_2^{\omega_2}x_3^{\omega_3}$ (resp. $x_1^{\omega_1}x_2^{\omega_2}x_3^{\omega_3}$) of
degree $D$ lies in $I$ if and only if $\alpha_2 \geq \omega_3$ (resp. $\beta_3 \geq \omega_2$). Consider any vector $u \in \ker(A)$ such that $x^u \not\in I$ (and hence $x^u \not\in I$). It suffices to prove that $\omega \cdot u > 0$. We can assume that $x^{u'} = x^{u_1} x^{u_2}$ and $x^{u''} = x^{u_1} x^{u_3}$, after swapping the roles of $u_2$ and $u_3$ if necessary.

Subcase 1.1: degree($u$) = $a_1 \beta_1 + a_3 \beta_3$ is greater than $D$. In this case we have $\alpha_2 \geq \omega_3$ and $\beta_3 < \omega_2$. This immediately implies $\omega \cdot u = \omega_2 a_2 - \omega_3 a_3 > 0$.

Subcase 1.2: degree($u$) is arbitrary. We assume that, on the contrary, $\omega_2 a_2 \leq \omega_3 a_3$. By Subcase 1.1 this implies that $x^{a_1 + D x^{u_2}}$ and $x^{a_1 + D x^{u_3}}$ both lie in $I$. There exists a unique standard monomial of the same degree, say $x^{a_1} x^{a_2} x^{a_3} \not\in I$.

Since $x^{a_1} x^{a_3}$ is the unique standard monomial of its degree, it follows that $a_1 < D$. This implies $a_2 a_3 + a_3 a_1 > \max(a_2 a_3, a_3 a_1)$. The following drawing of the points $(\alpha_2, 0), (0, \beta_3), (\gamma_2, \gamma_3)$ and the linear functionals $(\alpha_2, a_1), (\omega_2, a_2)$ shows that $\omega_2 a_2 + \omega_3 a_3 > \min(|\omega_2 a_2|, |\omega_3 a_3|) = \omega_2 a_2$. This is a contradiction to the conclusion of Subcase 1.1.

Figure 10.3. A triangle in the proof of Theorem 10.2.

Case 2: I has precisely one minimal generator which is not a monomial. After scaling the variables, we may assume that this generator is $x^{u_1} - x^{u_2}$. Let $x^{v_1}, \ldots, x^{v_m}$ be the other (monomial) minimal generators of $I$. By Case 1, there exist vectors $u_1, u_2 \in \mathbb{R}^3$ such that

$$(x^{u_1}, x^{v_1}, \ldots, x^{v_m}) \subseteq \text{in}_{\omega_1}(I_A) \quad \text{and} \quad (x^{u_2}, x^{v_1}, \ldots, x^{v_m}) \subseteq \text{in}_{\omega_2}(I_A).$$

Moreover, we may assume that $\text{in}_{\omega_j}(I_A) = \text{in}_{\omega_j}(I)$ for $j = 1, 2$. Let $x^{u_1}$ denote the unique monomial not in $\text{in}_{\omega_j}(I_A)$ such that $x^{u_1} - x^{u_1} \in I_A$, for $i = 1, \ldots, m$ and $j = 1, 2$.

Subcase 2.1: $c_i = c_2$ for $i = 1, \ldots, m$. We define $\omega := (\omega_1 u_1 - \omega_2 u_2) \cdot \omega_1$. Then $\omega \cdot u = \omega \cdot u_1 - \omega \cdot u_2$ and $\omega \cdot v_i > \omega \cdot c_1$ for all $i$. This implies that $I \subseteq \text{in}_{\omega}(I_A)$. Since both ideals have the same Hilbert function, we may conclude that $I = \text{in}_{\omega}(I_A)$.

Subcase 2.2: There exists $i$ such that $c_i \neq c_2$. Then $x^{u_1}$ lies in $\text{in}_{\omega}(I_A)$ but not in $I$. This implies that $x^{u_1}$ and $x^{u_1}$ are relatively prime: otherwise we could factor out a variable from the binomial $x^{u_1} - x^{u_1} \in I_A$ and find a proper factor of $x^{u_1}$ lying in $\text{in}_{\omega}(I_A) = \text{in}_{\omega}(I)$. This is impossible because $x^{u_1}$ is a minimal generator of $I$, and the reduced Gröbner basis of $I$ with respect to $\omega_1$ consists of monomials and one binomial $x^{u_1} - x^{u_1}$.

Let $G_{\omega}$ be the reduced Gröbner basis of $I$ with respect to $\omega_2$. The only non-monomial in $G_{\omega}$ is $x^{u_1} - x^{u_1}$. Since $x^{u_1}$ reduces to a multiple of $x^{u_1}$ modulo $G_{\omega}$, we have that $x^{u_1}$ divides $x^{u_1}$. We conclude that $x^{u_1}$ and $x^{u_1}$ are relatively prime. Applying the same reasoning to the monomial $x^{u_1}$, we conclude that $x^{u_1}$ and $x^{u_1}$ are relatively prime.

The three monomials $x^{u_1}$, $x^{u_1}$, and $x^{u_1}$ are pairwise relatively prime. Since there are only three variables in the ambient polynomial ring, we can write $x^{v_1} = x^{u_1}$, $x^{v_2} = x^{u_2}$, and $x^{v_3} = x^{u_3}$. Note that the integers $2$ and $3$ are relatively prime. We observe that $x^{v_2} x^{v_3} = x^{v_2} x^{v_3}$ is a non-zero divisor modulo $I$. If not, then $x^{v_2} x^{v_3}$ is not in $I$ for some $m > 0$, hence $(x^{v_1}, x^{v_2}, x^{v_3}) \subseteq I$, which would imply that $\text{in}_{\omega}(I_A)$ is artinian.

We will prove that $I = \text{in}_{(1,0,0)}(I_A)$. By $A$-gradedness, it suffices to show that every minimal generator $f$ of $\text{in}_{(1,0,0)}(I_A)$ lies in $I$. If $f$ is a binomial, then $f = x^{u_2} - x^{u_2} \in I$. If $f$ is a monomial, then $f = x^{u_1}$ for $u = u^* - u^* \in \ker(A)$ with $e \in \text{supp}(u^*)$. The relation $\text{supp}(u^*) \subseteq \{2, 3\}$ implies $x^{u_1} \not\in I$. There exists a unique constant $c \in k$ such that $x^{u_1} - c \cdot x^{u_1} \in I$. If $c$ were zero, then $x^{u_1}$ would lie in $I$, in contradiction to the fact that $x^{v_2} x^{v_3}$ is a non-zero divisor modulo $I$. Therefore $c = 0$ and we are done.

Case 3: I has at least two minimal generators which are not monomials. After scaling the variables, we can assume that these generators are $x^{u_1} - x^{u_1}$ and $x^{u_1} - x^{u_1}$, where $a$ and $b$ are linearly independent vectors in $\ker(A) \simeq \mathbb{Z}^2$. If $I$ contains no monomials, then $I$ is torus isomorphic to $I_A$ by Lemma 10.12. Therefore let $x^{u_1}$ lie in $I$ and, suppose that no proper factor of $x^{u_1}$ lies in $I$. Choose a monomial $x^{v_1} \not\in I$ such that $x^{v_1} \not\in I_A$. Clearly, $x^{v_1}$ and $x^{v_1}$ are relatively prime. Otherwise, if $x^{v_1}$ is a common factor, then $x^{v_1} / x^{v_1}$ lies in $I$ for some $c$, and this implies $x^{v_1} \not\in I$.

Suppose there exists a binomial $x^{u_1} - x^{u_1}$ in $I$ such that $x^{u_1}$ divides $x^{u_1}$. By the same reasoning as in the end of the previous paragraph, we find that $x^{u_1} - u^* + u^*$ is not in $I$ and is therefore relatively prime from $x^{u_1} \not\in I$. We conclude that $x^{u_1}$, $x^{u_1}$, and $x^{u_1}$ are pairwise relatively prime. This means we are in the situation of Subcase 2.2, which has been taken care of already. Therefore we may assume that no such binomial exists.

This assumption implies $x^{v_1} \not\in \text{in}_{\omega}(I)$ for every term order $\prec$. Note that we always have $x^{v_1} \in \text{in}_{\omega}(I)$. We select term orders $\prec_1, \prec_2, \prec_3, \prec_4$ such that

$$x^{u_1}, x^{v_1} \not\in \text{in}_{\omega_1}(I), \quad x^{v_1}, x^{v_1} \not\in \text{in}_{\omega_2}(I),$$

$$x^{v_1}, x^{v_1} \not\in \text{in}_{\omega_3}(I), \quad x^{v_1}, x^{v_1} \not\in \text{in}_{\omega_4}(I).$$

By Case 1, there exist $w_i \in \mathbb{R}^3$ such that $\text{in}_{\omega_i}(I) = \text{in}_{\omega_i}(I_A)$ for $i = 1, 2, 3, 4$. This implies

$$\omega_1 \cdot a > 0, \quad \omega_2 \cdot a > 0, \quad \omega_3 \cdot a < 0, \quad \omega_4 \cdot a < 0,$$

$$\omega_1 \cdot b > 0, \quad \omega_2 \cdot b < 0, \quad \omega_3 \cdot b > 0, \quad \omega_4 \cdot b < 0,$$
Since \( \{a, b\} \) is a basis for the two-dimensional vector space \( \ker_R(A) \), there exist positive reals \( \lambda_i \) such that \( \lambda_1 \omega_1 + \lambda_2 \omega_2 + \lambda_3 \omega_3 + \lambda_4 \omega_4 \) is orthogonal to \( \ker(A) \). In particular, it is orthogonal to \( \mathbf{v} - \mathbf{v}' \), which shows that \( \omega_i \cdot \mathbf{v} \leq \omega_i \cdot \mathbf{v}' \) for at least one \( i \). This implies that \( \mathbf{x}^{\mathbf{v}'} \) lies in \( \operatorname{in}_\prec(I) = \operatorname{in}_\prec(I_A) \), which is a contradiction. 

Exercises:

1. Let \( n = d + 1 \) where \( d = \dim(A) \). Show that there are precisely three isomorphism types of \( A \)-graded algebras and that all three are coherent.
2. List all \( A \)-graded ideals for \( A = \{1, 2, 3\} \).
3. List all \( A \)-graded monomial ideals for \( A = \{1, 3, 4, 7\} \).
4. Give an algorithm for constructing all \( A \)-graded monomial ideals, for an arbitrary configuration \( A \subseteq \mathbb{N}^d \setminus \{0\} \).
5. List all polyhedral subdivisions of the configuration in Example 10.11. Does each of them correspond to an \( A \)-graded ideal?
6. Does there exist a non-coherent \( A \)-graded algebra in the case where \( A \) is the vertex set of a regular \( d \)-dimensional cube?
7. Extend Lemma 10.14 to include all polyhedral subdivisions (not just triangulations) of a unimodular configuration.

Notes:

Arnold (1989) expressed the number of isomorphism classes of \( A \)-graded algebras for \( A = \{p_1, p_2, p_3\} \) in terms of the continued fraction expansion for the rational number \( p_3/p_2 \). The extension to the case \( A = \{p_1, p_2, p_3\} \) was given in (Korkina, Post & Roelofs 1995). Our proof of Theorem 10.2 is based on this article.

All results in this chapter are new and not published elsewhere (with the exception of Theorem 10.2, of course). The first example of an infinite family of pairwisely non-isomorphic AGAs was constructed by D. Eisenbud (unpublished) for \( d = 1, n = 7 \). The \( n = 4 \) example in Theorem 10.4 was found afterwards. Peeva’s Theorem 10.13 constitutes a counterexample to a conjecture which I stated after Theorem 10.10 had been found. Theorem 10.15 is an extension of the results in (De Loera 1995a).

CHAPTER 11

Canonical Subalgebra Bases

Toric ideals arise naturally in the study of canonical subalgebra bases. It is the objective of this chapter to explain this connection and to develop an intrinsic Gröbner basis theory for subalgebras of the polynomial ring. The basic idea is to degenerate the algebra generators into monomials and thereby the algebra relations to binomials. Geometrically speaking, we wish to deform an arbitrary parametrically presented variety \( X \) into a toric variety. As an application we shall see how this can be accomplished if \( X \) is a Grassmann variety.

Let \( R \) be a finitely generated subalgebra of the polynomial ring \( k[t] = k[t_1, \ldots, t_d] \). Fix a term order \( \prec \) on \( k[t] \). The initial algebra \( \operatorname{in}_\prec(R) \) is the \( k \)-vector space spanned by \( \{\operatorname{in}_\prec(f) : f \in R\} \). A canonical basis is a subset \( C \) of \( R \) such that \( \operatorname{in}_\prec(R) \) is generated as a \( k \)-algebra by the set of monomials \( \{\operatorname{in}_\prec(f) : f \in C\} \). Canonical bases for subalgebras are similar to Gröbner bases with regard to their reduction properties.

**Algorithm 11.1. (The subduction algorithm for a canonical basis)**

**Input:** A canonical basis \( C \) for a subalgebra \( R \subset k[t] \). A polynomial \( f \in R \).

**Output:** An expression of \( f \) as a polynomial in the elements of \( C \), provided \( f \in R \).

While \( f \) is not a constant in \( k \) do

1. Find \( f_1, f_2, \ldots, f_r \in C \), exponents \( i_1, i_2, \ldots, i_r \in \mathbb{N} \) and \( c \in k^* \) such that

\[
\operatorname{in}_\prec(f) = c \cdot \operatorname{in}_\prec(f_1)^{i_1} \cdot \operatorname{in}_\prec(f_2)^{i_2} \cdots \operatorname{in}_\prec(f_r)^{i_r}.
\]

(11.1)

2. If no representation (11.1) exists, then output "\( f \) does not lie in \( R \)" and STOP.

3. Otherwise, output \( p := c \cdot f_1^{i_1} f_2^{i_2} \cdots f_r^{i_r} \), and replace \( f \) by \( f - p \).

Output the constant \( f \).

A nice example of a canonical subalgebra basis is the set of elementary symmetric polynomials \( \sigma_1, \ldots, \sigma_d \) in \( t_1, \ldots, t_d \). Indeed, the familiar algorithm for expressing symmetric polynomials in terms of \( \sigma_1, \ldots, \sigma_d \) is precisely Algorithm 11.1 in this case.

The main difference between Gröbner bases for ideals and canonical bases for subalgebras is that the initial algebra \( \operatorname{in}_\prec(R) \) need not be finitely generated. If \( \operatorname{in}_\prec(R) \) is not finitely generated, then there is no finite canonical basis for \( R \) with respect to \( \prec \). The following example appears in (Göbel 1995).

**Example 11.2. (The invariants of the alternating group have an infinite canonical basis)**

Let \( d = 3 \) and let \( R = k[t_1, t_2, t_3]^{\mathfrak{A}_3} \) be the subalgebra of polynomials which are invariant under the cyclic permutation \( t_1 \mapsto t_2, t_2 \mapsto t_3, t_3 \mapsto t_1 \). It has four minimal generators:

\[
R = \left\{ t_1 t_2 + t_1 t_3 + t_2 t_3, t_1 t_2 t_3, (t_1 - t_2)(t_1 - t_3)(t_2 - t_3) \right\}.
\]
Let $\prec$ be the lexicographic term order with $t_1 \succ t_2 \succ t_3$. If $f$ is any invariant in $R$ and $\imath_\omega (f) = t_1^{d_1} t_2^{d_2} t_3^{d_3}$, then it is easy to see that either $i_1 \geq i_2 \geq i_3$ or $i_1 \geq i_3 \geq i_2$. Suppose that $\imath_\omega (R)$ is finitely generated. Among the generators consider the subset $\{ t_1^{i_1} t_2^{i_2} t_3^{i_3}, \ldots, t_1^{i_1} t_3^{i_3} \}$ of those generators which do not contain the variable $t_2$. There exists a constant $C > 1$ such that $a_i \geq C \cdot b_i$ for $i = 1, \ldots, s$. Choose any integer $d > \frac{1}{C - 1}$, so that $d + 1 < C \cdot d$. We consider the $A_3$-invariant polynomial

$$g := t_1^{d+1} t_2^d + t_2^{d+1} t_3^d + t_3^{d+1} \in R.$$  

The underlined initial term must lie in the semigroup generated by the $t_1^{i_1} t_3^{i_3}$. This implies that the vector $(d+1, d)$ lies in the planar convex cone spanned by the vectors $(a_1, b_1)$, $\ldots$, $(a_s, b_s)$, hence it also satisfies the linear inequality $d + 1 \geq C \cdot d$, a contradiction. This shows that $\imath_\omega (R)$ is not finitely generated.

It is an important open problem to find good criteria which guarantee finite generation for $\imath_\omega (R)$. In what follows we consider mainly the case where $\imath_\omega (R)$ is finitely generated. (Most of our discussion about canonical bases, however, would extend to the infinite case.)

Fix a set of polynomials $\mathcal{F} = \{ f_1, f_2, \ldots, f_n \} \subseteq k[t] = k[t_1, t_2, \ldots, t_d]$, let $R = k[\mathcal{F}]$ be the subalgebra they generate, and fix a term order $\prec$ on $k[t]$. Suppose $\imath_\omega (f_i) = t^{u_i}$ and let $A = \{ a_1, a_2, \ldots, a_n \} \subseteq \mathbb{N}^d$. We shall give a criterion for deciding whether $\mathcal{F}$ is a canonical basis for $R$ with respect to $\prec$. To this end we introduce the new polynomial ring $k[x] = k[x_1, x_2, \ldots, x_d]$. Consider the $k$-algebra epimorphism from $k[x]$ onto $R$ defined by $x_i \mapsto f_i$, and let $J$ denote its kernel. Similarly, consider the map from $k[x]$ onto $\imath_\omega (R)$ defined by $x_i \mapsto \imath_\omega (f_i) = t^{u_i}$. The kernel of this map is the toric ideal $I_A$.

Let $\omega \in \mathbb{R}^d$ be any weight vector which represents the term order $\prec$ for the polynomials in $\mathcal{F}$. If we consider $A$ as a $d \times n$-matrix, with transpose $A^T$, then $A^T \omega$ is a vector in $\mathbb{R}^n$. We can use it as the weight vector for forming an initial ideal of $I \cap k[x]$. However, the initial ideal $\imath_{A^T \omega} (I)$ is usually not a monomial ideal. This is explained by the fact that the vector $A^T \omega$ is not a generic vector in $\mathbb{R}^n$, even if $\omega$ is generic in $\mathbb{R}^d$.

**Lemma 11.3.** For any set $\mathcal{F} \subseteq k[t]$, the initial ideal $\imath_{A^T \omega} (I)$ is contained in the toric ideal $I_A$.

**Proof.** Let $p(x) = \sum c_u x^u$ be an element of the ideal $I$. This means that $p(f_1(t), \ldots, f_n(t)) \in k[t]$, so that $p$ is the zero polynomial. When expanding this sum, the terms of highest $\omega$-order must cancel. The $\omega$-order of $f_1(t)^{v_1} \cdots f_n(t)^{v_n}$ equals the $\omega$-order of $\imath_\omega (f_1) t^{v_1} \cdots \imath_\omega (f_n) t^{v_n} = t^{\omega(v_1)} \cdots t^{\omega(v_n)}$, which is the inner product of $A^T \omega$ with $u = (u_1, \ldots, u_n)$. Therefore the sum of the highest terms in the expansion $\sum c_u f_1(t)^{v_1} \cdots f_n(t)^{v_n} = \imath_{A^T \omega} (p)(t^{u_1} \cdots t^{u_n})$ equals

$$[\imath_{A^T \omega} (p)] (\imath_\omega (f_1), \ldots, \imath_\omega (f_n)) = [\imath_{A^T \omega} (p)] (t^{u_1}, \ldots, t^{u_n}) = 0. \quad (11.2)$$

We conclude that $\imath_{A^T \omega} (p)$ lies in $I_A$.

**Theorem 11.4.** The set $\mathcal{F} \subseteq k[t]$ is a canonical basis if and only if $\imath_{A^T \omega} (I) = I_A$.

**Proof.** We first show the "only-if" direction. Suppose $\mathcal{F}$ is a canonical basis, and let $g$ be any binomial in $I_A$. We consider the polynomial $q(f_1, \ldots, f_n) \in k[t]$. By the canonical basis property and using Algorithm 11.1, we can find $r \in k[x]$ such that $q(f_1, \ldots, f_n) = r(f_1, \ldots, f_n)$ and $q = \imath_{A^T \omega} (q)$ as desired.

The proof of the "if" direction is by contradiction. Suppose that $\imath_{A^T \omega} (I) = I_A$ but $\mathcal{F}$ is not a canonical basis. Then there exists $p \in k[x]$ such that

$$\imath_\omega (p(f_1, \ldots, f_n)) \not\in k[\imath_\omega (f_1), \ldots, \imath_\omega (f_n)]. \quad (11.3)$$

We may assume that $p$ is minimal with respect to the partial term order defined by $A^T \omega$. In order for (11.3) to hold, it must be the case that the terms $t^{u_i}$ of highest order in the expansion of $p(f_1(t), \ldots, f_n(t))$ all cancel. As in the proof of Lemma 11.3, this implies (11.2) and therefore $\imath_{A^T \omega} (p) \in I_A = \imath_{A^T \omega} (I)$. There exists a polynomial $q \in I$ such that $\imath_{A^T \omega} (p) = \imath_{A^T \omega} (q)$. The initial form of $p - q$ with respect to $A^T \omega$ is therefore smaller than that of $p$. However, since $q \in I$, we have $p(f_1, \ldots, f_n) = (p - q)(f_1, \ldots, f_n)$, so that $p - q$ shares the property (11.3) with $p$. This is a contradiction to the minimality in our choice of $p$, and the proof is complete.

In order to apply the criterion in Theorem 11.4 one has to compute generators for the toric ideal $I_A$, but one need not do this for $I$. Instead one uses Algorithm 11.1.

**Corollary 11.5.** Let $\{ p_1, \ldots, p_s \}$ be generators of the toric ideal $I_A$. Then $\mathcal{F}$ is a canonical basis if and only if Algorithm 11.1 reduces $p_i(f_1, \ldots, f_n)$ to a constant for all $i \in \{1, \ldots, s\}$.

**Proof.** The only-if direction is obvious: if Algorithm 11.1 gets stuck with a non-constant polynomial while reducing $p_i(f_1, \ldots, f_n)$, then $\mathcal{F}$ fails to be a canonical basis. For the if-direction we assume that Algorithm 11.1 does reduce $p_i(f_1, \ldots, f_n)$ to a constant. The output generated by that reduction gives a polynomial $q_i(x) = \sum_{i=1}^s c_i x^{u_i}$ whose terms form a strictly descending sequence in the partial term order $\succ$ defined by $A^T \omega$ on $k[x]$:

$$\imath_{A^T \omega} (p_i) \succ x^{u_1} \succ x^{u_2} \succ \cdots \succ x^{u_n}. \quad (11.4)$$

By construction, we have $p_i(f_1, \ldots, f_n) = q_i(f_1, \ldots, f_n)$, and hence $p_i - q_i \in I$. Property (11.4) implies $p_i = \imath_{A^T \omega} (p_i) - q_i \in \imath_{A^T \omega} (I)$. This holds for all $i \in \{1, \ldots, s\}$, and, in view of Lemma 11.3, we conclude

$$I_A = \langle p_1, p_2, \ldots, p_s \rangle = \imath_{A^T \omega} (I).$$

Using Theorem 11.4, this completes the proof.
The initial ideal \( \text{in}_{A_r}(I) \) occurring in Theorem 11.4 is not a monomial ideal (yet). It is natural to ask how its different Gröbner bases enter the overall picture.

**Corollary 11.6.** Using notation as above, suppose that \( \mathcal{F} \) is a canonical basis.

(1) Every reduced Gröbner basis \( \mathcal{G} \) of \( I_A \) lifts to a reduced Gröbner basis \( \mathcal{H} \) of \( I \), i.e., the elements of \( \mathcal{G} \) are the initial forms (with respect to \( A_r \)) of the elements of \( \mathcal{H} \).

(2) Every regular triangulation of \( A \) is an initial complex of the ideal \( I \).

(3) The state polytope of \( I_A \) is a face of the state polytope of the homogenization of \( I \).

**Proof:** Let \( \mathcal{G} \) be the reduced Gröbner basis of \( I_A \) with respect to a term order \( \prec \), and let \( \mathcal{H} \) be the reduced Gröbner basis of \( I \) with respect to \( \prec_{A_r} \). By Proposition 1.8, we have

\[
\text{in}_\prec(I_A) = \text{in}_\prec(\text{in}_{A_r}(I_A)) = \text{in}_{\prec_{A_r}}(I).
\]

This implies \( \text{in}_\prec(\text{in}_{A_r}(I_A)) = \text{in}_\prec(\mathcal{G}) \). Since all trailing terms of elements in \( \mathcal{H} \) are \( \prec \)-standard, we conclude that \( \text{in}_{A_r}(I_A) = \mathcal{G} \). This proves (1).

Part (2) follows directly from (1.5) and Theorem 8.3. Let \( I_{\text{homog}} \) denote the homogenization of \( I \). We extend \( A_r \) to a partial term order for \( I_{\text{homog}} \) by making the homogenizing variable reverse lexicographically smallest. For part (3) we use the following consequence of Lemma 2.6:

\[
\text{State}(I_A) = \text{State}(\text{in}_{A_r}(I_{\text{homog}})) = \text{face}_{A_r}(\text{State}(I_{\text{homog}})).
\]

Here we had to replace \( I \) by \( I_{\text{homog}} \) because the Gröbner fan of \( I \) need not be complete (in which case the polytope \( \text{State}(I) \) is not defined). However, the toric ideal \( I_A \) is positively graded since the columns of \( A \) are non-zero non-negative vectors, so that \( \text{State}(I_A) \) is always a well-defined polytope.

Corollary 11.5 gives rise to a simple completion algorithm for computing a canonical basis from any finite generating set \( \mathcal{F} \), provided \( \text{in}_{\prec}(k[\mathcal{F}]) \) is finitely generated. Namely, if there exists a minimal generator \( p_i \) of \( I_A \) such that Algorithm 11.1 reduces \( p_i(f_1, \ldots, f_n) \) to a non-constant polynomial \( q_i(f_1, \ldots, f_n) \), then simply add \( q_i(f_1, \ldots, f_n) \) to the set \( \mathcal{F} \) and proceed. Just as in the case of the Buchberger algorithm for ideals, this completion procedure can be made more efficient by auto-reductions and other more clever strategies.

**Example 11.7.** (The algebra generated by the 2 \( \times \) 2-minors of a generic 3 \( \times \) 3-matrix) Consider a 3 \( \times \) 3-matrix of indeterminates \((t_{ij})\) and let \( \mathcal{F} \) be the set of its 2 \( \times \) 2-minors,

\[
f_1 = t_{11}t_{22} - t_{12}t_{21}, \quad f_2 = t_{11}t_{33} - t_{13}t_{31}, \quad f_3 = t_{12}t_{33} - t_{13}t_{23},
\]

\[
f_4 = t_{21}t_{32} - t_{22}t_{31}, \quad f_5 = t_{21}t_{33} - t_{23}t_{31}, \quad f_6 = t_{22}t_{33} - t_{23}t_{21}.
\]

We fix a term order \( \prec \) which selects the main diagonal term to be the initial term, for each minor of \((t_{ij})\). The ideal of algebraic relations among the underlined initial terms has only two generators:

\[
I_A = \langle x_4x_8 - x_5x_7, \quad x_2x_6 - x_3x_5 \rangle.
\]

Under the substitution \( x_i \rightarrow f_i(t) \) we get

\[
\begin{align*}
f_{10} & := f_4f_8 - f_5f_7 = t_{31} \cdot \det(t_{ij}) \quad \text{and} \quad f_{11} := f_2f_6 - f_3f_5 = t_{12} \cdot \det(t_{ij}),
\end{align*}
\]

where \( \det(t_{ij}) \) is the determinant of the given 3 \( \times \) 3-matrix. Neither of the initial terms

\[
in_\prec(f_{10}) = t_{11}t_{22}t_{33} \quad \text{or} \quad in_\prec(f_{11}) = t_{11}t_{13}t_{22}t_{33}
\]

lies in the subalgebra generated by the nine underlined monomials in (11.6). We enlarge the generating set to \( \mathcal{F}' = \mathcal{F} \cup \{f_{10}, f_{11}\} \). The corresponding toric ideal remains unchanged:

\[
I_{A'} = \langle x_4x_8 - x_5x_7, \quad x_2x_6 - x_3x_5, \quad x_4x_8 - x_5x_7 \rangle,
\]

since the variable \( t_{31} \) (resp. \( t_{13} \)) occurs only in \( \text{in}_\prec(f_{10}) \) (resp. \( \text{in}_\prec(f_{11}) \)) but in no other initial term. This implies that \( \mathcal{F}' \) is a canonical basis for its subalgebra \( k[\mathcal{F}'] = k[\mathcal{F}] \).

Example 11.7 stands in a certain contrast to the next result which concerns maximal minors. Consider a matrix of indeterminates \((t_{ij})\) of format \( r \times s \), where \( r \leq s \). Let \( R \) be the subalgebra of \( k[t] = k[t_{11}, \ldots, t_{rs}] \) generated by the \( r \times r \)-minors of \((t_{ij})\). Its projective spectrum \( \text{Proj}(R) \) is the Grassmann variety \( \text{Grass}_{r,s} \) of \( r \)-dimensional linear subspaces in an \( s \)-dimensional vector space, presented in its usual Plücker embedding. A term order on \( k[t] \) is called diagonal if the main diagonal term is the initial term for each \( r \times r \)-minor.

**Theorem 11.8.** The set of \( r \times r \)-minors of an \( r \times s \)-matrix of indeterminates is a canonical basis for the subalgebra they generate, with respect to any diagonal term order on \( k[t] \).

**Proof:** See Theorem 3.29 in (Sturmfels 1993a).

We associate a new variable \( [i_1i_2 \cdots i_r] \) to the \( r \times r \)-minor with column indices \( i_1 < i_2 < \cdots < i_r \). Thus the polynomial ring \( k[x] \) is generated by these \( \binom{s}{r} \) brackets. Let \( I_{r,s} \) denote the ideal in \( k[x] = k[[x_{11}, x_{12}, \ldots, x_{rs}]] \) generated by the algebraic relations among the \( r \times r \)-minors. The ideal \( I_{r,s} \) is called the Grassmann-Plücker ideal. Theorem 11.8 is a consequence of the classical straightening algorithm for \( I_{r,s} \).

Let \( e_{ij} \) denote the unit vector in \( \mathbb{N}^{r \times s} \) corresponding to the variable \( t_{ij} \). The vector configuration associated with the diagonal initial monomials \( t_{11}, t_{22}, \ldots, t_{rr} \) equals

\[
A_{r,s} = \{ e_{i1} + e_{22} + \cdots + e_{rr} : 1 \leq i_1 < i_2 < \cdots < i_r \leq s \},
\]

The toric ideal \( I_{A_{r,s}} \) is the kernel of the map

\[
k[\cdots, [i_1i_2 \cdots i_r], \cdots] \rightarrow t_{11}, t_{12}, \ldots, t_{rs}, \quad [i_1i_2 \cdots i_r] \mapsto t_{11}, t_{22}, \ldots, t_{rr}.
\]

**Example 11.9.** (The Grassmann variety of lines in projective 4-space) In the special case \( r = 2 \) and \( s = 5 \) we shall prove Theorem 11.8 by applying
the criterion in Theorem 11.4. The algebra of interest is generated by the ten $2 \times 2$-minors of the matrix

$$
t = \begin{pmatrix} t_{11} & t_{12} & t_{13} & t_{14} & t_{15} \\
t_{21} & t_{22} & t_{23} & t_{24} & t_{25} \end{pmatrix}
$$

A diagonal term order is given, for instance, by the following weight matrix

$$
\omega = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 \\
1 & 4 & 9 & 16 & 25 \end{pmatrix}
$$

The ten diagonal initial terms generate the toric algebra of the configuration (11.7):

$$k[A_{2,5}] = k[t_{11}t_{22}, t_{11}t_{23}, t_{11}t_{24}, t_{11}t_{25}, t_{12}t_{25}, t_{12}t_{24}, t_{12}t_{23}, t_{13}t_{25}, t_{13}t_{24}, t_{13}t_{23}, t_{14}t_{25}, t_{14}t_{24}, t_{14}t_{23}, t_{15}t_{25}, t_{15}t_{24}, t_{15}t_{23}, t_{15}t_{22}, t_{16}t_{22}, t_{16}t_{23}, t_{16}t_{24}, t_{16}t_{25}, t_{21}t_{22}, t_{21}t_{23}, t_{21}t_{24}, t_{21}t_{25}, t_{22}t_{23}, t_{22}t_{24}, t_{22}t_{25}, t_{23}t_{24}, t_{23}t_{25}, t_{24}t_{25}].
$$

We consider the map (11.8) from the free polynomial ring

$$k[x] = k[[12,13],[14,15],[23],[24,25],[34],[35],[45]].
$$

onto $k[A_{2,5}]$. Its kernel is the toric ideal $I_{A_{2,5}}$. This ideal is generated by the five binomials

$$\begin{align*}
[14][23] - [13][24], & \quad [15][23] - [13][25], \quad [15][24] - [14][25], \\
[15][34] - [14][35], & \quad [25][34] - [24][35].
\end{align*}
$$

To establish Theorem 11.8, we must verify the inclusion $I_A \subseteq \text{in}_{A^T}(I_{2,5})$. The induced weight vector $A^T \omega$ has the entry $i + j^2$ in the coordinate indexed by $[ij]$. Each of the following five Plücker relations lies in the kernel $I_{2,5}$ of the canonical epimorphism $k[x] \rightarrow R$:

$$\begin{align*}
[14][23] - [13][24] + [12][34], & \\
[15][23] - [13][25] + [12][35], & \\
[15][24] - [14][25] + [12][45], & \\
[15][34] - [14][35] + [13][45], & \\
[25][34] - [24][35] + [23][45].
\end{align*}
$$

The underlined initial forms selected by the weight $A^T \omega$ coincide with the generators. This completes the proof of Theorem 11.8 in the special case $r = 2$ and $s = 5$.

Theorem 11.8 and Corollary 11.6 have the following geometric implications. By a *toric deformation* we mean a flat deformation using a one-parameter subgroup of the torus $(k^*)^n$.

**Proposition 11.10.**

(a) There exists a toric deformation taking the Grassmann variety $Grass_{r,s}$ into the projective toric variety defined by the configuration $A_{r,s}$.

(b) *Every initial ideal of the toric ideal $I_{A_{r,s}}$ is an initial ideal of the Grassmann-Plücker ideal $I_{r,s}$.*

(c) Every regular triangulation of $A_{r,s}$ is an initial complex of the Grassmann variety.

(d) The state polytope of $A_{r,s}$ is a face of the state polytope of the Grassmann variety.

**Remark 11.11.** *(Digression into algebraic combinatorics)*

The classical straightening algorithm for the Grassmann-Plücker ideal is a special case of the Gröbner bases arising from Proposition 11.10 (b). The best route to seeing this is the following detour through the land of algebraic combinatorics: The set $A_{r,s}$ is (affinely isomorphic to) the vertex set of the order polytope of the product of two chains $[r] \times [s-r]$. The distributive lattice $\mathcal{L} = J([r] \times [s-r])$ is (isomorphic to) the poset of brackets in the coordinatewise order. We depict this lattice for $r = 2, s = 5$ (Example 11.9):

![Figure 11-1](image-url)

The toric ideal $I_A$ is generated by the binomials $x \cdot y - (x \lor y) \cdot (x \land y)$ where $x, y \in \mathcal{L}$ stand for brackets and $\lor$ and $\land$ are the lattice operations. We define a term order on $k[x] = k[\mathcal{L}]$ as follows: first sort the variables by any linear extension of $\mathcal{L}$ and then sort monomials by the reverse lexicographic order. The initial ideal of $I_A$ coincides with the initial ideal of the Grassmann-Plücker ideal $I_{r,s}$. It is generated by all products $x \cdot y$ of incomparable elements in $\mathcal{L}$. The initial complex is the *chain complex* of $\mathcal{L}$, which is known to be a regular triangulation of the order polytope of $[r] \times [s-r]$. **■**

Not every Gröbner basis of $I_{r,s}$ arises from a Gröbner basis of $I_{A_{r,s}}$, i.e., the converse of Proposition 11.10 (b) does not hold. We will demonstrate this in the case $r = 2$.

**Corollary 11.12.** *The toric ideal $I_{A_{r,s}}$ has the following properties:*

(a) *The set of circuits equals the universal Gröbner basis:*

$$[i_1,j_1][i_2,j_2] \cdots [i_{r-1},j_{r-1}][i_{r-1},j_r],
$$

*where $(i_1,i_2 < j_1$ and $i_2,i_3 < j_2$ and $\ldots$ and $i_{r-1},i_r < j_r).$*

(b) *All initial ideals of $I_{A_{r,s}}$ are square-free.*
Proof: The configuration \( \{ e_{1i} + e_{2j} : 1 \leq i, j \leq s \} \) is isomorphic to the vertex set of the product of simplices \( \Delta_{s-1} \times \Delta_{s-1} \); see Example 5.1. It is unimodular by Exercise (9) in Chapter 8. Therefore its subset \( A_{2,s} = \{ e_{1i} + e_{2j} : 1 \leq i < j \leq s \} \) is unimodular as well. Using Remark 8.10 this proves the assertion (b). To prove (a) we note that the circuits of \( \Delta_{s-1} \times \Delta_{s-1} \) are identified with the circuits in the complete bipartite graph \( K_{s,s} \). What is listed in (a) is the subset of circuits whose support lies in \( A_{2,s} \). To complete the proof we use Proposition 8.11.

The Grassmann-Plücker ideal \( I_{2,6} \) has initial ideals which are not square-free. For example, choose the weight vector

\[
\omega = (9, 56, 82, 40, 86, 95, 55, 85, 88, 88, 39, 40, 10, 26, 62)
\]

for the \( (i_j) = 15 \) brackets \([ij]\) in the usual lexicographic order. We get an initial monomial ideal \( in_{\omega}(I_{2,6}) \) among whose minimal generators there is \([15][23][46]\). By Corollary 11.12 (b), the monomial ideal \( in_{\omega}(I_{2,6}) \) is not an initial ideal of \( I_{2,s} \).

We also remark that statement (b) does not hold for \( r \geq 3 \); for instance, \( A_{3,6} \) contains the vertices of a regular 3-cube as a subset, hence it has a regular-triangulation one of whose simplices does not have unit volume, hence it has an initial ideal that is not square-free.

Here is an open problem: What is the maximum degree \( F(r, s) \) appearing in any reduced Gröbner basis for the Grassmann-Plücker ideal \( I_{r,s} \)? In view of Proposition 11.10 (b) and Proposition 4.11, the number \( F(r, s) \) is bounded below by the maximum degree of any circuit of the configuration \( A_{r,s} \). For instance, Corollary 11.12 (a) implies

\[
F(2, s) \geq s - 2.
\]

For an explicit proof of this inequality we may consider the degree \( s - 2 \) circuit

\[
[13][24][35] \cdots [s - 2, s] = [23][34][45] \cdots [1, s].
\]

To construct an initial ideal of the Grassmann-Plücker ideal which has one of the monomials in (11.11) as a minimal generator, start with the Vandermonde weights \([ij] \mapsto i + j^2\) and break ties using an elimination order for the variables appearing in (11.11).

Returning to our general discussion, we assume that \( \mathcal{F} = \{ f_1, \ldots, f_n \} \subset k[t_1, \ldots, t_s] \) is a canonical basis with respect to \( \omega \in \mathbb{R}^d \). We shall present an intrinsic Gröbner basis theory for the “canonically presented” subalgebra \( k[\mathcal{F}] \). Let \( J \) be any ideal in \( k[\mathcal{F}] \). The initial ideal of \( J \) is the following ideal in the initial algebra \( k[A] = in_{\omega}(k[\mathcal{F}]) = k[in_{\omega}(\mathcal{F})]:

\[
in_{\omega}(J) := \langle in_{\omega}(f) : f \in J \rangle.
\]

An important difference from “classical” Gröbner basis theory is this: the original ideal \( J \) lies in \( k[\mathcal{F}] \), but the initial ideal \( in_{\omega}(J) \) lies in a different ring, namely, it lies in the toric ring \( k[A] \).

A subset \( G \) of \( J \) is a Gröbner basis with respect to \( \omega \) if \( in_{\omega}(J) \) is generated by \( \{ in_{\omega}(g) : g \in G \} \). If this set minimally generates \( in_{\omega}(J) \), then \( G \) is a minimal Gröbner basis. From now on we shall always assume that \( \omega \) is a term order for \( J \), that is, \( in_{\omega}(J) \) is generated by monomials \( t^e \), where \( e \in \mathbb{N}^A \). A minimal Gröbner basis \( G \) of \( J \) is reduced if none of the trailing terms \( u^b \) appearing in any \( g \in G \) are contained in \( in_{\omega}(J) \).

11. CANONICAL SUBALGEBRA BASES

Lemma 11.13. Every ideal \( J \subset k[\mathcal{F}] \) possesses a unique finite reduced Gröbner basis.

Proof: We first show uniqueness. Suppose \( G \) and \( G' \) are two distinct reduced Gröbner bases of \( J \). There exist \( g \in G \) and \( g' \in G' \) such that \( g \neq g' \) but \( in_{\omega}(g) = in_{\omega}(g') \). The polynomial \( g - g' \) lies in \( J \setminus \{0\} \) but none of its terms lies in \( in_{\omega}(J) \). This is a contradiction.

We next show existence. Since \( k[A] \) is Noetherian and positively graded, the monomial ideal \( in_{\omega}(J) \) has a unique finite minimal generating set of the form \( \{ t^{e_1}, t^{e_2}, \ldots, t^{e_r} \} \). For each \( i \in \{ 1, \ldots, r \} \) there exists an element \( g_i \in J \) such that \( in_{\omega}(g_i) = t^{e_i} \). The set \( \{ g_1, g_2, \ldots, g_r \} \) is a minimal Gröbner basis. To replace it by the reduced Gröbner basis, we successively reduce each element \( g_i \) by the complementary set \( \{ g_1, g_2, \ldots, g_{i-1}, g_{i+1}, \ldots, g_r \} \) using Subroutine 11.14 below. This reduction process terminates because \( \omega \) defines a Noetherian order on the monomials \( \{ t^b : b \in \mathbb{N}^A \} \subset k[t] \).

Subroutine 11.14. (Reduction inside a canonically presented subalgebra \( k[\mathcal{F}] \))

Input: A polynomial \( p \in k[\mathcal{F}] \), a finite subset \( G \subset k[\mathcal{F}] \), a term order \( \omega \) on \( k[t] \).

Output: A normal form for \( p \) modulo \( G \) with respect to \( \omega \).

While the polynomial \( p \) contains a term \( t^b \) which lies in the ideal \( \langle in_{\omega}(G) \rangle \) do:

1. Let \( g \in G \) such that \( t^b \) lies in the principal ideal generated by \( in_{\omega}(g) = t^d \).
2. Find an integral vector \( \lambda = (\lambda_1, \ldots, \lambda_n) \) in the fiber \( \pi^{-1}(b - d) \).
3. Replace \( p \) by \( p - g \prod_{i=1}^n f_i^{\lambda_i} \).

The vector \( \lambda \) chosen in Step 2 has the property

\[
in_{\omega}(\prod_{i=1}^n f_i^{\lambda_i}) = \prod_{i=1}^n (in_{\omega}(f_i))^{\lambda_i} = \prod_{i=1}^n (t^{e_i})^{\lambda_i} = t^{\pi(\lambda)} = t^b - d.
\]

Therefore the subtraction in Step 3 does indeed cancel the term \( t^b \) from \( p \). The main difficulty of Subroutine 11.14 lies in the fact that testing membership in a monomial ideal of \( k[A] \) amounts to solving a disjunction of integer programming feasibility problems. Incidentally, we encounter a similar difficulty already in Step 1 of Algorithm 11.1.

Remark 11.15. In the toric ring \( k[A] \) we have

\[
t^b \in \langle t^{e_1}, \ldots, t^{e_r} \rangle \quad \text{if and only if} \quad \bigcup_{i=1}^r \pi^{-1}(b - c_i) \neq \emptyset.
\]

To generalize Buchberger’s criterion, we introduce the module of syzygies

\[
\text{Syz}(t^{e_1}, \ldots, t^{e_r}) = \{ (h_1, \ldots, h_r) \in k[A]^r : h_1 t^{e_1} + \cdots + h_r t^{e_r} = 0 \}.
\]

Theorem 11.16. Let \( \mathcal{G} = \{ g_1, \ldots, g_r \} \subset k[\mathcal{F}] \) and let \( \mathcal{H} \) be any subset of \( k[\mathcal{F}] \) such that \( \{ in_{\omega}(g_1), \ldots, in_{\omega}(g_r) \} \subset \{ h_1, \ldots, h_r \} \subset \mathcal{H} \) generates the \( k[A]\)-module \( \text{Syz}(in_{\omega}(g_1), \ldots, in_{\omega}(g_r)) \). Then \( \mathcal{G} \) is a Gröbner basis for the ideal \( \langle \mathcal{G} \rangle \) with respect to \( \omega \) if and only if, for every \( h = (h_1, \ldots, h_r) \in \mathcal{H} \), the polynomial \( h_{g_1} + \cdots + h_{g_r} \) reduces to zero modulo \( \mathcal{G} \) via Subroutine 11.14.

Proof: See Theorem 4.9 in (Miller 1994).
Algorithm 11.17. (Intrinsic Buchberger for a canonically presented subalgebra) 
Input: A generating set \( S \) of an ideal \( J \subset k[F] \), a term order \( \omega \in \mathbb{R}^d \).
Output: The reduced Gröbner basis \( G \) of \( J \) with respect to \( \omega \).
1. Let \( S = \{ s_1, \ldots, s_r \} \) where \( \text{in}_\omega(s_i) = t^{c_i} \).
2. Compute a finite generating set \( \mathcal{M} \) for \( \text{Syz}(t^{c_1}, \ldots, t^{c_r}) \subset k[A]^r \) (Subroutine 11.18).
3. Set \( \text{newguy} := \emptyset \).
4. For each \( m = (m_1, \ldots, m_r) \in \mathcal{M} \) do:
   4.1. Find \( h = (h_1, \ldots, h_r) \in k[F]^r \) such that \( \text{in}_\omega(h_j) = m_j \) for \( j = 1, \ldots, r \).
   4.2. Compute the normal form \( \tilde{h} \) of \( h_1s_1 + \cdots + h_rs_r \mod S \) (Subroutine 11.14).
   4.3. \( \text{newguy} := \text{newguy} \cup \{ \tilde{h} \} \).
5. If \( \text{newguy} \neq \{0\} \) then set \( S := S \cup \text{newguy} \setminus \{0\} \), and return to Step 1.
6. If \( \text{newguy} = \{0\} \) then
   6.1. Compute the auto-regularity \( G \) of \( S \) (by applying Subroutine 11.14 to reduce \( S \) modulo \( S \setminus \{s\} \), for all \( s \in S \)).
   6.2. Output \( G \).

This leaves us with the problem of how to compute generators for the syzygy module (11.13). We shall present two subroutines (11.18 and 11.21) for performing this task. We write \( e_i \) for the standard basis vectors in the free module \( k[A]^r \).

Subroutine 11.18. (Computing the syzygies on some monomials in a toric ring) 
Input: A vector of monomials \( (t^{c_1}, \ldots, t^{c_r}) \in k[A]^r \).
Output: A finite generating set for \( \text{Syz}(t^{c_1}, \ldots, t^{c_r}) \subset k[A]^r \).
1. Find \( u_i \in \pi^{-1}(c_i) \) for \( i = 1, \ldots, r \).
2. Let \( S \subset k[x]^r \) be any generating set for the syzygies \( (x^{u_1}, \ldots, x^{u_r}) \), for instance, the usual S-pairs. Apply the toric homomorphism \( x_i \mapsto t^{c_i} \) to \( S \) and output the result.
3. Compute a reduced Gröbner basis (in the ordinary sense) for the ideal intersection
   \[ \langle x^{u_1}, \ldots, x^{u_r} \rangle \cap I_A \quad \text{in} \quad k[x] = k[x_1, \ldots, x_n], \]
   (11.14)
4. For each element \( g = g(x) \) in the reduced Gröbner basis of (11.14) do:
   4.1. Write \( g \) in the form \( g(x) = x^{\omega} \cdot x^{u} - x^{\omega} \cdot x^{u} \), where \( i, j \in \{1, \ldots, r\} \).
   4.2. Output the syzygy \( x^{\omega(v)} \cdot e_i - x^{\omega(w)} \cdot e_j \).

Example 11.19. Here is a simple example of a syzygy module which is not generated by S-pairs. Take \( d = 2, n = 3 \) and \( A = \{(2, 0), (1, 1), (2, 0)\} \), so that \( k[A] = k[t_1, t_2, t_3, t_4, t_5, t_6] \). Then \( \text{Syz}(t_1, t_2) \) is minimally generated by \( (t_1, t_2) \) and \( (t_2, -t_1) \). The first syzygy is found in Step 2 and the second is found in Step 4.2.

The correctness of Subroutine 11.18 is the content of Proposition 4.10 in (Miller 1994). In Step 3.1 we are making implicitly the claim that every reduced Gröbner basis of (11.14) consists of binomials \( x^{\omega} \cdot x^{u} - x^{\omega} \cdot x^{u} \). To prove this claim, we recall the standard algorithm for computing ideal intersections (Cox, Little & O'Shea 1992; §4.3, Theorem 11): Introduce a new variable \( z \), form the ideal \( B := \{(1 - z) \cdot x^{u_1}, \ldots, (1 - z) \cdot x^{u_r} + z \cdot I_A \text{ in } k[x, z] \), and then compute the elimination ideal \( B \cap k[x] \). Our claim follows because \( B \) is a binomial ideal and the Buchberger algorithm is "binomial-friendly". See Corollary 1.7 in (Eisenbud & Sturmfels 1994) for a more general result.

These considerations imply the following toric generalization of the familiar fact that S-pairs suffice to generate all syzygies (Cox, Little & O'Shea 1992; §4.3, Proposition 8).

Corollary 11.20. Syzygies on monomials in \( k[A] \) are generated by pairwise syzygies:
\[ \text{Syz}(\sum_{i=1}^r t^{c_i} \cdot e_i) = \sum_{1 \leq i < j \leq r} \text{Syz}(t^{c_i} \cdot e_i + t^{c_j} \cdot e_j). \]

Corollary 11.20 reduces the computation of the syzygy module (11.13) to the special case \( r = 2 \). Hence we could also use the following subroutine for Step 2 in Algorithm 11.17.

Subroutine 11.21. (Computing syzygies on a pair of monomials in a toric ring) 
Input: Two monomials \( t^c \) and \( t^d \) in \( k[A] \).
Output: A finite generating set for \( \text{Syz}(t^c, t^d) \subset k[A]^2 \).
1. Form the toric ideal \( I_{A \cup \{t^c, t^d\}} \subset k[x_1, \ldots, x_n, z] \), where \( z \) is mapped to \( t^{-d} \).
2. Compute the reduced Gröbner basis \( G \) for \( I_{A \cup \{t^c, t^d\}} \) with respect to any elimination order \( z > (x_1, \ldots, x_n) \).
3. For each binomial \( \psi \) in \( G \) which contains \( z \) linearly, such as \( x^u \cdot z \cdot x^v \), output the corresponding syzygy \( (t^{\pi(u)} \cdot -t^{\pi(v)}) \).

Proof of correctness: It follows immediately from the construction that each output pair \( (t^{\pi(u)} \cdot -t^{\pi(v)}) \) is a syzygy of \( (t^c, t^d) \). Conversely, every minimal syzygy can be written as a pair \( (t^{\pi(u)} \cdot -t^{\pi(v)}) \) such that \( x^u \cdot z \cdot x^v \) lies in \( I_{A \cup \{t^c, t^d\}} \). The Gröbner basis property of \( G \) implies that there exists a binomial \( x^u \cdot z \cdot x^v \in G \) such that \( x^u \) divides \( x^u \) and \( x^v = x^{v+u-u} \) lies in \( I_A \). The given syzygy therefore equals \( t^{\pi(u)} \cdot -t^{\pi(v)} \).

Example 11.22. The minimal number of generators of \( \text{Syz}(t^c, t^d) \) cannot be bounded by a function in \( n, d \) and \( A \). Let \( d = 3, n = 7 \) and \( k[A] = k[t_1 t_2 t_3, t_2 t_3 t_4, t_3 t_1 t_2, t_1 t_2 t_3, t_1 t_2 t_3, t_2 t_3 t_4] \).

It can be shown that the minimal generators of \( \text{Syz}(t_1 t_2 t_3, t_1 t_2 t_3) \) include \( 2i + 2 \) syzygies of total degree \( i + 1 \), for \( i \geq 1 \).

Any bound must therefore involve the degrees of \( c \) and \( d \). Here is such a bound.

Theorem 11.23. Let \( D(\cdot) \) be defined as in Theorem 4.7. Then the total degree \( (n+1) \cdot (n+1-d) \cdot D(\cup \{e_i - c_j\}) \) of any minimal generator of the syzygy module (11.13) is bounded above by \( \max_{1 \leq i < j \leq r} (d+1) \cdot (n+1-d) \cdot D(\cup \{e_i - c_j\}) \).

Proof: This follows from Corollary 11.20, Subroutine 11.21 and Theorem 4.7.
One disadvantage of the intrinsic Buchberger Algorithm 11.17 is that at present it is not available in any computer algebra system. However, there is an "extrinsic" method for simulating Algorithm 11.17, which is easy to run in the currently available Gröbner bases programs.

**Algorithm 11.24.** (Extrinsic computation of intrinsic Gröbner bases)

**Input:** Generators for an ideal $J$ in $k[F]$ and a term order $\omega$ on $k[t]$.

**Output:** A Gröbner basis for $J$ with respect to $\omega$.

1. Let $I$ denote the kernel of the canonical epimorphism $\phi : k[x] \to k[F], x_i \mapsto f_i(t)$.
2. For each generator of $J$ choose a preimage, and let $\tilde{J} \subset k[x]$ be the ideal they generate.
3. Compute the reduced Gröbner basis $G$ of the ideal $I + \tilde{J}$ with respect to any term order refining the weight vector $A^\omega \omega$.
4. Output its image $\phi(G) = \{ \phi(g) : g \in G \}$ in $k[F]$.

**Proof of correctness:** Clearly, $\phi(G) \subset J$. The fact that the Gröbner basis $G$ is reduced implies

$$in_{\omega}(\phi(g)) = in_{A^\omega \omega}(p(t^{a_1}, \ldots, t^{a_n})) \quad \text{for all} \quad g \in G.$$  \hspace{1cm} (11.15)

We must show that $\{in_{A^\omega \omega}(p(t^{a_1}, \ldots, t^{a_n})) : g \in G \}$ generates $in_{\omega}(J)$. Let $h \in J \subset k[F]$. By the canonical basis property of $F = \{f_1, \ldots, f_n\}$, there exists $p \in k[x]$ such that $h = p(f_1, \ldots, f_n)$ and $in_{\omega}(k) = in_{A^\omega \omega}(p(t^{a_1}, \ldots, t^{a_n})) \neq 0$. Since $p \in I + \tilde{J}$, its initial form $in_{A^\omega \omega}(p)$ lies in the ideal $\langle in_{A^\omega \omega}(G) \rangle$ in $k[x]$. This implies that $in_{\omega}(h)$ lies in (11.15), as desired.

We discuss a geometric example in the Grassmann variety of lines in projective 4-space.

**Example 11.25.** Consider the canonical basis in Theorem 11.8 for $r = 2, s = 5$. Here $F = \{[12], [13], \ldots, [45]\}$ is the set of 2 × 2-minors of a 2 × 5-matrix of indeterminates $(t_{ij})$, and $\omega$ is the weight with coordinates $\omega_{ij} = j^i$. Consider the ideal $J = \langle g_1, g_2 \rangle$, where

$$g_1 = ([12] - [23]) \cdot ([23] - [34]) \quad \text{and} \quad g_2 = ([13] + [14] + [15]) \cdot ([15] + [25] + [35]).$$

The corresponding subvariety of the Grassmann variety consists of all lines in $P^4$ which meet the following two pairs of codimension 2 subspaces: $\{x_2 = x_1 + x_3 = 0\} \cup \{x_3 = x_2 = x_4 = 0\}$ and $\{x_1 = x_3 + x_4 + x_5 = 0\} \cup \{x_5 = x_1 + x_2 + x_3 = 0\}$.

We wish to compute the Gröbner basis of $J$ intrinsically in $k[F]$. The initial terms of the generators are

$$in_{\omega}(g_1) = t_{12}t_{13}t_{23}t_{24} \quad \text{and} \quad in_{\omega}(g_2) = t_{11}t_{13}t_{25}^2.$$  

Using Subroutine 11.18 or 11.21, we compute the following minimal generating set for the syzygy module $Syz(t_{12}t_{13}t_{23}t_{24}, t_{11}t_{13}t_{25}^2)$:

$$\{ (t_{11}t_{13}t_{23}^2, -t_{12}t_{13}t_{12}t_{24}), (t_{11}t_{12}t_{25}^2, -t_{12}t_{13}t_{24}) \}.$$  

Following Step 4.1 of Algorithm 11.17 we express each of these six monomials as an initial form; for instance, $t_{11}t_{13}t_{25}^2 = in_{\omega}([15][35])$. In Step 4.2 we form the corresponding linear combinations in $J$:

$$g_3 := [15][35] \cdot g_1 - [23][34] \cdot g_2,$$

$$g_4 := [15]^2 \cdot g_1 - [13][24] \cdot g_2,$$

$$g_5 := [15][25] \cdot g_1 - [23][24] \cdot g_2.$$  

The polynomial $g_3$ reduces to zero modulo $\langle g_1, g_2 \rangle$. The initial terms of $g_4$ and $g_5$ are in normal form modulo $\langle g_1, g_2 \rangle$. Another run through Algorithm 11.17 confirms that $\langle g_1, g_2, g_3, g_4, g_5 \rangle$ is a minimal Gröbner basis for $J$. However, to arrive at the reduced Gröbner basis we must further reduce $g_4$ and $g_5$ modulo $\langle g_1, g_2 \rangle$ in Step 6.1.

We remark that already for this small example the extrinsic computation is quite redundant: the reduced Gröbner basis in Step 3 of Algorithm 11.24 contains 15 elements.

**Exercises:**

1. Give an example of a subalgebra $k[F]$ of $k[x]$ and two term orders $\omega_1$ and $\omega_2$ such that $in_{\omega_1}(k[F])$ is finitely generated but $in_{\omega_2}(k[F])$ is not finitely generated.

2. Let $d = 5, n = 6$ and let $F$ be the set of $2 \times 2$-minors of the matrix

$$\begin{pmatrix} t_1 & t_2 & t_3 & t_4 \\ t_2 & t_3 & t_4 & t_5 \end{pmatrix}.$$  

Compute a canonical basis for the subalgebra $k[F]$.

3. Compute the state polytope of the Grassmann variety $Grass_{2,5}$. Show that the converse of Proposition 11.12 (b) holds for $r = 2, s = 5$: every initial ideal of the Grassmann-Plücker ideal $I_{2,5}$ is an initial ideal of the toric ideal $I_{A_{2,5}}$.

4. Compute the universal Gröbner basis of the toric ideal $I_{A_{2,5}}$. Use your answer to give a lower bound on $F(3, 6)$.

5. Show that the intersection of two principal ideals $(t^b)$ and $(t^c)$ in a toric ring $k[A]$ can have arbitrarily many minimal generators.

6. The ring of symmetric polynomials $k[x_1, \ldots, x_n]^{S_n}$ is canonically presented by the set $F$ of elementary symmetric functions. Implement Algorithm 11.17 in this case.

**Notes:**

The concept of canonical bases was introduced independently by Kapur & Madlener (1989) and Robbiano & Sweedler (1990). Further properties and applications of canonical bases were studied in (Ollivier 1991). Ollivier’s results include some remarkable connections between the algebraic operation of taking integral closure and convexity properties of the initial algebra. Miller (1994) extends the theory of canonical bases to polynomial rings over general base rings. While Theorem 11.8
appears in (Sturmfels 1993a, §3.2), the point of view presented in Example 11.9 and Proposition 11.10 is new. Toric varieties arising from lattices (as in Remark 11.11) are studied in (Wagner 1995). Our discussion of Gröbner bases inside canonically presented subalgebras is derived from results in (Ollivier 1991) and (Miller 1994). An intrinsic Gröbner basis theory for flag varieties in generic coordinates can be found in (Rippel 1994).

CHAPTER 12

Generators, Betti Numbers and Localizations

This chapter is organized into four sections. Their general theme is “advanced techniques” for computing with toric ideals. We present two algorithms for finding generators and Gröbner bases of $I_A$, and we introduce truncated Gröbner bases with respect to the grading by the semigroup $\mathbb{N}A$. The generators and higher syzygies of toric ideals are characterized in terms of certain simplicial complexes, and, finally, the technique of localization in integer programming is discussed.

12.A. Computing generators and Gröbner bases

A familiar method for computing generators and Gröbner bases of the toric ideal $I_A$ is Algorithm 4.5. Unfortunately, that algorithm is too slow. It cannot handle non-trivial problems from the domains of application discussed in Chapter 5. In view of the sensitivity of Buchberger’s algorithm to the number of variables involved, it is much better to use an algorithm which operates entirely in $k[x_1, \ldots, x_n]$ rather than in the auxiliary polynomial ring $k[t_0, t_1, \ldots, t_d, x_1, \ldots, x_n]$. In what follows we present two such algorithms. These two algorithms appear to be of comparable efficiency.

We recall the definition of ideal quotients. If $f$ is a polynomial in $k[x]$ and $J \subset k[x]$ is an ideal, then the following two subsets of $k[x]$ are again ideals:

\[
\begin{align*}
(J : f) &= \{ g \in k[x] : fg \in J \}, \\
(J : f^\infty) &= \{ g \in k[x] : f^r g \in J \text{ for some } r \in \mathbb{N} \}.
\end{align*}
\]  \hfill (12.1)

A basic formula involving ideal quotients is $(I : fg) = ((f : f) : g)$. A general method for computing Gröbner bases of the ideals in (12.1) from generators of $J$ can be found in Section 4.4 of (Cox, Little & O’Shea 1992). If $J$ is a homogeneous ideal and $f$ is one of the variables, say, $f = x_n$, then the algorithm of choice is furnished by the following lemma.

Lemma 12.1. Fix the graded reverse lexicographic term order induced by $x_1 > \cdots > x_n$, and let $G$ be the reduced Gröbner basis of a homogeneous ideal $J \subset k[x]$. Then the set

\[G' = \{ f \in G : x_n \text{ does not divide } f \} \cup \{ f/x_n : f \in G \text{ and } x_n \text{ divides } f \}\]

is a Gröbner basis of $(J : x_n)$. A Gröbner basis of $(J : x_n^\infty)$ is obtained by dividing each element $f \in G$ by the highest power of $x_n$ that divides $f$.

Proof: We will show that $G'$ is a Gröbner basis for $(J : x_n)$. The proof of the second assertion about $(J : x_n^\infty)$ is analogous. Let $g \in (J : x_n)$. Then $in(x_n \cdot g) = x_n \cdot in(g)$ is divisible by $in(f)$ for some $f \in G$. Our choice of term order guarantees that $x_n$
divides $f$ if and only if $x_n$ divides $in(f)$. If this is the case, then $f/x_n$ lies in $G'$ and $in(f/x_n)$ divides $in(g)$. If $x_n$ does not divide $f$, then $f$ lies in $G'$ and $in(f)$ divides $in(g)$. In either case $in(g)$ lies in the ideal generated by the initial terms of $G'$.

The term order used in Lemma 12.1 makes sense whenever the ideal $J$ is homogeneous with respect to some positive grading $deg(x_j) = d_j > 0$. By iterating the Gröbner basis computation $n$ times with respect to different reverse lexicographic term orders, that is, by applying Lemma 12.1 one variable at a time, one can compute the ideal quotient:

$$(J : (x_1 x_2 \cdots x_n)^\infty) = \{ \cdots (J : x_1^\infty) : x_2^\infty) \cdots : x_n^\infty \}. \quad (12.2)$$

This ideal consists of all polynomials $f \in k[x]$ such that $f \cdot m \in J$ for some monomial $m$.

In what follows we assume that $A = \{a_1, \ldots, a_r\}$ is a subset of $\mathbb{N}^d \setminus \{0\}$, so that the toric ideal $I_A$ is positively graded and has the Gröbner region $R_A^\circ$. Let $ker(A) \subset Z^n$ denote the integer kernel of the $d \times n$-matrix with column vectors $a_i$. With any subset $C$ of the lattice $ker(A)$ we associate a subideal of $I_A$: $$J_C = \{ \mathbf{x}^{\mathbf{u}^+} - \mathbf{x}^{\mathbf{u}^-} : \mathbf{v} \in C \}. \quad (12.3)$$

Clearly, this ideal is endowed with the same NA-grading as $I_A$.

**Lemma 12.2.** A subset $C$ spans the lattice $ker(A)$ if and only if $$(J_C : (x_1 \cdots x_n)^\infty) = I_A.$$  

**Proof.** It suffices to show this for a finite subset $C = \{v_1, \ldots, v_s\} \subset ker(A)$. For the only-if direction suppose that $u \in ker(A)$ can be written as $u = \sum_{i=1}^r \lambda_i v_i$ with $\lambda_i$ integers. This implies the following identity of rational functions:

$$\frac{x_1 u^+}{x_1 u^-} - 1 = \prod_{i=1}^r \left( \frac{x_1 v_i^+}{x_1 v_i^-} \right)^{\lambda_i} - 1.$$ 

By clearing denominators we get an identity in $k[x]$ which shows that a monomial multiple of $x_1 u^+ - x_1 u^-$ lies in $J_C$. For the converse suppose that $x_1 u^+ (x_1 u^+ - x_1 u^-)$ lies in $J_C$. By the proof of Theorem 5.3, we can connect the lattice points $a + u^+$ and $a + u^-$ by a sequence of moves from $C$. Hence the vector $u = u^+ - u^-$ is an integer linear combination of $C$.

The two lemmas stated give rise to the following algorithm.

**Algorithm 12.3.** (Computing a Gröbner basis of a toric ideal) 
1. Find any lattice basis $B$ for $ker(A)$.
2. (Optional) Replace $B$ by a lattice basis $B_{red}$ which is reduced in the sense of Lovász.
3. Let $J_0 := \{ x_1 u^+ - x_1 u^- : u \in B_{red} \}$.
4. For $i = 1, 2, \ldots, n$: Compute $J_i := (J_{i-1} : x_i^\infty)$ using Lemma 12.1, that is, by making $x_i$ the reverse lexicographically cheapest variable.
5. Compute the reduced Gröbner basis of $J_n = I_A$ for the desired term order.

A few comments are in place. The computation of a lattice basis for $ker(A)$ can be done using the Hermite normal form algorithm for integer matrices. For details see (Schröer 1986, §5.3). The reduced lattice basis $B_{red}$ in Step 2 consists of vectors with relatively small integer entries. An implementation of basis reduction is available in MAPLE under the command `lattice`. The underlying theory is explained in (Schröer 1986, §6.2).

Computational experience with Algorithm 12.3 using the system GRIN is reported in (Hosten & Sturmfels 1995). The subroutines called upon in Steps 1 and 2 are polynomial time algorithms. Their running time is negligible relative to the subsequent Gröbner basis computations in Steps 4 and 5. Step 4 involves a Gröbner basis computations. But these are relatively short and easy calculations, especially when compared with Algorithm 4.5.

We next present a different algorithm, due to Di Biase and Urbanke (1995), for computing a generating set of the toric ideal $I_A$. It is based on Lemma 12.4 and Proposition 12.5 below. In these two assertions we no longer assume that $I_A$ is positively graded.

**Lemma 12.4.** Let $C$ be a spanning set for the lattice $ker(A)$ such that one of the vectors $u \in C$ has all coordinates positive. Then the ideal $J_C$ is equal to the toric ideal $I_A$.

**Proof.** The binomial $x_1 u^+ - x_1 u^-$ lies in $J_C$. It shows that all variables $x_i$ are invertible modulo $J_C$. This is equivalent to $J_C = (J_C : (x_1 x_2 \cdots x_n)^\infty)$. Now apply Lemma 12.2.

Let $A_i$ denote the configuration $A$ with $a_i$ replaced by its negative $-a_i$. In what follows we use $x_1^{u^+}, x_1^{u^-}, x_1^{v^+}, x_1^{v^-}$ to denote monomials which do not contain the variable $x_1$. Then a binomial $x_1^{u^+} x_1^{u^-} - x_1^{v^+} x_1^{v^-}$ lies in $I_A$ if and only if $x_1^{u^+} x_1^{u^-} x_1^{v^+} x_1^{v^-}$ lies in $I_{A_i}$. Let $\prec$ be any term order on $k[x]$ which eliminates $x_1$, that is, all monomials containing $x_1$ are higher than those not containing $x_1$.

**Proposition 12.5.** Let $G_i = \{ x_1^{u^+} x_1^{u^-} : j = 1, 2, \ldots, m \}$ be a Gröbner basis for $I_{A_i}$ with respect to $\prec$. Then $G = \{ x_1^{u^+} x_1^{u^-} : j = 1, 2, \ldots, m \}$ is a generating set for $I_A$.

**Proof.** Let $x_1^{u^+} x_1^{u^-}$ be a binomial in $I_A$. Clearly, $I_A$ is generated by binomials of this form. Then $x_1^{u^+} x_1^{u^-}$ lies in $I_{A_i}$ and therefore reduces to zero modulo the Gröbner basis $G_i$. Let $f_1, \ldots, f_m$ be the polynomial coefficients picked up in this zero reduction:

$$x_1^{u^+} x_1^{u^-} = \sum_{j=1}^m f_j(x_1, \ldots, x_n) \cdot (x_1^{v^+} x_1^{v^-}). \quad (12.4)$$

The elimination property of the term order $\prec$ implies that the variable $x_i$ occurs with degree at most $r - r_j$ in $f_j$. (In particular, we have $f_j = 0$ whenever $r < r_j$.) Now replace $x_1$ by $1/x_1$ in (12.4) and thereafter multiply both sides by $x_1^{r_j}$. We obtain the identity

$$x_1^{u^+} x_1^{u^-} = \sum_{j=1}^m x_1^{r_j} f_j(x_1, \ldots, x_{n-1}, 1/x_1, x_{i+1}, \ldots, x_n) \cdot (x_1^{v^+} x_1^{v^-}).$$

This identity shows that the left hand side is a polynomial linear combination of the elements in $G$. We conclude that $I_A = (G)$, as desired.
Algorithm 12.6. (Computing a generating set of a toric ideal)
1. Choose a subset \( \{i_1, \ldots, i_r\} \) of \( \{1, \ldots, n\} \) such that the kernel of the matrix \( A_{i_1 \ldots i_r} := (\cdots (A_{i_1} A_{i_2} \cdots A_{i_r}) \cdots) \) contains a strictly positive vector.
2. Find a lattice basis \( B \) for \( \ker (A_{i_1 \ldots i_r}) \) which contains a strictly positive vector.
3. The ideal \( I_{A_{i_1 \ldots i_r}} \) is generated by \( \{x^{u^+} - x^{u^-} : u \in B\} \) (by Lemma 12.4).
4. Let \( \ell := r \).
5. While \( \ell > 1 \) do
   5.1. Choose a term order which eliminates the variable \( x_{i_{\ell}} \).
   5.2. Compute a Gröbner basis \( G_{i_1 \ldots i_{\ell-1}} \) for \( I_{A_{i_1 \ldots i_{\ell-1}}} \).
   5.3. Flip the variable \( x_{i_{\ell}} \) as in Proposition 12.5 to get generators for \( I_{A_{i_1 \ldots i_{\ell-1}}} \).
   5.4. Let \( \ell := \ell - 1 \).
6. Output the resulting generating set for \( I_A \).

The number of Gröbner basis computations in Step 5 is the cardinality of the set \( \{i_1, \ldots, i_r\} \). Therefore it would be best to use a smallest such "inversion set". The problem of how to find one is best studied in the context of oriented matroids (Björner et al. 1993). In Step 2 it is advantageous to use a reduced basis, just as in Algorithm 12.3.

Example 12.7. Let \( d = 4, n = 8 \) and consider the matrix

\[
A = \begin{pmatrix}
1 & 2 & 3 & 4 & 0 & 1 & 4 & 5 \\
2 & 3 & 4 & 1 & 1 & 4 & 5 & 0 \\
3 & 4 & 1 & 2 & 4 & 5 & 0 & 1 \\
4 & 1 & 2 & 3 & 5 & 0 & 1 & 4
\end{pmatrix}
\]

Each column of \( A \) has the same sum, namely 10. This implies that the toric ideal \( I_A \) is homogeneous in the usual grading. The reduced Gröbner basis of \( I_A \) with respect to the lexicographic term order given by \( x_1 > x_2 > x_3 > x_4 > x_5 > x_6 > x_7 > x_8 \) is

\[
G = \{ x_1^3 - x_2x_3x_5, x_1^2x_7 - x_3^2x_5, x_1x_5 - x_3x_7, x_1^2x_7 - x_3^2, x_3^2 - x_4x_6, \\
x_2^2x_3 - x_2^2x_4, x_2x_4 - x_6x_8, x_2x_5^2 - x_3^2, x_3^2 - x_5x_7, x_1^2 - x_6^2 \}.
\]

The first eight of these ten binomials are a minimal generating set of \( I_A \). From the initial terms in \( G \) we infer that the projective variety \( Y_A \subset P^7 \) is a threefold of degree 16. We compare the derivations of this Gröbner basis using Algorithms 4.5, 12.3 and 12.6.

- In Algorithm 4.5 we form the auxiliary ideal

\[
J = \langle x_1 - t_1^4, x_2 - t_1^3t_2^4, x_3 - t_1^2t_2t_3^4, x_4 - t_1t_2t_3t_4, \\
x_5 - t_1t_2^2t_3^2, x_6 - t_1t_2t_3t_4, x_7 - t_1t_2^2t_3^2, x_8 - t_1t_2^2t_3^2 \rangle.
\]

Let \( \prec \) be the purely lexicographic term order given by \( t_1 > t_2 > t_3 > t_4 > x_1 > \cdots > x_8 \). The reduced Gröbner basis \( G_J \) of \( J \) in this order has 207 elements, which is more than twenty times the cardinality of \( G = G_J \cap \bar{k}[x] \). If we choose a more clever block elimination order instead, then the reduced Gröbner basis of \( J \) has 200 elements.

- In steps 1 and 2 of Algorithm 12.3 we compute a reduced lattice basis for \( \ker (A) \):

\[
B_{red} = \text{rows of } \begin{pmatrix}
0 & 1 & 0 & 1 & 0 & -1 & 0 & -1 \\
0 & 1 & 0 & -3 & 0 & 0 & 0 & 2 \\
1 & 0 & 1 & 0 & -1 & 0 & -1 & 0 \\
2 & 0 & -2 & 0 & -1 & 0 & 1 & 0
\end{pmatrix}.
\]

In Step 3 we form the binomial ideal associated with \( B_{red} \):

\[
J_0 = \langle x_1x_4 - x_6x_8, x_2x_3^2 - x_3^3, x_1x_3 - x_5x_7, x_2^2x_7 - x_3^2x_5 \rangle.
\]

Entering the loop in Step 4, we first compute the reduced Gröbner basis for \( J_0 \) with respect to reverse lexicographic order given by \( x_1 < x_2 < \cdots < x_8 \). The result is

\[
G_0 = \{ x_6x_8 - x_3x_4, x_3^2 - x_2x_4, x_2x_5 - x_1x_3, x_1^2x_5 - x_2^2x_7, x_1x_4^2 - x_3^2x_7 \}.
\]

Dividing the last binomial in \( G_0 \) by \( x_1 \), we obtain five generators for \( J_1 = \langle J_0 : x_1 \rangle = \langle J_0 : x_1^2 \rangle \). Continuing with \( x_2 \) as the smallest variable, we find that \( x_2 \) is a non-zerodivisor already, i.e., \( J_2 = \langle J_1 : x_2 \rangle = J_1 \). In the third step we compute

\[
J_3 = \langle J_1 : x_3 \rangle = \langle J_1 : x_3^3 \rangle = \langle x_2x_3^3 - x_3^3, x_1x_7 - x_3^2x_5, x_6x_8 - x_2x_4, x_2x_7 - x_1x_3, \\
x_1^2x_5 - x_3^2, x_3^2 - x_5x_7, x_2^2x_4x_8 - x_1x_6, x_2^2x_7 - x_3^2x_6 \rangle.
\]

We remove the common factors \( x_4 \) and \( x_2^2 \) from the last two binomials to get a generating set for \( J_3 \). In the remaining four iterations of Step 4 we find that \( x_5, x_6, x_7 \) and \( x_8 \) are non-zerodivisors modulo \( J_3 \). This implies \( J_4 = I_A \). The reader may wish to compare (12.6) with the first eight binomials in (12.5). Step 5 of Algorithm 12.3 now transforms these eight binomials into the Gröbner basis (12.5).

- In Step 1 of Algorithm 12.6 we select the "inversion set" \( \{i_1, \ldots, i_r\} = \{5, 6, 7, 8\} \).

In Steps 2 and 3 we select a suitable lattice basis \( B \) for the kernel of \( A_{5678s} \), say:

\[
B = \text{rows of } \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & -3 & 0 & 0 & 0 & -2 \\
1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
2 & 0 & -2 & 0 & 1 & 0 & -1 & 0
\end{pmatrix},
\]

and we form the associated toric ideal:

\[
I_{A_{5678s}} = \langle x_1x_2x_3x_5x_6x_7x_8 - 1, x_1^2x_6^2 - x_2, x_1x_3x_5x_7 - 1, x_2^2x_5 - x_3^2x_7 \rangle.
\]

The loop in Step 5 has four iterations. In the first we compute the reduced Gröbner basis of \( I_{A_{5678s}} \) for the lexicographic order given by \( x_8 > x_7 > x_6 > x_5 > x_4 > x_3 > x_2 > x_1 \):

\[
G_{5678s} = \{ x_1x_3x_5x_7 - 1, x_2x_3x_4x_6 - 1, \\
x_1^2x_5 - x_3, x_1^2x_6 - x_4, x_2^2x_7 - x_3^2x_5, x_2^2x_8 - x_3^2x_6 \}.
\]
We switch the variable $x_8$ in $G_{078}$ to get generators for the next ideal:

$$I_{A_{07}} = \langle x_1 x_3 x_6 x_7 - 1, x_2 x_4 x_6 - x_8, x_1^2 x_3^2 - x_3 x_2^2 x_7 - x_1 x_3 x_5 x_7 - x_2^2 x_6 x_8 \rangle.$$ 

By two more lexicographic Gröbner bases computations, we find the next two ideals:

$$I_{A_{06}} = \langle x_1 x_3 x_6 - x_7, x_3^2 - x_2^2 x_7 x_2, x_2^2 x_6 - x_4, x_2 x_4 x_6 - x_8, x_2^2 x_6 x_8 - x_4, x_1^2 x_3^2 - x_3, x_1^2 x_2^2 - x_1 - x_2^2 \rangle$$

and

$$I_{A_{05}} = \langle x_2^3 - x_4 x_2^2, x_4 x_6 - x_8 x_6, x_2^2 x_8 - x_2 x_6, x_1^2 x_1^2 - x_3, x_1 x_3^2 - x_7, x_1^2 x_3 x_7 - x_3, x_2^2 x_5 - x_1^2, x_1 x_3^2 - x_1 x_2^2 \rangle.$$ 

The final output ideal $I_{A_{05}}$ is obtained from $I_{A_{05}}$ by switching the variable $x_5$. □

12. B. Truncated Gröbner bases

Our next topic is truncated Gröbner bases for toric ideals. This extends the familiar notion of truncated Gröbner bases for a homogeneous ideal $J \subset \mathbb{K}[x]$. We write $J_{\leq D} := \bigoplus_{d \leq D} J_d$ for the (finite-dimensional) vector space of all polynomials of degree at most $D$ in $J$. A subset $G$ of $J_{\leq D}$ is a $D$-Gröbner basis of $J$ with respect to a term order $\prec$ if $\langle m_{\prec}(J)_{\leq D} = \langle m_{\prec}(G)_{\leq D}$, Basic properties of $D$-Gröbner bases can be found in Section 10.2 of [Becker & Weispfenning 1993]. We assume that the reader knows how to compute them (for instance, with the command `deg` in MACAULAY).

Let $A \subset \mathbb{N}^d[\mathbb{C}]$ as before. Consider the $\mathbb{N}_A$-grading of $\mathbb{K}[x]$ via $\deg(x_i) = a_i$. There is a natural partial order $\leq$ on the semigroup $\mathbb{N}_A$, defined by $b \leq b'$ if and only if $b - b' \in \mathbb{N}_A$. A subset $\Omega$ of $\mathbb{N}_A$ is called an order ideal provided $b \in \mathbb{N}_A$ and $b \leq b'$ implies $b' \in \Omega$.

**Remark 12.8.** Let $\Omega$ be an order ideal in $\mathbb{N}_A$. Then the $k$-linear span of all monomials $x^u$ whose degree $\pi(u)$ does not lie in $\Omega$ is a monomial ideal in $\mathbb{K}[x]$.

Let $J$ be any ideal in $\mathbb{K}[x]$ which is $\mathbb{N}_A$-homogeneous, such as the toric ideal $I_{A}$, its initial ideals, or its binomial subideals of the form (12.3). We write $J_\Omega := \bigoplus_{\Omega \subset \mathbb{N}_A} J_\Omega$ for the vector space of all polynomials in $J$ whose degree lies in an order ideal $\Omega$.

**Proposition 12.9.** Let $\Omega, J, \prec$ as above. For a subset $G \subset J_\Omega$ the following are equivalent:

1. The vector spaces $\langle \langle J \rangle \rangle_{\Omega}$ and $\langle \langle G \rangle \rangle_{\Omega}$ coincide.
2. Every polynomial $f \in J_\Omega$ reduces to zero with respect to $G$.
3. Every polynomial $f \in J_\Omega$ has a unique normal form with respect to $G$.
4. There exists a Gröbner basis $G'$ of $J$ with respect to $\prec$ such that $G = G' \cap \langle J_\Omega \rangle$.

The proof is left to the reader. We say that $G$ is an $\Omega$-Gröbner basis for $J$ with respect to $\prec$ if the four equivalent conditions of Proposition 12.9 hold. The usual definition of reduced Gröbner bases extends to the $\Omega$-case. Starting from any generating set of $J$, we can compute the reduced $\Omega$-Gröbner basis using the truncated Buchberger algorithm, that is, by ignoring all $S$-pairs whose degree lies outside $\Omega$. This discussed in detail for $d = 1$ in [Becker & Weispfenning 1993, pages 473ff]. The general case $d > 1$ is analogous.

One new issue arising for $d > 1$ is how to test membership in $\Omega$. For instance, the membership test for a principal order ideal $\Omega = \{b \in \mathbb{N}_A : b \leq b\}$ can be as hard as solving a general integer program. In practical applications of truncated Gröbner bases it is therefore essential to select an order ideal $\Omega$ which admits an easy membership test. Here are two possibilities for good choices of order ideals:

- Choose integers $n_1, \ldots, n_d$ and set $\Omega = \{b_1, \ldots, b_d \in \mathbb{N}_A : b_i \leq n_i\}$.
- Arrange for the monomial ideal in Remark 12.8 to have few generators.

Truncated Gröbner bases for the toric ideal $I_A$ are of considerable interest for integer programming (cf. Chapter 5). In this application the selection of an order ideal $\Omega$ corresponds to imposing restrictions on the possible right hand side vectors. In complete analogy to Theorem 5.5, we obtain the following corollary to Proposition 12.9.

**Corollary 12.10.** Let $G \subset \ker(\pi)$ and $\prec$ any term order on $\mathbb{N}_A$. The directed graph $\pi^{-1}(b)_{\Omega, \prec}$ has a unique sink for every $b \in \mathbb{N}_A$ if and only if the set of binomials $\{x^u - x^{\pi} : v \in G\}$ is an $\Omega$-Gröbner basis for the toric ideal $I_A$ with respect to $\prec$.

A direct consequence of Corollary 12.10 is an algorithm for solving integer programs with fixed matrix, fixed cost function and bounded right hand side. In the formulation of Algorithm 5.6 simply replace $\mathbb{N}_A$ by $\mathbb{N}_A$ and “Gröbner basis” by “$\Omega$-Gröbner basis”.

**Example 12.7.** (continued) Consider the family of integer programs defined by the matrix $A$ and given lexicographic term order. Suppose we are interested only in right hand side vectors $b = (b_1, b_2, b_3, b_4)$ which satisfy $b_1 \leq 8$ and $b_2 \leq 8$. This condition defines an order ideal $\Omega$ in $\mathbb{N}_A$. The reduced $\Omega$-Gröbner basis equals $\{x_1^2 - x_2 x_3, x_1^2 x_2 - x_1 x_2 x_3, x_1 x_2^2 - x_1 x_2 x_3, x_2^2 x_3 - x_2 x_3 x_4\}$. Indeed, the degrees of these three binomials are $(3, 6, 9, 12), (4, 6, 4), 6$ and the degrees of the other seven binomials in (12.5) lie outside of $\Omega$.

There are two noteworthy facts about $\Omega$-Gröbner basis for the Lawrence matrix $\Lambda(A) = \begin{pmatrix} A & 0 \\ 1 & 1 \end{pmatrix}$ considered in (7.1). First, a truncated version of Algorithm 7.2 computes a universal $\Omega$-Gröbner basis of $I_A$. By this we mean a finite subset of $I_A$ which is an $\Omega$-Gröbner basis simultaneously for all term orders. Secondly, one often encounters integer programs whose solutions $u$ are required to be vectors in $\{0, 1\}^n$. This condition can be coded into an order ideal $\Omega$ in the semigroup $\mathbb{N}_A \subset \mathbb{N}^{n+d}$. Namely, take

$$\Omega := \{ (b_1, \ldots, b_n, v_1, \ldots, v_n) \in \mathbb{N}_A(A) : 0 \leq v_1, \ldots, v_n \leq 1 \} \quad (12.7)$$

Then the universal $\Omega$-Gröbner basis provides a test set for all integer programs of the form

Minimize $c \cdot u$ subject to $A \cdot u = b, u \in \{0, 1\}^n$.

**Example 12.11.** (Primitive partition identities with distinct parts) Let $d = 1, A = \{1, 2, \ldots, n\}$ and $\Omega$ as in (12.7). Using Observation 6.3 and Proposition 12.9, we see that a universal $\Omega$-Gröbner basis for $I_{A_1(A)}$ is given by all primitive partition identities with distinct parts. Table 6.1 shows that there are seven of these
where the j-th differential $\wedge_{j+1} k[A]^n \rightarrow \wedge_j k[A]^n$ is given by the formula

$$
e_i \wedge e_{i_1} \wedge \ldots \wedge e_{i_j} \mapsto \sum_{s=0}^j (-1)^s \cdot e_{i_0} \wedge \ldots \wedge \tilde{e}_{i_s} \wedge \ldots \wedge e_{i_j}.$$

The restriction of the Koszul complex (12.10) to its degree b component is the following complex of finite-dimensional k-vector spaces

$$
\cdots \rightarrow \bigoplus_{i < j < l} k[A]_{b-n_i-n_j-n_l} \rightarrow \bigoplus_{i < j} k[A]_{b-n_i-n_j} \rightarrow \bigoplus_{i=1}^n k[A]_{b-n_i} \rightarrow k[A]_b \rightarrow 0.
$$

(12.12)

It follows directly from the definition (12.9) that for any subset $F$ of \{1, 2, ..., n\},

$$k[A]_{b-\sum_{i \in F} n_i} = \begin{cases} k & \text{if } F \text{ is a face of } \Delta_b, \\ 0 & \text{otherwise.} \end{cases}$$

Hence we can identify the j-th term in the complex (12.12) with the k-span of the oriented j-dimensional faces of $\Delta_b$. The restriction of the differential (12.11) to degree b is the usual boundary operator of simplicial topology. Therefore (12.12) is the augmented oriented chain complex of $\Delta_b$ and its j-th reduced homology group equals $H_j(\Delta_b; k)$. This completes the proof. \(\blacksquare\)

**Corollary 12.13.** The toric ideal $I_A$ has a minimal generator in degree b if and only if the simplicial complex $\Delta_b$ is disconnected.

**Example 12.7.** (continued)

The computation of the minimal free resolution (12.8) in MACAULAY looks like this:

```
% ring 8 [x[1]-x[8] r
% res i j
% 1 2 3 ... 4 5 ... 6 ... 7 ... 8 ... 9 ... 10 ...
% computation complete after degree 10
% betti j
% total: 1 8 24 34 24 8 1
```

This table gives the Betti numbers of $k[A]$ in the usual total degree grading. We write $\beta^j_0 := \sum_{|b|=10d} \beta_b^j$. In the second column we find $\beta^2_0 = 2$ and $\beta^3_0 = 6$. This
means that \( I_4 \) has eight minimal generators, 2 quadrics and 6 cubics. The higher Betti numbers are
\[
\beta_1^0 = 9, \quad \beta_2^0 = 6, \quad \beta_3^0 = 9, \quad \beta_4^0 = 2, \quad \beta_5^0 = 24, \quad \beta_6^0 = 2, \quad \beta_7^0 = 22, \quad \beta_8^0 = 8, \quad \beta_9^0 = 1.
\]

We now illustrate Theorem 12.12 by deriving the highest non-vanishing Betti number \( \beta_5^0 \). More precisely, we shall prove that
\[
\beta_5^0 = \dim H_5(\Delta_b; k) = 1 \text{ for } b = (25, 25, 25).
\]

Using Algorithm 5.7, we easily enumerate the fiber of that multi-degree:
\[
\pi^{-1}(b) = \{ (00222211), (01232110), (02202112), (03212011), (10321201), (13311001), (12301102), (13311001), (20212122), (21031120), (22001122), (20011021), (30120211), (31130110), (32110012), (33110011) \}.
\]

The simplicial complex \( \Delta_b = \{ 345678, 234567, 235678, \ldots, 123478 \} \) is a triangulation of the 5-dimensional sphere. In fact, \( \Delta_b \) equals the boundary complex of the cyclic 6-polytope with 8 vertices; see (Ziegler 1995, Theorem 0.7) where this polytope is denoted \( C_9(8) \). To identify \( \Delta_b \) with \( \partial C_9(8) \), either check that the minimal non-faces of \( \Delta_b \) are precisely \( \{ 1, 3, 5, 7 \} \) and \( \{ 2, 4, 6, 8 \} \), or verify Gale's evenness condition [21] for the supports of the 16 vectors in \( \pi^{-1}(b) \). Since \( \Delta_b \) is a 5-sphere, the group \( H_5(\Delta_b; k) \) is \( k^1 \).

12. D. Localization in integer programming

Linear programs are generally much easier to solve than integer programs. Indeed, linear programs can be solved in polynomial time, whereas there is very little hope (unless \( P = NP \)) that general integer programs can be solved in polynomial time. Practical experience confirms these complexity results. Therefore, when analyzing the families of integer programs in Section 5, it makes sense to assume that the solution to the linear relaxation (8.4) is already known. In fact, taking the conjunction over all right hand sides \( b \), we may even assume that the regular triangulation \( \Delta \) is given to us explicitly, along with the matrix \( A \) and the term order \( \prec = \prec_\Delta \). We shall discuss algebraic techniques for speeding up Algorithm 5.6 which are based on this assumption.

We write \( M := \text{in}_\prec(\text{I}_A) \) for the corresponding initial ideal. It is spanned by all (monomials \( x^u \) representing) non-optimal \( u \in \mathbb{N}^n \) with respect to \( \prec \). We are interested in the primary decomposition of \( M \). We assume that the reader knows how to compute the associated primes of a monomial ideal; see e.g. (Eisenbud 1995, p. 111). By Theorem 8.3 and Corollary 8.4, the minimal primes of \( M \) are in bijection with the maximal faces of \( \Delta_\prec \), while the embedded primes correspond to certain lower-dimensional faces of \( \Delta_\prec \).

Let \( x^u \notin M \) be a standard monomial. A subset \( X \) of the variable set \( \{ x_1, \ldots, x_n \} \) (or, equivalently, a subset of \( A \)) is said to be compatible with \( x^u \) if every monomial in the vector space \( x^u \cdot k[X] \) is standard. If \( X \) is compatible with \( x^u \) and has maximal cardinality with this property, then we say that \( X \) is associated with \( x^u \).

**Lemma 12.14.**

(a) If \( X \) is compatible with a standard monomial \( x^u \), then the set \( X \) is a simplex in \( \Delta_\prec \).

(b) If \( X \) is associated with a standard monomial \( x^u \), then \( P_X := \langle \{ x_1, \ldots, x_n \} \rangle \) is an associated prime ideal of \( M \).

**Proof:** The compatibility condition is equivalent to
\[
x^u \cdot k[X] \cap M = \{0\} \iff (M : x^u) \subseteq P_X.
\]

If this holds, then there exists a superset \( X' \supseteq X \) such that \( P_{X'} \) is a minimal prime of \( (M : x^u) \). This implies that \( P_X \) is an associated prime of \( M \). Hence \( X' \) is a simplex in \( \Delta_\prec \), and so is its subset \( X \). If \( X \) is associated with \( x^u \), then \( X \) is maximal with the property (12.13). In this case \( X = X' \) and hence \( P_X \) is an associated prime of \( M \).

Our principal goal is to solve the integer programming problem:

Find the \( \prec \)-minimal vector \( u \in \mathbb{N}^n \) subject to \( A \cdot u = b \). (12.14)

A subset of variables \( X \) is compatible (resp. associated) with the right hand side \( b \) if \( X \) is compatible (resp. associated) with \( x^u \), where \( u \) is the optimal solution to (12.14). We abbreviate \( X' := \{ x_1, \ldots, x_n \} \) \( X \) and consider the localized polynomial ring \( k(X)[X'] \). By restricting to monomials in \( X' \) alone, \( \prec \) defines a term order on \( k(X)[X'] \). Let \( G_X \) be the reduced Gröbner basis with respect to \( \prec \) of the image of the toric ideal \( I_A \) in \( k(X)[X'] \).

**Theorem 12.15.** Let \( u \) be any vector in \( \mathbb{N}^n \) satisfying \( A \cdot u = b \), and let \( X \) be any simplex in the triangulation \( \Delta_\prec \). Then the following three statements are equivalent:

(a) The simplex \( X \) is compatible to \( b \).

(b) The normal form of \( x^u \) with respect to \( G_X \) is a monomial in \( k[x_1, \ldots, x_n] \).

(c) The normal form of \( x^u \) with respect to \( G_X \) is the optimal solution to (12.14).

**Proof:** Let \( u \) be the optimal solution of (12.14), and let \( \Pi X \) denote the product of all variables in \( X \). The localized initial ideal equals
\[
(\text{in}_\prec(G_X)) = (M : (\Pi X)^\infty).
\]

Statement (c) holds if and only if \( x^u \) does not lie in (12.15) if and only if (12.13) holds if and only if (a) holds. Clearly (c) implies (b). Suppose that (b) holds, and let \( x^w \) be the normal form of \( x^u \) with respect to \( G_X \). Then \( x^w \preceq x^u \preceq x^w \). Since \( x^w \in k[x_1, \ldots, x_n] \), we have \( x^w - x^u \in I_A \). These two facts imply \( x^w = x^u \), which means that (c) holds.

The utility of this theorem lies in the fact that \( G_X \) is often easier to compute than \( G = G_\Delta \), the Gröbner basis of \( I_A \) in \( k[x_1, \ldots, x_n] \). Computing \( G_X \) is most efficient when \( X \) is a maximal simplex \( \Delta_\prec \), because in this case \( (G_X) = I_A \cdot k(X)[X'] \) is a zero-dimensional ideal. This heuristic shortcut to solving (12.14) applies to almost all right hand sides \( b \).
Proposition 12.16. Suppose that $I_A$ is positively graded. As the degree increases, the fraction of right hand sides $b$ which are compatible to maximal simplices of $\Delta_\prec$ tends to 1.

Proof: We identity the right hand sides $b \in \mathbb{N}A$ with the standard monomials $x^\mu \not\in M$. Their number in degree $r$ equals the value of the Hilbert function $H_{\mathbb{N}A}(r)$. Let $T$ denote the intersection of all top-dimensional primary components of $M$ (i.e., primary components whose radical is a minimal prime of $M$). We have $M \subseteq T$. A monomial $x^\mu$ lies in $T \setminus M$ if and only if no minimal prime of $M$ is associated to $(M : x^\mu)$. This means that no maximal simplex of $\Delta_\prec$ is compatible with $x^\mu$. We conclude that the fraction of right hand sides $b$ compatible to maximal simplices in degree $r$ equals $H_T(r)/H_M(r)$. Since $M$ and $T$ are ideals of the same dimension and degree, we have $\lim_{r \to \infty} H_T(r)/H_M(r) = 1$.

Example 12.7. (continued)

The initial terms in (12.5) generate the monomial ideal

$$ M = \langle x_1^2, x_2^2, x_3, x_1x_2, x_2^2, x_3^2, x_2x_3, x_1x_2x_3, x_1^2, x_1x_2x_3, x_1^3, x_1^2x_2 \rangle, $$

which primary decomposition consists of the four ideals

$$ Q_1 = \langle x_1, x_2, x_3, x_4 \rangle, \quad Q_2 = \langle x_1^2, x_1x_2, x_2^2, x_3, x_1^2, x_2^2 \rangle, $$

$$ Q_3 = \langle x_1, x_2, x_3, x_4 \rangle, \quad Q_4 = \langle x_1^2, x_1x_2, x_2^2, x_3, x_2^2, x_4 \rangle, $$

whose primary decomposition consists of the four ideals

$$ Q_1 = \langle x_1, x_2, x_3, x_4 \rangle, \quad Q_2 = \langle x_1^2, x_1x_2, x_2^2, x_3, x_1^2, x_2^2 \rangle, $$

$$ Q_3 = \langle x_1, x_2, x_3, x_4 \rangle, \quad Q_4 = \langle x_1^2, x_1x_2, x_2^2, x_3, x_2^2, x_4 \rangle. $$

The associated primes $P_i = \text{Rad}(Q_i)$ are

$$ P_1 = \langle x_1, x_2, x_3, x_4 \rangle, \quad P_2 = P_1 + \langle x_7 \rangle, \quad P_3 = P_1 + \langle x_8 \rangle, \quad P_4 = P_1 + \langle x_7, x_8 \rangle. $$

There is only one minimal prime $P_1 = \text{Rad}(M)$. Hence $T = Q_1$ and $\Delta_\prec = \{ x_5, x_6, x_7 \}$. The fact that the triangulation $\Delta_\prec$ has only one maximal simplex means that the linear program (8.4) is trivial to solve: for each $b \in \text{pos}(A)$, the LP-optimum is the unique vector $v = (0, 0, 0, 0, 0, 0, 0, 0) \in \mathbb{R}^8$ satisfying $Av = b$.

Suppose we wish to solve the integer program (12.14) for a given feasible solution but the Gröbner basis $G_X$ in (12.5) is not yet known or too hard to compute. The heuristic suggested by Proposition 12.16 is to use instead the local Gröbner basis $G_X$ for $X = \{ x_5, x_6, x_7, x_8 \}$. Applying a variant of Algorithm 12.3 in $k(X)[x_1, x_2, x_3, x_4]$, we find

$$ G_X = \{ x_5 - x_2^2x_7^2, x_6 - x_3^2x_8^2, x_7^2 - x_5x_4^2, x_1^4 - x_7x_8 \}. $$

Note that $T = Q_1 = (\text{in}_{\prec}(G_X)) = \langle x_1^2x_6x_7, x_1^3x_6x_7 \rangle$.

We consider two given feasible solutions of degree $r = 1000$:

$$ v^{(1)} = (2, 76, 1, 11, 231, 372, 1, 206) \quad \text{and} \quad v^{(2)} = (2, 76, 1, 11, 231, 372, 0, 207). $$

The normal form of $x^\mu$ with respect to $G_X$ is found to be $x^\mu$ where

$$ u^{(1)} = (0, 0, 3, 3, 232, 431, 0) \quad \text{and} \quad u^{(2)} = (0, 0, 3, 3, 232, 431, 0, 1). $$

In the first case our heuristic succeeded in solving (12.14): the monomial $x^\mu$ is the normal form of $x^\mu$ with respect to the “unknown” Gröbner basis $G$, by Theorem 12.15. In the second case it was unsuccessful. The rate of success of this heuristic equals

$$ \frac{H_T(r)}{H_M(r)} = \frac{8/3r^3 - 8r^2 + 76/3r - 20}{8/3r^3 + 4r^2 - 17/3r + 7} \quad \text{in degree } r \geq 3. $$

The probability of hitting a bad fiber in degree 1000 is $1 - \frac{8r(1000)}{H_M(1000)} = 0.00448 \cdots$.

Returning to our general discussion, consider the unlucky event that the localization heuristic fails. Then the negative exponents in the normal form $x^\mu \cdot x_5 \cdot x_6 \cdot x_7 \cdots$ modulo $G_X$ suggest the following next step: Replace $X$ by the subcomplex $X \setminus \{ x_j : j < 0 \}$ and redo the local Gröbner basis computation and reduction. For instance, replacing $X = \{ 5, 6, 7, 8 \}$ by $X = \{ 5, 6, 8 \}$ for $v^{(2)}$ in the above example yields the correct solution $(1, 0, 0, 3, 232, 431, 1, 232)$. The trade off is that $G_{\text{local}}$ has cardinality seven.

The efficiency of the heuristic is improved by working in $k[X]^r$ instead of $k[X][X]^r$. Indeed, consider the map $\rho : k[X][X]^r \to k[X]^r$ which sends each variable $x_j \in X$ to the constant 1. Since $X$ is a simplex in $\Delta_\prec$, it follows that the restriction of $\rho$ to the set of irreducible binomials in $I_A \cdot k[X][X]^r$ is injective. Moreover, the inverse map is easy to compute by homogenization. This means in practise that one computes the Gröbner basis $G_X := \rho(G_X)$ instead of $G_X$.

Exercises:

(1) Show that the Gröbner basis $G'$ in Lemma 12.1 need not be reduced, even if $G$ is reduced.

(2) Prove Proposition 12.9.

(3) Consider the following vertex set of a planar pentagon,

$$ A = \begin{pmatrix}
0 & 6 & 11 & 4 & 2 \\
0 & 1 & 5 & 9 & 5 \\
1 & 1 & 1 & 1 & 1
\end{pmatrix}, $$

and let $<$ be the lexicographic order given by $x_1 < x_2 < x_3 < x_4 < x_5$.

(a) Compute the reduced Gröbner basis for $I_A$ using both Algorithms 12.3 and 12.6.

(b) Compute a primary decomposition of $\text{in}_{\prec}(I_A)$.

(c) The maximal faces of the regular triangulation $\Delta_\prec$ are the three triangles $123, 134$ and $145$. Compute the corresponding local Gröbner bases $G_{123}$, $G_{134}$ and $G_{145}$.

(d) Find a right hand side vector $b = (b_1, b_2, b_3)$ with $b_3 = 1000$ such that the local heuristic fails simultaneously for all three triangles in $\Delta_\prec$.

(e) What is the probability for the unlucky event in (d) to happen if $b$ is chosen at random from the uniform distribution on $1000 \cdot A$?

(4) Compute the minimal free resolution (12.8) of $I_A$ for the matrix $A$ in the previous exercise. Verify Theorem 12.12 for the minimal generators and the second syzygies.

(5) Characterize integer programs with the property that $\text{in}_{\prec}(I_A)$ has no embedded components.
(6) Explain how truncated Gröbner bases can be used to solve integer programming problems of the form

\[
\text{Minimize } c \cdot u \text{ subject to } A \cdot u = b, \ u \in \{0,1,\ldots,r\}^n. 
\]

Notes:
Algorithm 12.6 is due to Di Biase and Urbanke (1995). Both Algorithm 12.3 and 12.6 are implemented in Hosten’s program GRIN (“Gröbner bases for Integer Programming”). An experimental discussion and comparison to existing integer programming software (CPLEX) is given in (Hosten & Sturmfels 1995). GRIN is available via anonymous ftp from ftp.orie.cornell.edu. Truncated Gröbner bases for integer programming have been introduced by Thomas and Weismantel (1995). In this work the combinatorial algorithms of (Urbanik, Weismantel & Ziegler 1994) are extended and placed in an algebraic setting. The characterization of Koszul homology of toric ideals (Theorem 12.12) appears for \( d \leq 1 \) in (Campillo & Marijana 1991) and for general \( d \) in (Campillo & Pison 1993). The passage to the local Gröbner bases \( \mathcal{G}_X \) in Theorem 12.15 is equivalent to the relaxation to the group problem in integer programming as presented on page 364 in (Schröder 1986). This equivalence was suggested in Section 6 of (Sturmfels, Weismantel & Ziegler 1995).

CHAPTER 13

Toric Varieties in Algebraic Geometry

The theory of toric varieties plays an important role at the crossroads of geometry, algebra and combinatorics. It provides a fertile testing ground for general theories in algebraic geometry (and in symplectic geometry, and in topology, and ...). It is the objective of this chapter to establish a connection to toric varieties as they are defined and used by algebraic geometers. We shall assume that the reader is familiar with the books of Fulton (1993) and Oda (1988). Notation and results from these books will be used.

Starting with Chapter 4 we have chosen the name “toric variety” for the zero set of any toric ideal \( I_X \). In other words, we defined a toric variety to be an affine or projective variety which is parametrized by a set \( A \) of monomials. This nomenclature disagrees with the standard definition used in algebraic geometry, which goes as follows: a toric variety is a normal variety \( X \) that contains an algebraic torus \( T \simeq \mathbb{K}^\times \) as a dense open subset, together with an action \( T \times X \to X \) of \( T \) on \( X \) that extends the natural action of \( T \) on itself. (In this chapter we shall make the simplifying assumption that \( k \) is an algebraically closed field of characteristic zero.) The crucial requirement here is that \( X \) is normal. In the following we shall prepend this adjective for the sake of utmost clarity.

Let \( X \) be a normal toric variety which is either affine or projective, and suppose further that \( X \) is endowed with an explicit embedding into affine or projective space. Then \( X \) is defined by a toric ideal \( I_A \), where \( A \) belongs to a special class of vector configurations. Our first goal is to identify these configurations.

We fix a lattice \( N \simeq \mathbb{Z}^d \) and its dual lattice \( M = N^\vee \). Let \( \sigma \) denote a strongly convex (rational polyhedral) cone in the corresponding vector space \( N \simeq \mathbb{Q}^d \). Its polar dual

\[
\sigma^\vee := \{ u \in M : u \cdot v \geq 0 \text{ for all } v \in \sigma \}. 
\]

is a \( d \)-dimensional cone in the dual vector space. The associated semigroup

\[
S_\sigma := \sigma^\vee \cap M = \{ u \in M : u \cdot v \geq 0 \text{ for all } v \in \sigma \}
\]

is finitely generated, and hence so is the semigroup algebra \( k[S_\sigma] \). Its spectrum \( X_\sigma := \text{Spec}(k[S_\sigma]) \) is a normal affine toric variety. Conversely, every normal affine toric variety is isomorphic to \( X_\sigma \) for some cone \( \sigma \); see (Oda 1988, Theorem 1.5).

**Lemma 13.1.** The cone \( \sigma \) is \( d \)-dimensional if and only if its dual \( \sigma^\vee \) is strongly convex. In this case the semigroup \( S_\sigma \) has a unique minimal finite generating set \( A \subset M \simeq \mathbb{Z}^d \).

**Proof:** The cone \( \sigma^\vee \) is strongly convex if and only if its lineality space \( \sigma^\vee \cap (-\sigma^\vee) = \sigma^\perp \) equals \( \{0\} \) if and only if \( \sigma \) is \( d \)-dimensional. The hypothesis \( S_\sigma \cap (-S_\sigma) = \{0\} \)
implies that we can define a partial order on \( S_n \setminus \{0\} \) by \( u \leq v :\iff v - u \in S_n \).
Let \( A \) be the set of minimal elements in this partial order. Clearly, the set \( A \) minimally generates \( S_n \), and it is unique with this property. To show that \( A \) is finite, we need the fact that \( \sigma^N \) is a rational cone. Let \( a_1, \ldots, a_n \) be the first non-zero lattice points on the extreme rays of \( \sigma^N \). Then \( A \) is contained in the zonotope (sum of line segments) \( \sum_{i=1}^n [0, a_i] \). This sum being a bounded set, it contains only finitely many lattice points.

The unique minimal generating set \( A \) of a strongly convex semigroup \( S_n \) is called the Hilbert basis. Here is an algorithm using Gröbner bases for computing Hilbert bases.

### Algorithm 13.2. (Computing the Hilbert basis for an affine toric variety)

**Input:** A spanning set for a \( d \)-dimensional convex polyhedral cone \( \sigma \) in \( N \simeq \mathbb{Z}^d \).

**Output:** The Hilbert basis \( A \) of the semigroup \( S_n \subset M = \mathbb{N}^N \).

1. Identify both \( N \) and \( M \) with \( \mathbb{Z}^d \).
2. Replace the given generators of the cone \( \sigma \) by a new generating set \( \{v_1, \ldots, v_d, v_{d+1}, \ldots, v_m\} \) consisting only of lattice points and such that \( \{v_1, \ldots, v_d\} \) is a lattice basis of \( \mathbb{Z}^d \). Let \( V \) denote the \( m \times d \)-matrix whose rows are the vectors \( v_1, \ldots, v_m \).
3. The image of \( V \) in \( \mathbb{Z}^N \) is a saturated sublattice, i.e., \( \mathbb{Z}^m/\text{im} \mathcal{G}(V) \) is free abelian. Compute an \( (m - d) \times m \)-integer matrix \( B \) whose kernel equals \( \text{im} \mathcal{G}(V) \).
4. Compute the Graver basis \( \mathcal{G}_B \subset \mathbb{Z}^m \) of the matrix \( B \) using Algorithm 7.2.
5. For each non-negative vector \( s = (s_1, \ldots, s_m) \) in the Graver basis \( \mathcal{G}_B \) determine and output the unique vector \( u \in \mathbb{Z}^d \) such that \( u \cdot v_i = s_i \) for \( i = 1, \ldots, d \).

**Discussion and proof of correctness:** Since \( \sigma \) is a rational cone, it is generated by lattice vectors, and since \( \sigma \) is \( d \)-dimensional, we can augment any such generating set by a lattice basis. The computations in steps 1 and 2 involve standard integer linear algebra. They can be performed using the Hermite normal form algorithm (see e.g., (Schrijver 1986)).

We replace the semigroup \( S_n \simeq \{u \in \mathbb{Z}^d : u \cdot v_i \geq 0 \text{ for } i = 1, \ldots, m\} \) by its image under the monomorphism \( V \), which equals
\[
\mathbb{N}^m \cap \text{im} \mathcal{G}(V) = \mathbb{N}^m \cap \text{ker} \mathcal{G}(B). \tag{13.1}
\]

The Hilbert basis of the semigroup (13.1) consists of those elements which are minimal in the componentwise partial order on \( \mathbb{N}^m \). These are precisely the non-negative vectors in the Graver basis \( \mathcal{G}_B \) of \( B \). Here the Graver basis is thought of as a set of vectors in \( \mathbb{Z}^m \) rather than binomials in \( \mathbb{k}[x] \). The vector \( u \) computed in Step 4 is the unique preimage under \( V \) of \( s \) in \( S_n \). These vectors constitute the Hilbert basis of \( S_n \).

### Example 13.3.
Let \( \sigma \) be the cone spanned by \((3,1)\) and \((1,2)\) in the plane \( \mathbb{Q}^2 \). We shall compute the Hilbert basis \( A \) of \( S_n \) using Algorithm 13.2. Since the two given generators do not span the lattice \( \mathbb{Z}^2 \), in Step 1 we throw in the vector \((1,1) = \frac{1}{3} \cdot (3,1) + \frac{2}{3} \cdot (1,2) \in \sigma \). Now \( \{(1,2), (1,1)\} \) is a basis of \( \mathbb{Z}^2 \). The two matrices constructed in Steps 1 and 2 are
\[
V = \begin{pmatrix} 1 & 2 \\ 1 & 1 \\ 3 & 1 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 2 & -5 & 1 \end{pmatrix}.
\]

In Step 3 we compute the Graver basis of \( \mathcal{G}_B \). In vector notation this Graver basis equals
\[
\mathcal{G}_B = \{(5,2,0), (2,1,1), (1,1,3), (0,1,5), (1,0,-2), (3,1,-1)\}.
\]

In Step 4 we compute the preimages under \( V \) of the four non-negative vectors in \( \mathcal{G}_B \). This is easily done by inverting (over \( \mathbb{Z} \)) the \( 2 \times 2 \)-submatrix consisting of the first two rows of \( V \). The set of four preimages equals the desired Hilbert basis:
\[
A = \{(-1,3), (0,1), (1,0), (2,-1)\}.
\]

The normal toric variety \( X_\sigma \) is the spectrum of the toric algebra \( k[S_n] = k[A] = k[x]/I_A \). We conclude that \( X_\sigma \) is embedded in affine 4-space as the zero set of the toric ideal
\[
I_A = (x_2x_4 - x_3^2, x_1x_4 - x_2^2x_3, x_1x_3 - x_2^2).
\]

**Figure 13.1.** The fan in Example 13.3.

In the previous chapters we wrote \( X_A \) for the zero set in \( \mathbb{k}^n \) of any toric ideal \( I_A \), and we called \( X_A \) an affine toric variety. This terminology is well-justified since \( X_A \) contains an algebraic torus \( T \) as a dense open subset, together with an action \( T \times X_A \to X_A \) of \( T \) on \( X_A \) that extends the algebraic action of \( T \) on itself. All that is lacking is the extra requirement of normality. Here is an easy way to visualize the dense torus in \( X_A \).

**Lemma 13.4.** Suppose \( \dim(A) = d \). Then the set \( X_A \cap (k^*)^n \) is an algebraic group under coordinatewise multiplication isomorphic to the \( d \)-dimensional torus \( T = (k^*)^d \).

**Proof:** For any \( n \)-element subset \( A \) of \( \mathbb{Z}^d \), the map
\[
(k^*)^d \to X_A \cap (k^*)^n, \quad (t_1, \ldots, t_d) \mapsto (t_1^n, \ldots, t_d^n)
\]
is an epimorphism of algebraic groups. The additional requirement \( \dim(A) = d \) guarantees that this map has a regular inverse.
The issue of normality is summarized in our next proposition.

**Proposition 13.5.** For a finite subset \(A\) of \(\mathbb{Z}^d\) the following are equivalent:

1. The affine toric variety \(X_A\) is normal.
2. The affine toric variety \(X_A\) is isomorphic to \(X_\sigma\) for some rational cone \(\sigma\) in \(\mathbb{Q}^d\).
3. The integral domain \(k[A] = k[x]/I_A\) is integrally closed (in its field of fractions).
4. The semigroup \(NA\) is normal, i.e., \(NA = ZA \cap \text{pos}(A)\).

**Proof:** The conditions (1) and (3) are equivalent by definition of “normality”. The implications “(2) \Rightarrow (4)“ and “(3) \Rightarrow (4)“ are obvious. Suppose that (4) holds. To prove (2) we choose an isomorphism between \(ZA\) and \(Z^d\) and we replace \(A\) by its image under this isomorphism. Let \(\tau = \text{pos}(A)\) be the cone generated by this set in \(\mathbb{Q}^d\). Its polar dual \(\sigma = \tau^\circ\) is a rational cone in \(\mathbb{Q}^d\) as well. We have \(\sigma^\circ = \tau^\circ = \tau\) and \(\sigma = Z^\tau \cap \tau = ZA \cap \text{pos}(A) = NA\). Therefore \(X_\sigma\) is isomorphic to \(X_A\). For the remaining implication “(4) \Rightarrow (3)“ we refer to the proposition on pages 29-30 of (Fulton 1993).

**Corollary 13.6.** For any finite subset \(A\) of \(\mathbb{Z}^d\), the normalization of the affine toric variety \(X_A\) is the normal toric variety \(X_\sigma\) where \(M = \mathbb{Z}A, \ N = M^\vee, \ \text{and} \ \sigma = \text{pos}(A)^\circ\).

Let \(\sigma\) and \(A\) be as in Lemma 13.1. Then \(X_\sigma = X_A\) is smooth if and only if \(A\) is a lattice basis of \(\mathbb{Z}^d\) if and only if \(I_A = \{0\}\). In all other cases the given normal affine toric variety has a singularity at the origin \(0\). An important invariant of a singular point on a variety \(X\) is its tangent cone. According to (Shafarevich 1977, Section 11.3.5), the tangent cone is defined by the initial forms of lowest total degree of all defining equations of \(X\). We paraphrase this for the toric case using initial ideals.

**Remark 13.7.** Let \(X_A = X_\sigma\) be a normal affine toric variety as in Lemma 13.1. The defining ideal of the tangent cone at the origin \(0 \in X_A\) is \(in_\text{e}(I_A)\), where \(\text{e} = (1,1,\ldots,1)\).

Note that \(S_\sigma = NA\) is a strongly convex semigroup, so that the Gröbner region of \(I_A\) equals all of \(\mathbb{R}^{\text{e}}\). Hence the negative vector \(-\text{e}\) does determine a partial term order for \(I_A\). Using the identifications of Theorems 8.3 and 10.10, the underlying reduced scheme of the tangent cone equals the coherent polyhedral subdivision \(\Delta_{\sigma}\) of \(A\). For instance, consider Example 13.3: the three binomials in (13.2) are the reduced Gröbner basis for any term order refining \(-\text{e} = (-1,-1,-1,-1)\). The tangent cone of this 2-dimensional toric singularity happens to be a reduced scheme. It is defined by the Stanley ideal

\[
in_{(-1,-1,-1,-1)}(I_A) = \langle x_1x_3, x_1x_4, x_2^2 - x_2x_4 \rangle = \langle x_1, x_2^2 - x_2x_4 \rangle \cap \langle x_3, x_4 \rangle.
\]

The corresponding polyhedral subdivision of \(A\) is

\[
\Delta_{(-1,-1,-1,-1)} = \{\{2,3,4\}, \{1,2\}\}.
\]

We now turn our attention to normal projective toric varieties. Following (Fulton 1993) and (Oda 1988) we fix a complete fan \(\Delta\) in \(N \cong \mathbb{Z}^d\) which is the normal fan of a polytope in \(\mathbb{P}^d\). Such fans are called strongly polytopal. They are discussed in (Fulton 1993, Section 1.5) and in (Oda 1988, Section 2.4). The normal projective toric variety \(X_\Delta\) is glued from the normal affine toric varieties \(X_\sigma\), where \(\sigma\) runs over all cones in \(\Delta\). This is an abstract construction. A priori there is no concrete model of \(X_\Delta\) in any projective space. To map \(X_\Delta\) into projective space we must choose an ample divisor \(D\). Let \(P_D\) be the associated polytope in \(\mathbb{M}_Q \cong \mathbb{Q}^d\) (Fulton 1993, Section 3.4). Then we get a map \(\psi_D\) from \(X_\Delta\) onto the projective variety \(Y_A\) which is the zero set of the homogeneous toric ideal \(I_A\), where

\[
A := (P_D \cap M) \times \{1\} \subset M \oplus \mathbb{Z} \cong \mathbb{Z}^{d+1}.
\]

The extra coordinate "1" is essential here: in particular, it guarantees the homogeneity condition in Lemma 4.14. Our assertion that \(Y_A\) equals the image of \(X_\Delta\) under the map \(\psi_D\) defined by the ample divisor \(D\) is the content of (Fulton 1993, Lemma on page 66).

In order to determine whether \(D\) is very ample, that is, whether \(Y_A\) is actually isomorphic to \(X_\Delta\), we consider the affine cover \(\{X_\sigma\}_{\sigma \in \Delta}\) of \(X_\Delta\). We identify \(P_D\) with the convex hull of \(A\). Each \(d\)-dimensional cone \(\sigma \in \Delta\) is the normal fan of the polytope \(P_D\) at a vertex \(a_\sigma\). In the notation of Chapter 1 this is expressed as \(\sigma = \mathcal{N}(a_\sigma)\).

**Lemma 13.8.** The divisor \(D\) is very ample if and only if the semigroup \(S_\sigma\) is generated by \(A - a_\sigma\) for every \(d\)-dimensional cone \(\sigma \in \Delta\).

**Proof:** See page 99 of (Fulton 1993).

Formally, the set \(A - a_\sigma = \{a - a_\sigma : a \in A\}\) lies in \(M \oplus \mathbb{Z}\) but each element has zero last coordinate. We drop it and identify \(A - a_\sigma\) with its image in \(M\).

**Example 13.9.** (Embedding \(P^1 \times P^1\) into \(P^3\) by the line bundle \(O(3,2)\))

Let \(\Delta\) be the fan in \(\mathbb{Z}^2\) consisting of the four orthants. Then \(X_\Delta\) equals the product of two projective lines, \(P^1 \times P^1\). The four rays of \(\Delta\) are denoted \(D_{(1,0)}, D_{(0,1)}, D_{(-1,0)}, D_{(-1,0)}\). They correspond to the codimension 1 orbits on \(X_\Delta\). The following divisor is very ample:

\[
D = 2D_{(1,0)} + D_{(0,1)} + D_{(-1,0)} + D_{(-1,0)}.
\]

The polytope defined by the divisor \(D\) is the rectangle

\[
P_D = \{(u_1, u_2) \in \mathbb{Q}^2 : u_1 \leq 2, u_2 \leq 1, -u_1 \leq 1, -u_2 \leq 1\}.
\]

In this example the configuration (13.3) equals

\[
A = \{(-1,1,1), (-1,0,1), (-1,1,1), (0,1,1), (0,0,1), (0,1,1), (1,1,1), (1,0,1), (1,1,1), (2,1,1), (2,0,1), (2,1,1)\}.
\]
That the line bundle $\mathcal{O}(D) \cong \mathcal{O}(3,2)$ is very ample can be seen by verifying the condition in Lemma 13.8. The resulting embedding of $P^1 \times P^1$ into $P^{11}$ has the defining ideal

$$I_A = \langle x_2^2 - x_1 x_3, x_2 x_3 - x_1 x_4, x_2 x_5 - x_1 x_6, \ldots, x_{10} x_{11} - x_9 x_{12}, x_{11}^2 - x_{10} x_{12} \rangle.$$

Algebraic geometers will find it noteworthy that the sets $A$ in (13.3) always give embeddings by complete linear series. Naturally, it is very well possible to embed a normal projective toric variety $X_A$ by an incomplete linear series, corresponding to any subset $A'$ of $A$. For instance, in Example 13.9 we can take $A' := A \setminus \{ (0,0,1), (0,0,1) \}$. To get such an embedding of $P^1 \times P^1$ into $P^3$. The corresponding toric ideal $I_{A'} = I_A \cap k[x_2, \ldots, x_5, x_6, x_9, \ldots, x_{12}]$ is not generated by quadrics (in contrast to Conjecture 13.19 below). Among its 22 minimal generators there are two cubics. Our claim that $Y_{A'}$ is still isomorphic to $P^1 \times P^1$ can be verified in the previous diagram: removal of the two interior points does not change the semigroup corresponding to the four affine coordinate charts.

For the remainder of Chapter 13 we assume that $A = \{ a_1, \ldots, a_n \}$ spans $\mathbb{Z}^d$ and is a graded set in the sense of Lemma 4.14, meaning that $I_A$ is homogeneous in the usual grading $deg(x_i) = 1$. The toric ideal $I_A$ defines an affine toric variety $X_A$ of dimension $d$ in $k^n$ and a projective toric variety $Y_A$ of dimension $d - 1$ in $P^n$. The variety $Y_A$ is projectively normal if the equivalent conditions of Proposition 13.5 hold. A weaker requirement for $Y_A$ to be normal. Readers of (Hartshorne 1977) will find a normal projective toric variety which is not projectively normal on page 23 in Exercise I.3.18 (b). To address the issue of normality we need to examine the natural affine cover of $Y_A$.

**Lemma 13.10.** The projective toric variety $Y_A$ has an open cover consisting of the affine toric varieties $X_{A-a_i}$, where $a_i$ runs over the vertices of the $(d-1)$-polytope $Q = conv(A)$.

**Proof:** The image of the homogeneous ideal $I_{A-a_i}$ under the substitution $x_i \mapsto 1$ is the toric ideal $I_{A-a_i}$ associated with $A - a_i = \{ a - a_i : a \in A \}$. Therefore the $i$-th affine coordinate chart $\{ x_i \neq 0 \}$ in $P^{n-1}$ intersects the projective variety $Y_A$ precisely in the affine variety $X_{A-a_i}$, and we get an affine covering

$$Y_A = X_{A-a_1} \cup X_{A-a_2} \cup \ldots \cup X_{A-a_n}. \quad (13.4)$$

**Exercise:**
1. Show that the Gröbner basis $G'$ in Lemma 12.1 need not be reduced, even if $G$ is reduced.
3. Consider the following vertex set of a planar pentagon,

$$A = \begin{pmatrix} 0 & 6 & 11 & 4 & 2 \\ 0 & 1 & 5 & 9 & 5 \\ 1 & 1 & 1 & 1 & 1 \end{pmatrix},$$

and let $<$ be the lexicographic order given by $x_1 < x_2 < x_3 < x_4 < x_5$.

(a) Compute the reduced Gröbner basis for $I_A$ using both Algorithms 12.3 and 12.6.
(b) Compute a primary decomposition of $I_A$.
(c) The maximal faces of the regular triangulation $\Delta_<$ are the three triangles $123, 134, 145$. Compute the corresponding local Gröbner bases $G_{123}, G_{234}, G_{345}$.
(d) Find a right hand side vector $b = (b_1, b_2, b_3)$ with $b_0 = 1000$ such that the local heuristic fails simultaneously for all three triangles in $\Delta_<$.
(e) What is the probability for the unlucky event in (d) to happen if $b$ is chosen at random from the uniform distribution on $1000 \cdot A$?
(f) Compute the minimal free resolution (12.8) of $I_A$ for the matrix $A$ in the previous exercise. Verify Theorem 12.12 for the minimal generators and the second syzygies.
(g) Characterize integer programs with the property that $I_{\Delta}(I_A)$ has no embedded components.
(6) Explain how truncated Gröbner bases can be used to solve integer programming problems of the form

Minimize $c \cdot u$ subject to $A \cdot u = b$, $u \in \{0, 1, \ldots, r\}^n$.

Notes:
Algorithm 12.6 is due to Di Biase and Urbanke (1995). Both Algorithm 12.3 and 12.6 are implemented in Hosten’s program GRIN (‘‘Gröbner bases for Integer Programming’’). An experimental discussion and comparison to existing integer programming software (CPLEX) is given in (Hosten & Sturmfels 1995). GRIN is available via anonymous ftp from ftp.orie.cornell.edu. Truncated Gröbner bases for integer programming have been introduced by Thomas and Weismantel (1995). In this work the combinatorial algorithms of (Urbanik, Weismantel & Ziegler 1994) are extended and placed in an algebraic setting. The characterization of Koszul homology of toric ideals (Theorem 12.12) appears for $d = 1$ in (Campillo & Marijuan 1991) and for general $d$ in (Campillo & Pison 1993). The passage to the local Gröbner bases $G_X$ in Theorem 12.15 is equivalent to the relaxation to the group problem in integer programming as presented on page 363 in (Schrijver 1986). This equivalence was suggested in Section 6 of (Sturmfels, Weismantel & Ziegler 1995).

CHAPTER 13

Toric Varieties in Algebraic Geometry

The theory of toric varieties plays an important role at the crossroads of geometry, algebra and combinatorics. It provides a fertile testing ground for general theories in algebraic geometry (and in symplectic geometry, and in topology, etc.). It is the objective of this chapter to establish a connection to toric varieties as they are defined and used by algebraic geometers. We shall assume that the reader is familiar with the books of Fulton (1993) and Oda (1988). Notation and results from these books will be used.

Starting with Chapter 4 we have chosen the name ‘‘toric variety’’ for the zero set of any toric ideal $I_A$. In other words, we defined a toric variety to be an affine or projective variety which is parametrized by a set $A$ of monomials. This nomenclature disagrees with the standard definition used in algebraic geometry, which goes as follows: a toric variety is a normal variety X that contains an algebraic torus $T \cong (k^*)^d$ as a dense open subset, together with an action $T \times X \to X$ of $T$ on $X$ that extends the natural action of $T$ on itself. (In this chapter we shall make the simplifying assumption that $k$ is an algebraically closed field of characteristic zero.) The crucial requirement here is that $X$ is normal. In the following we shall prepend this adjective for the sake of utmost clarity.

Let $X$ be a normal toric variety which is either affine or projective, and suppose further that $X$ is endowed with an explicit embedding into affine or projective space. Then $X$ is defined by a toric ideal $I_A$, where $A$ belongs to a special class of vector configurations. Our first goal is to identify these configurations.

We fix a lattice $N \cong \mathbb{Z}^d$ and its dual lattice $M = N^\vee$. Let $\sigma$ denote a strongly convex (rational polyhedral) cone in the corresponding vector space $N_\mathbb{Q} \cong \mathbb{Q}^d$. Its polar dual

$$\sigma^\vee := \{ u \in M_\mathbb{Q} : u \cdot v \geq 0 \text{ for all } v \in \sigma \}.$$ 

is a $d$-dimensional cone in the dual vector space. The associated semigroup

$$S_\sigma := \sigma^\vee \cap M \quad = \quad \{ u \in M : u \cdot v \geq 0 \text{ for all } v \in \sigma \}$$

is finitely generated, and hence so is the semigroup algebra $k[S_\sigma]$. Its spectrum $X_\sigma := \text{Spec}(k[S_\sigma])$ is a normal affine toric variety. Conversely, every normal affine toric variety is isomorphic to $X_\sigma$ for some cone $\sigma$; see (Oda 1988, Theorem 1.5).

**Lemma 13.1.** The cone $\sigma$ is $d$-dimensional if and only if its dual $\sigma^\vee$ is strongly convex. In this case the semigroup $S_\sigma$ has a unique minimal finite generating set $A \subset M \cong \mathbb{Z}^d$.

**Proof:** The cone $\sigma^\vee$ is strongly convex if and only if its lineality space $\sigma^\vee \cap \langle -\sigma^\vee \rangle = \sigma^\perp$ equals $\{0\}$ if and only if $\sigma$ is $d$-dimensional. The hypothesis $S_\sigma \cap \langle -S_\sigma \rangle = \{0\}$
implies that we can define a partial order on \( S_d \setminus \{0\} \) by \( u \leq v \iff v - u \in S_d \). Let \( A \) be the set of minimal elements in this partial order. Clearly, the set \( A \) minimally generates \( S_d \), and it is unique with this property. To show that \( A \) is finite, we need the fact that \( \sigma^V \) is a rational cone. Let \( a_1, \ldots, a_t \) be the first non-zero lattice points on the extreme rays of \( \sigma^V \). Then \( A \) is contained in the zonotope (sum of line segments) \( \sum_{i=1}^t [0, a_i] \). This sum being a bounded set, it contains only finitely many lattice points.

The unique minimal generating set \( A \) of a strongly convex semigroup \( S_d \) is called the Hilbert basis. Here is an algorithm using Gröbner bases for computing Hilbert bases.

**Algorithm 13.2. (Computing the Hilbert basis for an affine toric variety)**

**Input:** A spanning set for a \( d \)-dimensional convex polyhedral cone \( \sigma \) in \( N \cong \mathbb{Z}^d \).

**Output:** The Hilbert basis \( A \) of the semigroup \( S_d \subset M = N^V \).

0. Identify both \( N \) and \( M \) with \( \mathbb{Z}^d \).

1. Replace the given generators of the cone \( \sigma \) by a new generating set \( \{ v_1, \ldots, v_d \} \) consisting only of lattice points and such that \( \{ v_1, \ldots, v_d \} \) is a lattice basis of \( \mathbb{Z}^d \). Let \( V \) denote the \( m \times d \) matrix whose rows are the vectors \( v_1, \ldots, v_m \).

2. The image of \( V \) in \( \mathbb{Z}^m \) is a saturated sublattice, i.e., \( \mathbb{Z}^m/\text{Im} \varphi(V) \) is free abelian.

3. Compute an \((m - d) \times m\)-integer matrix \( B \) whose kernel equals \( \text{Im} \varphi(V) \).

4. For each non-negative vector \( s = (s_1, \ldots, s_m) \) in the Graver basis \( \text{Gr}_B \) of \( B \), determine and output the unique vector \( u \in \mathbb{Z}^d \) such that \( u \cdot v_i = s_i \) for \( i = 1, \ldots, d \).

**Discussion and proof of correctness:** Since \( \sigma \) is a rational cone, it is generated by lattice vectors, and since \( \sigma \) is \( d \)-dimensional, we can augment any such generating set by a lattice basis. The computations in steps 1 and 2 involve standard integer linear algebra. They can be performed using the Hermite normal form algorithm (see e.g., (Schrijver 1980)).

We replace the semigroup \( S_d \) by \( \{ u \in \mathbb{Z}^d : u \cdot v_i \geq 0 \text{ for } i = 1, \ldots, m \} \) by its image under the monomorphism \( V \), which equals

\[
\mathbb{N}^m \cap \text{Im} \varphi(V) = \mathbb{N}^m \cap \ker \varphi(B).
\]

The Hilbert basis of the semigroup (13.1) consists of those elements which are minimal in the componentwise partial order on \( \mathbb{N}^m \). These are precisely the non-negative vectors in the Graver basis \( \text{Gr}_B \) of \( B \). Here the Graver basis is thought of as a set of vectors in \( \mathbb{Z}^m \) rather than binomials in \( k[x] \). The vector \( u \) computed in Step 4 is the unique preimage under \( V \) of \( s \) in \( S_d \). These vectors constitute the Hilbert basis of \( S_d \).

**Example 13.3.** Let \( \sigma \) be the cone spanned by \((3,1)\) and \((1,2)\) in the plane \( \mathbb{Q}^2 \). We shall compute the Hilbert basis \( A \) of \( S_d \) using Algorithm 13.2. Since the two given generators do not span the lattice \( \mathbb{Z}^2 \), in Step 1 we throw in the vector \((1,1) = \frac{1}{2}(3,1) + \frac{1}{2}(1,2) \in \sigma \). Now \( \{(1,2), (1,1)\} \) is a basis of \( \mathbb{Z}^2 \). The two matrices constructed in Steps 1 and 2 are

\[
V = \begin{pmatrix} 1 & 2 \\ 1 & 1 \\ 3 & 1 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 2 & -5 & 1 \end{pmatrix}.
\]

In Step 3 we compute the Graver basis of \( I_B \). In vector notation this Graver basis equals

\[
\text{Gr}_B = \{(5,2,0), (2,1,1), (1,1,3), (0,1,5), (1,0,-2), (3,1,-1)\}.
\]

In Step 4 we compute the preimages under \( V \) of the four non-negative vectors in \( \text{Gr}_B \). This is easily done by inverting \((1)\) the \( 2 \times 2 \) submatrix consisting of the first two rows of \( V \). The set of four preimages equals the desired Hilbert basis:

\[
A = \{(-1,3), (0,1), (1,0), (2,-1)\}.
\]

The normal toric variety \( X_\sigma \) is the spectrum of the toric algebra \( k[S_d] = k[A] \). We conclude that \( X_\sigma \) is embedded in affine 4-space as the zero set of the toric ideal

\[
I_A = \langle x_2 x_4 - x_3^2, x_1 x_4 - x_3^2 x_3, x_1 x_3 - x_2^2 \rangle.
\]

**Figure 13-1.** The fan in Example 13.3.

In the previous chapters we wrote \( X_A \) for the zero set in \( k^n \) of any toric ideal \( I_A \), and we called \( X_A \) an affine toric variety. This terminology is well-justified since \( X_A \) contains an algebraic torus \( T \) as a dense open subset, together with an action \( T \times X_A \to X_A \) of \( T \) on \( X_A \) that extends the natural action of \( T \) on itself. All that is lacking is the extra requirement of normality. Here is an easy way to visualize the dense torus in \( X_A \).

**Lemma 13.4.** Suppose \( \text{dim}(A) = d \). Then the set \( X_A \cap (k^*)^n \) is an algebraic group under coordinatewise multiplication isomorphic to the \( d \)-dimensional torus \( T = (k^*)^d \).

**Proof:** For any \( n \)-element subset \( A \) of \( \mathbb{Z}^d \), the map

\[
(k^*)^d \to X_A \cap (k^*)^n, \quad t = (t_1, \ldots, t_d) \mapsto (t_1^{a_1}, \ldots, t_d^{a_d})
\]

is an epimorphism of algebraic groups. The additional requirement \( \text{dim}(A) = d \) guarantees that this map has a regular inverse.
The issue of normality is summarized in our next proposition.

**Proposition 13.5.** For a finite subset $A$ of $\mathbb{Z}^d$ the following are equivalent:

1. The affine toric variety $X_A$ is normal.
2. The affine toric variety $X_A$ is isomorphic to $X_\sigma$ for some rational cone $\sigma$ in $\mathbb{Q}^d$.
3. The integral domain $k[A] = k[x]/I_A$ is integrally closed (in its field of fractions).
4. The semigroup $N_A$ is normal, i.e., $N_A = Z_A \cap \text{pos}(A)$.

**Proof:** The conditions (1) and (3) are equivalent by definition of "normality". The implications "(2) $\Rightarrow$ (4)" and "(3) $\Rightarrow$ (4)" are obvious. Suppose that (4) holds. To prove (2) we choose an isomorphism between $Z_A$ and $Z^d$ and we replace $A$ by its image under this isomorphism. Let $\tau = pos(A)$ be the cone generated by this set in $Z^d$. Its polar dual $\sigma = \tau^*$ is a rational cone in $\mathbb{Q}^d$ as well. We have $\sigma^* = \tau^{**} = \tau$ and $S_\sigma = Z^d \cap \tau = Z_A \cap pos(A) = N_A$. Therefore $X_\sigma$ is isomorphic to $X_A$. For the remaining implication "(4) $\Rightarrow$ (3)" we refer to the proposition on pages 29-30 of (Fulton 1993). 

**Corollary 13.6.** For any finite subset $A$ of $\mathbb{Z}^d$, the normalization of the affine toric variety $X_A$ is the normal toric variety $X_\sigma$ where $M = Z_A$, $N = M^\vee$, and $\sigma = \langle pos(A) \rangle^\vee$.

Let $\sigma$ and $A$ be as in Lemma 13.1. Then $X_\sigma = X_A$ is smooth if and only if $A$ is a lattice basis of $\mathbb{Z}^d$ if and only if $I_A = \{0\}$. In all other cases the given normal affine toric variety has a singularity at the origin 0. An important invariant of a singular point on a variety $X$ is its tangent cone. According to (Shafarevich 1977, Section II.1.5), the tangent cone is defined by the initial forms of lowest total degree of all defining equations of $X$. We paraphrase this for the toric case using initial ideals.

**Remark 13.7.** Let $X_\sigma = X_A$ be a normal affine toric variety as in Lemma 13.1. The defining ideal of the tangent cone at the origin 0 $\in X_A$ is $in_{-e}(I_A)$, where $e = (1, 1, \ldots, 1)$.

Note that $S_\sigma = N_A$ is a strongly convex semigroup, so that the Gröbner region of $I_A$ equals all of $\mathbb{R}^d$. Hence the negative vector $-e$ determines a partial term order for $I_A$. Using the identifications of Theorems 8.3 and 10.10, the underlying reduced scheme of the tangent cone equals the coherent polyhedral subdivision $\Delta_{-e}$ of $A$. For instance, consider Example 13.3: the three binomials in (13.2) are the reduced Gröbner basis for any term order refining $-e = (-1, -1, -1, -1)$. The tangent cone of this 2-dimensional toric singularity happens to be a reduced scheme. It is defined by the Stanley ideal

$in_{(-1, -1, -1, -1)}(I_A) = \langle x_1x_3, x_1x_4, x_2x_4, x_3x_4 \rangle \cap \langle x_3, x_4 \rangle$.

The corresponding polyhedral subdivision of $\Delta$ is

$\Delta_{(-1, -1, -1, -1)} = \{ (2, 3, 4), (1, 2) \}$.

We now turn our attention to normal projective toric varieties. Following (Fulton 1993) and (Oda 1988) we fix a complete fan $\Delta$ in $N \simeq \mathbb{Z}^d$ which is the normal fan of a polytope in $M_\mathbb{Q}$. Such fans are called strongly polytopal. They are discussed in (Fulton 1993, Section 1.5) and in (Oda 1988, Section 2.4). The normal projective toric variety $X_{\Delta}$ is glued from the normal affine toric varieties $X_\sigma$, where $\sigma$ runs over all cones in $\Delta$. This is an abstract construction. A priori there is no concrete model of $X_{\Delta}$ in any projective space. To map $X_{\Delta}$ into projective space we must choose an ample divisor $D$. Let $P_D$ be the associated polytope in $M \otimes \mathbb{Q}^d$ (Fulton 1993, Section 3.4). Then we get a map $\psi_D$ from $X_{\Delta}$ onto the projective variety $Y_A$ which is the zero set of the homogeneous toric ideal $I_A$, where

$A := \{ P_D \cap M \times \{ 1 \} \} \subset M \otimes \mathbb{Z} \simeq \mathbb{Z}^{d+1}$.  \hspace{1cm} (13.3)

The extra coordinate "1" is essential here: in particular, it guarantees the homogeneity condition in Lemma 4.14. Our assertion that $Y_A$ equals the image of $X_{\Delta}$ under the map $\psi_D$ defined by the ample divisor $D$ is the content of (Fulton 1993, Lemma on page 66).

In order to determine whether $D$ is very ample, that is, whether $Y_A$ is actually isomorphic to $X_{\Delta}$, we consider the affine cover $\{ X_\sigma \}_{\sigma \in \Delta}$ of $X_{\Delta}$. We identify $P_D$ with the convex hull of $A$. Each d-dimensional cone $\sigma \in \Delta$ is the normal fan of the polytope $P_\sigma$ at a vertex $a_\sigma$. In the notation of Chapter 1 this is expressed as $\sigma = N_{P_\sigma}(\{a_\sigma\})$.

**Lemma 13.8.** The divisor $D$ is very ample if and only if the semigroup $S_\sigma$ is generated by $A - a_\sigma$ for every d-dimensional cone $\sigma \in \Delta$.

**Proof:** See page 69 of (Fulton 1993).

Formally, the set $A - a_\sigma = \{ a - a_\sigma : a \in A \}$ lies in $M \otimes \mathbb{Z}$. But each element has zero last coordinate. We drop it and identify $A - a_\sigma$ with its image in $M$.

**Example 13.9.** (Embedding $P^1 \times P^1$ into $P^4$ by the line bundle $O(3, 2)$) $\Delta$ be the fan in $\mathbb{Z}^2$ consisting of the four orthants. Then $X_\Delta$ equals the product of two projective lines, $P^1 \times P^1$. The four rays of $\Delta$ are denoted $D(1, 0), D(0, 1), D(-1, 0), D(0, -1)$. They correspond to the codimension 1 orbits on $X_{\Delta}$. The following divisor is very ample:

$D = 2D(1, 0) + D(0, 1) + D(-1, 0) + D(0, -1)$.

The polytope defined by the divisor $D$ is the rectangle

$P_D = \{ (u_1, u_2) \in \mathbb{Q}^2 : u_1 \leq 2, u_2 \leq 1, -u_1 \leq 1, -u_2 \leq 1 \}$.

In this example the configuration (13.3) equals

$A = \{ (-1, -1, 1), (-1, 0, 1), (0, -1, 1), (0, 0, 1), (0, 1, 1), (1, -1, 1), (1, 0, 1), (1, 1, 1), (2, -1, 1), (2, 0, 1), (2, 1, 1) \}$. 
Let $a_1, \ldots, a_s$ be the vertices of $Q = \text{conv}(A)$. For each non-vertex $a_i$, $i = s + 1, \ldots, n$, there exists a homogeneous binomial of the form $x_i x_{j_1}^d - \prod_{j=1}^s x_{j_i}^d$ in the ideal $I_A$. Hence all points $x = (x_1, \ldots, x_n)$ on $Y_A$ must have a non-zero entry among its first $s$ coordinates. Equivalently, the affine charts $X_{A-a_i}$ for $i > s$ are redundant in the union (13.4).

We recall the definitions of the Hilbert polynomial and the Ehrhart polynomial:

$$
H_A(r) := \# \{a_1 + \cdots + a_r : a_1, \ldots, a_r \in A\} \quad \text{for } r \geq 0
$$

$$
E_A(r) := \# (r \cdot \text{conv}(A) \cap \mathbb{Z}^n) \quad \text{for } r \geq 0.
$$

It follows directly from the definition that $H_A(r) \leq E_A(r)$. In the proof of Theorem 4.16 it was shown that both polynomials have the same initial term

$$
\frac{\text{Vol}(Q)}{\dim(A)!} \cdot r^{\dim(A)}.
$$

**Theorem 13.11.** The projective toric variety $Y_A$ is normal if and only if its Hilbert polynomial $H_A$ and its Ehrhart polynomial $E_A$ are equal.

**Proof:** Let $a_1, \ldots, a_s$ denote the vertices of $Q = \text{conv}(A)$. The projective variety $Y_A$ is normal if and only if all of its charts $X_{A-a_i}$ are normal affine toric varieties. By Proposition 13.5 and Lemma 13.10, the latter condition is equivalent to

$$
N(A-a_i) = \text{pos}(A-a_i) \cap \mathbb{Z}^n \quad \text{for } i = 1, 2, \ldots, s.
$$

To prove the if-direction suppose that (13.5) does not hold. Choose a vector $b$ in the right hand side of (13.5) which does not lie in the left hand side. For all sufficiently large integers $r \geq 0$, the vector $b + ra_i$ lies in $\text{pos}(A) \cap \mathbb{Z}^n$, but it does not lie in $N(A-a_i)$. Therefore $H_A(r) < E_A(r)$ for $r \geq 0$.

We next prove the only-if-direction. Suppose that (13.5) holds. The degree of a vector $b \in \mathbb{Z}^n$ is the inner product $\omega \cdot b$, where $\omega \in \mathbb{Q}^n$ is the grading functional in Lemma 4.14. The semigroup algebra $\text{pos}(A) \cap \mathbb{Z}^n$ is a finitely generated graded module over $k[A]$. This means that there exists a unique minimal finite set $\mathcal{H} \subset \text{pos}(A) \cap \mathbb{Z}^n$ such that

$$
\text{pos}(A) \cap \mathbb{Z}^n = \mathcal{H} + \mathbb{N}A.
$$

We claim that each vector $h \in \mathcal{H}$ has degree at most $d-1$. Suppose on the contrary that $\deg(h) \geq d$. Choose indices $i_1, \ldots, i_d$ such that $h \in \text{pos}(a_{i_1}, \ldots, a_{i_d})$ and write $h = \lambda_1 a_{i_1} + \cdots + \lambda_d a_{i_d}$, where $\lambda_i$ are non-negative rationals. Then we have $\deg(h) = \lambda_1 + \cdots + \lambda_d \geq d$, and therefore $\lambda_j \geq 1$ for some $j$. The vector $h - a_{i_j}$ lies in the semigroup $\text{pos}(A) \cap \mathbb{Z}^n$. This is a contradiction to our assumption that $h$ is a minimal generator of that semigroup over $\mathbb{N}A$.

Let $h \in \mathcal{H}$ and $i \in \{1, \ldots, s\}$ and consider the degree 0 vector $h - (\omega \cdot a_i)$. It lies in the right hand side of (13.5), and hence it lies in the semigroup $N(A-a_i)$. Adding a sufficiently large positive multiple of $a_i$ to this vector yields an element of $\mathbb{N}A$. We conclude that there exists an integer $R > 0$ such that

$$
\mathcal{H} + Ra_i \subset \mathbb{N}A \quad \text{for } i = 1, \ldots, s.
$$

Let \( b \) be an arbitrary vector in \( \text{pos}(A) \cap \mathbf{Z}A \) whose degree \( b \cdot \omega \) is at least \( Rd \). There exists a subset \( \{i_1, \ldots, i_d\} \subset \{1, 2, \ldots, s\} \) and rational numbers \( \lambda_1, \ldots, \lambda_d \geq 0 \) such that \( b = \lambda_1 a_{i_1} + \cdots + \lambda_d a_{i_d} \). Since \( \lambda_1 + \cdots + \lambda_d \geq Rd \), at least one index satisfies \( \lambda_j \geq R \). This implies \( b - Ra_{i_j} \in \text{pos}(A) \). Using (13.6) and (13.7) we conclude

\[
 b \in Ra_{i_j} + (\text{pos}(A) \cap \mathbf{Z}A) = Ra_{i_j} + \mathbf{H} + \mathbf{N}A \subset \mathbf{N}A.
\]

This implies that \( E_A(r) = H_A(r) \) for all integers \( r \geq Rd \).

There is a natural generalization of Theorem 13.11 which explains the difference between the Ehrhart polynomial and the Hilbert polynomial in geometric terms. A projective variety \( Y \) is said to be \textit{normal in dimension} \( \geq e \) if, for every irreducible subvariety \( Y' \) of dimension \( \geq e \), the local ring \( \mathcal{O}_{Y,Y'} \) of \( Y \) along \( Y' \) is integrally closed. If \( F \) is a face of the polytope \( Q = \text{conv}(A) \), then we write \( Z(A|F) \) for the quotient lattice \( \mathbf{Z}A/\mathbf{Z}(F \cap A) \), and we write \( A|F \) for the image of \( A \) in this lattice.

We omit the proof of Theorem 13.12.

**Theorem 13.12.** For a graded set \( A = \{a_1, \ldots, a_n\} \subset \mathbf{Z}d \) the following are equivalent:

1. The projective toric variety \( Y_A \) is normal in dimension \( \geq e \).
2. \( \text{pos}(A|F) \subset \mathbf{Z}(A|F) \) for every \( e \)-dimensional face \( F \) of \( Q \).
3. The polynomial \( E_A(r) - E_A(0) \) has degree less than \( e \).

It is easy to go back from the \( A \)-point of view to the setting of algebraic geometry as presented in (Oda 1988) and (Fulton 1993). The normalization of a projective toric variety \( Y_A \) is the normal projective toric variety \( X_A \) defined by the normal fan \( \Delta = \mathcal{N}(Q) \) of the polytope \( Q = \text{conv}(A) \). Here \( \Delta \) is taken with respect to the lattice \( N = (\mathbf{Z}A)^\vee \). If the condition in Theorem 13.11 holds, then \( Y_A \) and \( X_A \) are isomorphic.

If \( A \) is a subset of \( A \) then there is a natural projection (by deleting coordinates) from \( Y_A \) onto \( Y_{A'} \) if and only if \( \text{conv}(A) = \text{conv}(A') \). This condition is necessary and sufficient (by Lemma 13.10) for the projection to be everywhere defined. (Birational maps are not considered here.) A typical situation is that \( Y_A \) is normal and its image \( X_{A'} \) is no longer normal. For instance, if \( d = 2, A = \{(3, 0), (2, 1), (1, 2), (0, 3)\} \) and \( A' = \{(3, 0), (1, 2), (0, 3)\} \), then \( Y_A \to Y_{A'} \) is the map from \( P^1 \) onto a cuspidal cubic curve (Harshorne 1977, Exercise 1.3.14 (b), page 22). It is instructive to notice that not every projective toric variety can be gotten by such a coordinate projection.

**Example 13.13.** (Saturation may destroy the standard grading)

We shall present a graded set \( A \) which cannot be extended to a graded set \( A' \) with the same convex hull such that \( Y_{A'} \) is normal. In other words, \( Y_A \) is not a proper coordinate projection of any normal projective toric variety \( Y_{A'} \). Let \( d = 4, n = 5 \) and define

\[
 A = \{(0, 0, 0, 1), (0, 0, 1, 1), (0, 1, 1, 1), (1, 1, 4, 1)\}.
\]

The projective variety \( Y_A \) is a hypersurface of degree four in \( P^d \). Its ideal is

\[
 I_A = (x_1^3 x_3 - x_2^3 x_4)
\]

The polytope \( Q = \text{conv}(A) \) is a bipyramid, which contains no lattice points from \( \mathbf{Z}A = \mathbf{Z}^4 \) other than its vertices. Therefore \( Y_A \) is not a proper coordinate projection of any other projective toric variety. We must show that \( Y_A \) is not normal. Consider the affine chart defined by the vertex \( a_5 = (1, 1, 4, 1) \) of \( Q \). Then \( N(A - a_5) \) is isomorphic to the semigroup spanned by \( B = \{(1, 1, 4), (1, 1, 3), (0, 1, 3), (1, 1, 3), (1, 0, 3)\} \).

The vector \((1, 1, 5)\) lies in \( \mathbf{Z}B \cap \text{pos}(B) \) but not in \( \mathbf{N}B \). Therefore \( X_B = X_{A - a_5} \) is not normal, and hence \( Y_A - a_5 \) is not normal. Indeed, the Hilbert polynomial and the Ehrhart polynomial are different:

\[
 H_A(r) = \frac{2}{3} r^3 + \frac{7}{3} r^2 + 1, \quad \text{while} \quad E_A(r) = \frac{2}{3} r^3 + \frac{3}{2} r^2 + \frac{11}{6} r + 1.
\]

We see that \( Y_A \) is not normal in codimension 1. The condition (ii) of Theorem 13.12 is violated for the facet \( F \) spanned by the last three vectors in \( A \). The isomorphism \( Z(A|F) \cong \mathbf{Z}^1 \) is defined by the linear form \( n = (3, -3, 1, 2) \). The one-dimensional set \( A|F = \{n \cdot a_1, \ldots, n \cdot a_5\} = \{2, 3, 0, 0, 0\} \) does not span a normal semigroup.

Our next result concerns the ideal of a projectively normal toric variety \( Y_A \).

**Theorem 13.14.** Let \( A \subset \mathbf{Z}d \) be a graded set such that \( \mathbf{N}A \) is a normal semigroup. Then the toric ideal \( I_A \) is generated by homogeneous binomials of degree at most \( d \).

**Proof:** Choose a generic \( n \times n \)-matrix \( U \) over \( k \) and perform the linear change of variables \( x \mapsto U \cdot z \). We identify \( I_A \) with its image under \( U \). This is a homogeneous ideal in \( k[z] = k[z_1, \ldots, z_n] \). (It is not a binomial ideal!) Let \( x \) denote the reverse lexicographic term ordering with \( z_1 < z_2 < \cdots < z_n \). Suppose \( \text{dim}(A) = d \). Then \( I_A \cap k[z_1, \ldots, z_d] = \{0\} \), which means that \( \{z_1, \ldots, z_d\} \) is a linear system of parameters for \( k[A] \).

We shall apply Hochster’s Theorem that \( k[A] = k[z]/I_A \) is Cohen-Macaulay; see (Oda 1988, Corollary 3.9). Since we are in generic coordinates, the results of Bayer and Stillman (1987a) guarantee that \( k[z]/\text{in}_d(I_A) \) is Cohen Macaulay as well. Since \( \text{in}_d(I_A) \) is Borel-fixed, this means that \( \text{in}_d(I_A) \) is generated by monomials only in the last \( n-d \) variables \( z_{d+1}, \ldots, z_n \). There are only finitely many standard monomials in these variables. Let \( h_j \) denote the number of monomials \( z_{d+1}^{e_1} \cdots z_n^{e_n} \) in \( \text{in}_d(I_A) \) of degree \( j = \sum_{i=d+1}^n e_i \leq d \). The common Hilbert series of \( k[A] = k[z]/I_A \) and \( k[z]/\text{in}_d(I_A) \) equals

\[
 \sum_{r=0}^{\infty} E_A(r) \cdot z^r = \frac{h_0 + h_1 z + h_2 z^2 + \cdots + h_s z^s}{(1 - z)^d}. \tag{13.8}
\]

Here \( E_A(r) \) (the Ehrhart polynomial of the \( d-1 \)-polytope \( \text{conv}(A) \)). This is a polynomial of degree \( d - 1 \). Standard arguments about rational generating functions (Stanley 1986) imply that the numerator polynomial in (13.8) has the same degree \( s = d - 1 \). Hence there are no standard monomials \( z_{d+1}^{e_1} \cdots z_n^{e_n} \) of degree \( d \) and higher. This means that \( \text{in}_d(I_A) \) is generated by monomials of degree \( \leq d \). We have shown that the reverse lexicographic Gröbner basis of \( I_A \) in generic coordinates consists of forms of degree \( \leq d \).
We remark that the bound in Theorem 13.14 is tight. For instance, the graded set
\[ A = \{ d \varepsilon_1, d \varepsilon_2, \ldots, d \varepsilon_d, \varepsilon_1 + \varepsilon_2 + \cdots + \varepsilon_d \} \]
spas a normal semigroup (check this), while its toric ideal is generated in degree \( d \):
\[ I_A = \langle x_1 x_2 \cdots x_d - x_{d+1}^d \rangle. \]

Also note that our proof of Theorem 13.14 actually proves a stronger statement, namely, that the toric ideal \( I_A \) has regularity at most \( d \). It is an open problem whether there exists a Gröbner basis of degree \( \leq d \) in the original coordinates \( x \) rather than in the generic coordinates \( z \). Here is the precise question: *If \( A \) satisfies the hypotheses of Theorem 13.14, then does the toric ideal \( I_A \subset k[x] \) possess a Gröbner basis of degree at most \( d \)?* The answer is “yes” if \( A \) admits an unimodular regular triangulation.

**Proposition 13.15.** Let \( A \) be a graded subset of \( \mathbb{Z}^d \). Suppose that, for some term order \( \prec \) on \( k[x] \), the initial monomial ideal \( \text{in}_\prec(I_A) \) is square-free. Then

(i) \( Y_A \) is projectively normal, and

(ii) the reduced Gröbner basis of \( I_A \) with respect to \( \prec \) has degree \( \leq d \).

**Proof:** Let \( \Delta_A \) be the regular triangulation of \( A \) having Stanley-Reisner ideal \( \text{in}_\prec(I_A) \). By Corollary 8.9 every simplicial cone \( \sigma \) of \( \Delta \) is spanned by a lattice basis \( \{a_1, \ldots, a_{s-1}\} \). Every vector \( b \in \text{pos}(A) \) lies in one of these cones \( \sigma \), so that \( b = \lambda_1 a_1 + \cdots + \lambda_s a_s \) where \( \lambda_1, \ldots, \lambda_s \) are unique non-negative reals. If \( b \) is in \( \text{pos}(A) \) then the coefficients \( \lambda_i \) must be integers, and therefore \( b \in \mathbb{N}A \). This shows that the semigroup \( \mathbb{N}A \) is normal, which means that \( Y_A \) is projectively normal.

For the assertion (ii) we must show that \( \text{in}_\prec(I_A) \) is generated in degree \( \leq d \). Every minimal generator of \( \text{in}_\prec(I_A) \) is a square-free monomial \( x_{i_1} x_{i_2} \cdots x_{i_s} \) such that \( \{i_1, \ldots, i_s\} \) is not a face of \( \Delta \) but each of its proper subsets is a face of \( \Delta \). Since \( \Delta \) triangulates the polytope \( \text{conv}(A) \), it is a pure (\( d-1 \))-dimensional contractible simplicial complex. The boundary of the \((s-1)\)-simplex \( \{i_1, \ldots, i_s\} \) lies in \( \Delta \), and it must therefore be the boundary of an \((s-1)\)-dimensional subcomplex of \( \Delta \). This implies \( s \leq d \).

Proposition 13.15 is a tool for showing that a toric variety is projectively normal.

**Example 13.16.** *(Toric varieties in the Grassmann variety of lines in \( P^n \)) Let \( \xi \) be a generic point on the Grassmann variety \( \text{Grass}_{2, d} \) of 2-dimensional linear subspaces of \( k^d \). Let \( Y \) be the orbit closure under the natural action of the torus \( (k^*)^d \). We shall prove that \( Y \) is projectively normal. To this end we consider the Plücker embedding of \( \text{Grass}_{2, d} \) into the projectivization of \( \mathbb{P}^n \).

The image of \( Y \) under the Plücker embedding is isomorphic (in the \( \mathbb{A} \)-graded sense of Chapter 10) to the toric variety \( Y_A \), where \( A = \{ \varepsilon_1 + \varepsilon_2 : 1 \leq i < j \leq d \} \) is the set of weights of \( \mathbb{H}^2(k^d) \) as a \( GL(d) \)-module. It was shown in Theorem 9.1 that the toric ideal \( I_A \) possesses a square-free initial ideal. Using Proposition 13.15, we conclude that \( Y = Y_A \) is projectively normal. In Chapter 14 we shall see that our square-free quadratic Gröbner basis generalizes to the generic toric variety in the Grassmann variety \( \text{Grass}_{r, d} \) of \( r \)-dimensional subspaces.

Unfortunately this technique for showing projective normality does not always apply. Our next example shows that the converse of Proposition 13.15 (i) is false in general.

**Example 13.17.** *(A projectively normal toric variety without square-free initial ideal)*

Let \( d = 5, n = 9 \) and let \( A \) be the graded set consisting of the columns of the matrix

\[
A = \begin{pmatrix} 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 1 & 0 & 1 & 1 & 2 & 2 & 2 \\ 0 & 0 & 0 & 1 & 1 & 2 & 2 & 3 & 3 \\ 0 & 0 & 0 & 0 & 1 & 2 & 3 & 4 & 5 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \end{pmatrix}.
\]

This defines a 4-dimensional projectively normal toric variety of degree 18 in \( P^9 \). The normality of the semigroup \( \mathbb{N}A \) was verified by computer (see Exercise 6 below). The toric ideal \( I_A \) has 14 minimal generators: one quadric, twelve cubics and one quartic. We ran the MAPLE program PUNTO by Jesus De Loera (1995b) to enumerate all regular triangulations of the set \( A \). There are 180 of them and none is unimodular. Using Corollary 8.9 we conclude that no initial monomial ideal of \( I_A \) is square-free. We conjecture the stronger statement that no initial monomial ideal of \( I_A \) is Cohen-Macaulay. (This conjecture is meant with respect to the original coordinates \( x_1, \ldots, x_9 \), of course.)

The phenomenon of Example 13.17 can be circumvented by enlarging the generating set of the given semigroup. Indeed, the familiar desingularization construction for toric varieties (Fulton 1993, Section 2.6) implies the following result: A semigroup \( M \) is normal if and only if there exists a set \( A \) of generators of \( M \) which admits an unimodular triangulation. It is noteworthy that the converse of Proposition 13.15 (i) is true for toric surfaces.

**Proposition 13.18.** Let \( Y_A \) be a projectively normal toric surface in \( P^{n-1} \) defined by the graded subset \( A = \{a_1, \ldots, a_n\} \) of \( \mathbb{Z}^3 \). Order the variables \( x_1, x_2, \ldots, x_n \) so that \( a_i \not\in \text{conv}(\{a_1, \ldots, a_{i-1}\}) \) for \( i = 2, \ldots, n \) and let \( \prec \) be the resulting purely lexigraphic term order on \( k[x] \). Then \( \text{in}_\prec(I_A) \) is square-free and generated in degree \( \leq 3 \).

**Proof:** The polygon \( Q = \text{conv}(A) \) has the property that each lattice point of \( Q \) lies in \( A \). Consider the lexicographic triangulation \( \Delta_\prec \) of \( Q \). According to Proposition 8.6, it can be constructed as follows: Proceed recursively and first triangulate \( Q_{-1} := \text{conv}(\{a_1, \ldots, a_{-1}\}) \). Then join the new point \( a_i \) to every boundary segment of the triangulated polygon \( Q_{-1} \) which is visible from \( a_i \). Each triangle \( \sigma \) in the resulting triangulation \( \Delta_\prec \) contains no lattice points except for its three vertices. This implies that the normalized area of \( \sigma \) is one. (The analogous property does not hold in higher dimensions; cf. Example 13.13.) Hence \( \Delta_\prec \) is a unimodular triangulation and \( \text{in}_\prec(I_A) \) is a square-free monomial ideal. It is generated in degree \( \leq 3 \) by part (ii) of Proposition 13.15.

The following diagram illustrates the square-free lexigraphic Gröbner basis constructed in Proposition 13.18 for the toric ideal \( I_A \) in Example 13.9.
One might ask whether the degree bound in Theorem 13.14 can be further improved by putting geometric restrictions, such as smoothness, on the variety $X_A$.

**Conjecture 13.19.** Let $Y_A$ be a projectively normal nonsingular toric variety. Then the toric ideal $I_A$ is generated by quadratic binomials.

In 1994 Rikard Belgad announced this conjecture as a theorem, but unfortunately a gap was found in his proof. Belgad’s approach is based on the technique of Frobenius splitting in characteristic $p$ and some intersection-theoretic arguments. It is beyond the scope of this monograph. Note, however, that both the hypothesis and the conclusion of Conjecture 13.19 are combinatorial statements. (Recall that $Y_A$ is smooth if and only if the semigroup $\mathbb{N}(A - a)$ is isomorphic to $\mathbb{N}^{d-1}$ for every vertex $a$ of $\text{cone}(A)$.) So, we may hope for a purely combinatorial proof of Conjecture 13.19. For a special class of toric manifolds such a proof was given by Ewald & Schmeichel (1993). It is also unknown whether the toric ideal $I_A$ of a projectively normal nonsingular toric variety $Y_A$ always has a quadratic Gröbner basis. We remark that this does not hold in generic coordinates. They were denoted $z = (z_1, \ldots, z_n)$ in the proof of Theorem 13.14. As an example we take $Y_A$ to be the cubic Veronese embedding of $P^2$ into $P^8$. The regularity of its ideal $I_A$ is three. Every initial ideal of $I_A$ in $k[z] = k[z_1, \ldots, z_n]$ is Borel-fixed and has regularity at least three and must therefore possess a minimal monomial generator of degree $\geq 3$.

**Exercises:**

1. In Lemma 13.4 we saw that $X_A \cap (k^*)^n$ is a group.
   (a) What is the identity element of this group?
   (b) Determine the tangent space of $X_A$ at this identity point.

2. Give a geometric description of the subdivision $\Delta_{-a}(A)$ considered in Remark 13.7. Derive a criterion for the tangent cone of a toric singularity to be irreducible.

3. Consider two graded sets $A, A' \subseteq \mathbb{Z}^d$ and form their sum $A + A'$. What is the geometric relationship among the three projective varieties $Y_A, Y_A$, and $Y_{A + A'}$? Describe the fans of their normalizations. How is the toric ideal $I_{A + A'}$ related to $I_A$ and $I_A$? What can you say about minimal generators and Gröbner bases?

4. Show that every projective toric surface $Y_A$ is a proper coordinate projection of a normal projective toric surface. In other words, the phenomenon of Example 13.13 cannot happen for $d \leq 3$.

5. Let $A \subseteq \mathbb{Z}^d$ be a graded set such that $\text{cone}(A) \cap \mathbb{Z}A = A$. Does there exist a bound in terms of $d$ for the degrees of the minimal generators of $I_A$?

6. Let $A$ be the configuration in Example 13.17.
   (a) Compute the Hilbert polynomial $H_A(r)$.
   (b) Show that $H_A(r)$ coincides with the Hilbert function $r \mapsto \dim_k(k[x]/I_A)_r$ for all non-negative integers $r$.
   (c) Compute the Ehrhart polynomial $E_A(r)$.
   (d) Conclude that the projective toric variety $Y_A$ is projectively normal.

7. Let $I_A$ be the ideal of the cubic Veronese embedding of $P^2$ into $P^8$, considered in generic coordinates $z = (z_1, \ldots, z_9)$ as in the proof of Theorem 13.14.
   (a) Show that $k[A]$ is a free module of rank 9 over $k[z_1, z_2, z_3]$. 
   (b) Determine an explicit module basis.
   (c) Express the element $(z_1 + \cdots + z_9)^3$ in your basis.

8. Let $Y_A$ be a projectively normal toric surface. Show that the toric ideal $I_A$ is generated by quadrics if and only if the polygon $Q = \text{cone}(A)$ has more than three lattice points on its boundary. This result is due to Koelman (1993b).

9. Give an algorithm for computing the normalization of an affine toric variety $X_A$.

10. Write down explicitly the reduced Gröbner basis defined by Figure 13-3.

**Notes:**

Some exciting current research on toric varieties is motivated by the mirror symmetry conjecture of mathematical physics. These developments involve surprising connections to the material presented in this monograph. Two examples are the Gröbner basis for the quantum cohomology ring of a toric manifold given by Batyrev (1993) and the role of the secondary fan $\Sigma(A)$ in the work of Aspinwall, Greene and Morrison (1993).

Theorem 13.14 is a folklore result of commutative algebra. It was first explained to me by Victor Batyrev in 1992. For the special case of toric surfaces there is a nice combinatorial proof of Theorem 13.14 in (Koelman 1993a). The construction in Example 13.16 is based on an example of Bouvier and Gonzalez-Sprinberg (1992), which was shown to me in a simplified form by Günter Ziegler.

The normality result in Example 13.16 is by no means best possible. Stronger results were proved using different methods by White (1977) and Dabrowski (1994). White shows that the basis monomial ring of a matroid is normal, which implies that every torus orbit closure in a Grassmann variety (not just the generic one) is projectively normal. Dabrowski shows that generic torus orbit closures in any flag variety $G/P$ are normal.
CHAPTER 14

Some Specific Gröbner Bases

There is an abundance of toric varieties $X_A$ arising naturally in combinatorics, in geometry and in the applications of Chapter 5. Each of the underlying configurations $A$ calls for a project to examine its toric ideal $I_A$, its Gröbner bases, its syzygies, its triangulations, its state polytope, etc... This was illustrated in Chapter 9 for the second hypersimplex. In this chapter we discuss Gröbner bases for three special families of toric ideals. The first family of configurations to be examined is a common generalization of hypersimplices and Veronese embeddings of projective space. Our second configuration $A$ lives in matrix space: it is the set of $r \times r$-permutation matrices. Our third configuration is a higher-dimensional generalization of Example 5.1 (contingency tables and transportation problem).

14.A. A square-free quadratic Gröbner basis for varieties of Veronese-type.

We fix positive integers $r$ and $s_1, \ldots, s_d$, and we consider the set

$$A = \{(i_1, i_2, \ldots, i_d) \in \mathbb{Z}^d : i_1 + \cdots + i_d = r, \quad 0 \leq i_1 \leq s_1, \ldots, 0 \leq i_d \leq s_d\}$$  \hspace{1cm} (14.1)

This family of toric ideals includes many familiar examples. For $s_1 = \cdots = s_d = r$ the toric variety $X_A$ is the $r$-th Veronese embedding of $P^{d-1}$. For $s_1 = \cdots = s_d = 1$ the polytope $Q = \text{conv}(A)$ is the $r$-th hypersimplex of dimension $d - 1$, and the corresponding toric variety is naturally embedded in the Grassmann variety of $r$-dimensional linear subspaces of $k^d$ (as in Example 13.16). The second hypersimplex $(r = 2, s_1 = \cdots = s_d = 1)$ was discussed in detail in Chapter 9. In what follows we shall present a square-free, quadratic Gröbner basis for $I_A$ which generalizes our "thrackle construction" in Theorem 9.1.

There is a natural bijection between the elements of $A$ and weakly increasing strings of length $r$ over the alphabet $\{1, 2, \ldots, d\}$ having at most $s_j$ occurrences of the letter $j$. Under this bijection, the vector $(i_1, i_2, i_3, \ldots, i_d) \in A$ is mapped to the weakly increasing string

$$u_1 u_2 \cdots u_r = \underbrace{1 \cdots 1}_{i_1 \text{ times}} \underbrace{22 \cdots 2}_{i_2 \text{ times}} \underbrace{33 \cdots 3}_{i_3 \text{ times}} \cdots \underbrace{dd \cdots d}_{i_d \text{ times}}.$$

We write $x_{u_1 u_2 \cdots u_r}$ for the corresponding variable in our polynomial ring $k[x]$. Let $\text{sort}(\cdot)$ denote the operator which takes any string over the alphabet $\{1, 2, \ldots, d\}$ and sorts it into weakly increasing order. With these conventions our toric ideal is described as follows:

Remark 14.1. The toric ideal defined by the set (14.1) equals

$$I_A = \{ x_{u} x_{v} \cdots x_{w} - x_{u'} x_{v'} \cdots x_{w'} : \text{sort}(uv \cdots w) = \text{sort}(u'v' \cdots w') \}.$$
For instance, the ideal of the Veronese surface in $P^5$ equals in this notation

$$(x_1^3 x_3 - x_1^2 x_2 - x_1 x_2^2 - x_2^3, x_1^2 x_2 x_3 - x_1 x_2 x_3 - x_2^2 x_3 - x_1 x_3^2).$$

In fact, these six minimal generators constitute the reduced Gröbner basis for the Veronese ideal with respect to any term order which selects the underlined initial terms. This the special case $d = 3, r = s_1 = s_2 = s_3 = 2$ of Theorem 14.2 below.

A monomial \(x_{u_1} x_{u_2} \cdots x_{u_r} \in k[x]\) is said to be sorted if

\[ u_1 \leq u_2 \leq \cdots \leq u_r \leq u_2 \leq \cdots \leq u_3 \leq \cdots \leq u_d \leq \cdots \leq u_d \leq \cdots \leq u_d. \]

For monomials which are not sorted we define the inversion number to be the number of inversions in the string (14.2). By an inversion in a string of integers \(I_1 \leq \cdots \leq I_r\), we mean a pair of indices \((i, j)\) such that \(i < j \leq I_i \leq I_j\). The following two facts are easily verified:

(i) Every power of a variable is sorted.

(ii) If a monomial is not sorted, then it contains a quadratic factor which is not sorted.

Theorem 14.2. There exists a term order \(<\) on \(k[x]\) such that the sorted monomials are precisely the \(<\)-standard monomials modulo \(I_A\). The initial ideal \(in_<(I_A)\) is generated by square-free quadratic monomials. The corresponding reduced Gröbner basis of \(I_A\) equals

\[ \{x_{u_1} x_{u_2} \cdots x_{u_r} : x_{u_1} x_{u_2} \cdots x_{u_r} = \text{sort}(u_1 u_2 u_3 \cdots u_r)\}. \]

Proof: Let \(G\) denote the above set of marked binomials

\[ x_{u_1} x_{u_2} \cdots x_{u_r} - x_{v_1} x_{v_2} \cdots x_{v_r} = \text{sort}(v_1 v_2 v_3 \cdots v_r). \]

We first show that these relations do indeed lie in \(I_A\). Note that for each \(j \in \{1, \ldots, d\}\) the strings \(u_1 \cdots u_r\) and \(v_1 \cdots v_r\) both have at most \(s_j\) occurrences of the letter \(j\). We must verify that the strings \(w_1 w_2 \cdots w_{r-1}^2 w_2 \cdots w_r\) and \(w_1 w_2 \cdots w_{r-1} w_2 \cdots w_r\) have the same property. This holds because the number of \(j's\) in \(w_1 w_2 \cdots w_{r-1}^2\) and the number of \(j's\) in \(w_1 w_2 \cdots w_{r-1} w_2 \cdots w_r\) are either equal or they differ by one, which in turn follows from \(w_1 \leq w_2 \leq \cdots \leq w_r\).

Consider the reduction relation on \(k[x]\) defined by the marked binomials (14.3). A monomial \(m\) is in normal form with respect to this reduction relation if and only if \(m\) is sorted (this was observed in (ii) above). If a non-sorted monomial \(m_1\) is reduced to another monomial \(m_2\) using \(G\), then the inversion number of \(m_2\) is strictly less than the inversion number of \(m_1\). This shows that the reduction relation defined by \(G\) is Noetherian. By Theorem 3.12, this implies that the given marking is coherent: there exists a term order \(<\) on \(k[x]\) which selects the underlined term as the initial term for each binomial in \(G\).

Consider the initial ideal \(in_<(I_A)\). Every non-sorted monomial lies in this ideal. Suppose that some sorted monomial \(m_1\) lies in \(in_<(I_A)\). There exists a non-zero binomial \(m_1 - m_2 \in I_A\) such that \(m_2\) does not lie in \(in_<(I_A)\). Then \(m_2\)

is sorted as well, that is, \(m_1\) and \(m_2\) are sorted monomials which lie in the same residue class modulo \(I_A\). It follows from the description of \(I_A\) in Remark 14.1 that \(m_1\) and \(m_2\) are equal. This is a contradiction. Hence the monomials in \(in_<(I_A)\) are precisely the non-sorted monomials. We conclude that the set \(G\) equals the reduced Gröbner basis of \(I_A\) with respect to \(<\).

The above construction generalizes the thrackles in Chapter 9.

**Remark 14.3.** In the special case of the second hypersimplex \((r = 2, s_1 = \cdots = s_d = 1)\), the Gröbner basis in Theorem 14.2 coincides with the Gröbner basis in Theorem 9.1.

Proof: The characterization of standard monomials in (9.3) is "to be sorted".

There is an important difference between the special case of the second hypersimplex and the general case. The thrackle triangulation of the second hypersimplex was seen to be lexicographic in Remark 9.2. This does not hold in general.

**Proposition 14.4.** In general, the reduced Gröbner basis given in Theorem 14.2 is neither lexicographic nor reverse lexicographic.

Proof: We list our Gröbner basis explicitly in the case \(d = 4, r = 3, s_1 = s_2 = s_3 = s_4 = 2\). Then

\[ A = \{(2, 1, 0, 0), (1, 2, 0, 0), \ldots, (0, 0, 0, 1), (1, 1, 1, 0), (1, 1, 0, 1), (1, 0, 1, 1), (0, 1, 1, 1)\}, \]

\[ k[x] = \{x_{112}, x_{121}, \ldots, x_{144}, x_{213}, x_{214}, x_{314}, x_{324}\}. \]

Hence \(k[x]\) is a polynomial ring in 16 variables. Our Gröbner basis equals

\[ G = \{ x_{112} x_{123} - x_{113} x_{123}, x_{112} x_{124} - x_{113} x_{124}, x_{112} x_{124} - x_{113} x_{124}, x_{112} x_{124} - x_{113} x_{124}, \ldots\} \]

In each of these 68 binomials the first term is the initial term and the second term is the trailing term. Note that the trailing terms are sorted while the initial terms are not sorted.
If $\mathcal{G}$ were the Gröbner basis for a lexicographic term order, then there would exist a variable $x_{ijk}$ which appears only in the initial terms. If $\mathcal{G}$ were the Gröbner basis for a reverse lexicographic term order, then there would exist a variable $x_{ijk}$ which appears only in the trailing terms. However, each of the 16 variables appears in both some initial term and in some some trailing term. This is indicated by the underlines. We conclude that the Gröbner basis $\mathcal{G}$ is neither lexicographic nor reverse lexicographic.

The property of Proposition 14.4 holds even for the third hypersimplices
\[ \Delta(3,6) = \text{conv} \{ e_i + e_j + e_k : 1 \leq i < j < k \leq 6 \}. \]

Here $d = 6$, $r = 3$, $s_1 = s_2 = \cdots = s_6 = 1$. The corresponding toric ideal $I_A$ is the kernel of the $k$-algebra homomorphism
\[ k[x_{ij}] : 1 \leq i < j < k \leq 6 \rightarrow k[t_1, t_2, t_3, t_4, t_5, t_6], x_{ijk} \mapsto t_it_jt_k. \]

Here the reduced Gröbner basis $\mathcal{G}$ consists of 69 binomials. Each variable $x_{ijk}$ appears in some initial term, so that $\mathcal{G}$ cannot be reverse lexicographic. The six variables $x_{123}, x_{234}, x_{345}, x_{456}, x_{156}, x_{126}$ appear only in initial terms, so they can come first in a possible lexicographic order. Let $X$ denote the set of the other 14 variables. Our argument shows that the elimination ideal $I \cap k[X]$ has the induced Gröbner basis
\[ \mathcal{G} \cap k[X] = \{ x_{124}x_{256} - x_{125}x_{246}, x_{124}x_{346} - x_{134}x_{246}, x_{124}x_{356} - x_{134}x_{256}, x_{124}x_{365} - x_{134}x_{265}, x_{124}x_{364} - x_{134}x_{264}, x_{124}x_{364} - x_{134}x_{264} \}. \]

Each of the remaining 14 variables appears in some trailing term and hence cannot be the next variable in a possible lexicographic term order. This shows that the Gröbner basis $\mathcal{G}$ for the hypersimplices $\Delta(3,6)$ is neither lexicographic nor reverse lexicographic.

Each of the support sets $A$ appearing in (14.1) occurs naturally in the representation theory of the general linear group $GL(d)$. We recall that each irreducible $GL(d)$-module $V_\lambda$ is indexed by a partition $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_\ell)$, where $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_\ell$. The vector $\mathbf{k}^\ell$ acts on $V_\lambda$ as the group of diagonal matrices in $GL(d)$. Let $A_\lambda$ denote the set of all weights occurring in $V_\lambda$. Then the toric variety $X_{A_\lambda}$ is isomorphic to the closure of a generic $(\mathbf{k}^\ell)^{\iota}$-orbit in $V_\lambda$. We call a partition $\lambda$ almost rectangular if $\lambda_1 = \lambda_2 = \cdots = \lambda_\iota \geq \lambda_{\iota+1}$.

**Proposition 14.5.** Let $\lambda$ be an almost rectangular partition. Then the set $A_\lambda$ of weights appearing in the irreducible $GL(d)$-module $V_\lambda$ is equal to the set $A$ in (14.1) with $s_1 = \cdots = s_d = \lambda_1$ and $r = \ell |\lambda| = \sum_\iota \lambda_\iota$.

**Proof:** This follows from the fact that the weight defined by a partition $\mu$ appears in the irreducible representation $V_\lambda$ if and only if $|\lambda| = |\mu|$ and $\lambda$ dominates $\mu$, i.e., $\sum_\iota \lambda_\iota \geq \sum_\iota \mu_\iota$ for all $\iota$. Since $\lambda$ is almost rectangular, these inequalities are equivalent to $\mu_1 \leq s_1, \mu_2 \leq s_2, \ldots, \mu_d \leq s_d$, which means that $\mu$ lies in $A$. This proves that $A_\lambda = A$. \[ \blacksquare \]

**Examples:**

(a) The almost rectangular partition $\lambda = (2, 0, 0)$ defines the symmetric power $V_\lambda = S^2k^3$. The corresponding toric variety $X_{A_\lambda}$ is the Veronese surface in $P^5$.

(b) The almost rectangular partition $\lambda = (1, 1, 1, 0, 0, 0)$ defines the exterior power $V_\lambda = \wedge^3k^6$. The corresponding polytope $\text{conv}(A_\lambda)$ is the third hypersimplex $\Delta(3,6)$.

(c) The almost rectangular partition $\lambda = (2, 1, 0, 0)$ defines an irreducible $GL(4)$-module of dimension 20. This can be seen by substituting $t_i \mapsto 1$ in the Schur polynomial
\[ S_\lambda(t_1, t_2, t_3, t_4) = t_1^2t_2^2 + t_1^3t_3^3 + t_1^4t_4^4 + t_1^5t_2^5 + 2t_1t_2t_3 + t_1^2t_3^2 + 2t_1t_2t_4 + t_1^3t_2^3 \]
\[ + 2t_2t_4^2 + t_1t_2t_3^2 + t_2^2t_3^2 + t_2^3t_4^3 + t_1^2t_2^2 + 2t_2^3t_4 + t_2^4t_4. \]

The toric ideal $I_{A_\lambda}$ is the ideal of algebraic relations among the 16 distinct monomials appearing in the expansion (14.4). An explicit quadratic Gröbner basis for this ideal is given in the proof of Proposition 14.4.

**14.B. Permutation matrices**

Let $A$ be the set of all permutation matrices of size $p \times p$. In this example $d = p^2$, $n = p!$ and $\dim(A) = (p - 1)^2 + 1$. The variables in the polynomial ring $k[x]$ are indexed by the elements $\sigma$ of the symmetric group $S_p$, on $\{1, 2, \ldots, p\}$, and $k[t]$ is the ring of polynomial functions on a generic $p \times p$-matrix ($t_{ij}$). The toric map $\mathfrak{a}$ in (4.2) takes the variable $x_{i\sigma}$ associated with the permutation $\sigma$ to the monomial $t_{i1}t_{i2}t_{i3}\cdots t_{ip}$ which codes the permutation matrix $(\delta_{i\sigma}(j))$. The polytope $Q = \text{conv}(A)$ is the famous Birkhoff polytope of doubly-stochastic matrices. It consists of all non-negative real $p \times p$-matrices with row sums and column sums equal to 1. Note that $\dim(Q) = (p - 1)^2$. Our objective is to study the toric ideals defined by the Birkhoff polytopes. Here are the first two cases.

**Example 14.6.** (3 × 3-permutation matrices)

For $p = 3$ the toric map $\mathfrak{a}$ is given by $x_{123} \mapsto t_{112}t_{23}, x_{132} \mapsto t_{123}t_{22}, x_{213} \mapsto t_{132}t_{32}, x_{231} \mapsto t_{213}t_{33}, x_{312} \mapsto t_{321}t_{22}, x_{321} \mapsto t_{312}t_{33}. The projective toric variety $Y_A$ is a hypersurface of degree 2 in $P^5$. It is defined by the principal ideal
\[ I_A = \langle x_{123}x_{231} - x_{132}x_{213} \rangle. \]

**Example 14.7.** (4 × 4-permutation matrices)

The case $p = 4$ is more challenging: here $d = 16$, $n = 24$, and the projective toric variety $Y_A$ has dimension 9 and degree 352. We order the variables in the usual lexicographic order on the symmetric group $S_4$, $x_{1234} > x_{1243} > x_{1324} > \cdots > x_{4231}$, and we define $\prec$ to be the induced reverse lexicographic term order on $k[x]$. The reduced Gröbner basis $G$ of $I_A$ with respect to $\prec$ consists of 199 binomials: There are 18 quadratics such as
\[ x_{1234}x_{2314} - x_{1234}x_{2143}, x_{1234}x_{4231} - x_{1234}x_{4321}, x_{1342}x_{3124} - x_{1342}x_{3412}, \cdots \]
The Gröbner basis $G$ contains 176 cubics, including
\[ x_{1234}x_{1342}x_{1432} - x_{1243}x_{1324}x_{1432}, \ x_{1234}x_{1342}x_{2432} = x_{1243}x_{1324}x_{1324}, \ \ldots, \]
and it contains precisely five quartics:
\[ x_{1234}x_{1243}x_{2345}x_{4213}, \ x_{1342}x_{1243}x_{2432}x_{1324} = x_{2432}x_{1234}x_{1243}x_{4213}, \ x_{1234}x_{1342}x_{2345}x_{2413}, \ x_{2314}x_{3214}x_{3241}x_{1324} = x_{2432}x_{1234}x_{1243}x_{4213}, \ x_{1234}x_{1342}x_{2345}x_{4213} = x_{1243}x_{2314}x_{3142}x_{4213}. \]
In each displayed binomial the initial term comes first. All 199 initial terms are square-free. Thus $\in_{\prec}(I_A)$ is a square-free monomial ideal. By our results of Chapter 8, it defines a regular triangulation of the Birkhoff polytope into 352 9-simplices of unit volume.

Examples 14.6 and 14.7 are generalized in the following theorem.

**Theorem 14.8.** Let $\prec$ be any of the $(p)!$ graded reverse lexicographic term orders on $k[x]$. Then the initial ideal $\in_{\prec}(I_A)$ is generated by square-free monomials of degree $\leq p$.

**Proof:** A key ingredient in our proof is the following well-known result from combinatorics (due to Birkhoff): every non-negative integer $p \times p$-matrix with equal row and column sums can be written as a sum of permutation matrices.

We fix any of the $(p)!$ linear orders on the symmetric group $S_p$. Let $G$ be the reduced Gröbner basis of $I_A$ in the resulting reverse lexicographic term order on $k[x]$. Consider any element $x^u - x^v$ of $G$, where $x^u$ is the initial term. Let $x_p$ denote the smallest variable which divides $x^u$. By the choice of reverse lexicographic order, it is smaller than any variable appearing in $x^u$. Writing $(x_\sigma)_{\sigma \in S_p}$ for the coordinates of the vector $u$, we have

\[
\hat{\sigma}(x^u) = \hat{\sigma}(x^v) = \prod_{\sigma \in S_p} (\hat{\sigma}(x_\sigma))^{|u_\sigma|} = \prod_{\sigma \in S_p} \prod_{i=1}^p t_i^{u_\sigma(i)}. \quad (14.5)
\]

The monomial $\hat{\sigma}(x_p) = t_1^{\rho(1)} \cdots t_p^{\rho(p)}$ divides $(14.5)$. Therefore, for each index $i \in \{1, \ldots, p\}$ there exists a permutation $\sigma$ such that $\sigma(\rho(i)) = p(i)$ and $u_\sigma \geq 1$. We use $x^u$ to denote the product (with repetition) of the variables associated with these permutations. Then $x^u$ is a square-free monomial of degree at most $p$. The condition $u_\sigma \geq 1$ guarantees that $x^u$ divides $x^v$.

We claim that $x^u$ lies in the initial ideal $\in_{\prec}(I_A)$. If we divide $\hat{\sigma}(x^u)$ by $\hat{\sigma}(x_p)$ then we obtain a monomial $\prod_{i,j=1}^p c_{ij}$ where $(c_{ij})$ is a non-negative integer $p \times p$-matrix with all row and column sums equal. By Birkhoff’s Theorem, $(c_{ij})$ can be written as a sum of permutation matrices. Equivalently, the monomial $\prod_{i,j=1}^p c_{ij}$ lies in the image of the map $\hat{\sigma}$. Let $x^v$ be any of its preimages. By construction, the two monomials $x^u$ and $x^v$ have the same image under $\hat{\sigma}$. Therefore $x^u - x^v$ lies in $I_A$. Here $x^u$ is the initial term since $x_p$ is smaller than any of the variables in $x^v$. This proves our claim.

Now, $x^u$ is both a minimal generator of $\in_{\prec}(I_A)$ and a multiple of $x^v$. This implies $x^u = x^v$. Thus $\in_{\prec}(I_A)$ is generated by square-free monomials of degree $\leq p$.

**Corollary 14.9.** (Stanley 1980) Every reverse lexicographic triangulation of the Birkhoff polytope of doubly-stochastic matrices is unimodular.

**Proof:** By Corollary 8.9 and Theorem 14.8. ■

Stanley (1980) calls a lattice polytope $Q = \text{conv}(A)$ compressed if each of its reverse lexicographic triangulations is unimodular. Equivalently, we may call a homogeneous toric ideal $I_A$ compressed if every reverse lexicographic initial ideal of $I_A$ is square-free. Being compressed is a strictly weaker property than being unimodular, since there may be other initial ideals which are not square-free. The simplest example of a compressed polytope which is not unimodular is the regular 3-dimensional cube.

It is easy to see that the Birkhoff polytope is not unimodular for $p \geq 4$. Consider the binomial $x_{1234}x_{1243}x_{2341}x_{4213} - x_{1234}x_{1243}x_{2341}x_{4213}$ which appears in the reduced Gröbner basis of Example 14.7. By Corollary 7.9, there exists a term order $\prec$ on $k[x]$ such that this binomial appears in the reduced Gröbner basis with the underlined term as its initial term. The monomial $x_{1234}x_{1243}x_{2341}x_{4213}$ is not square-free, and hence the set $A$ of $4 \times 4$ permutation matrices is not unimodular (by Remark 8.10). This example lifts to $p \geq 5$.

The reverse lexicographic Gröbner bases of a compressed toric ideal have the pleasant property that they can be used for normal form reduction without knowing them explicitly. For instance, if $p \geq 5$ then it is a rather hopeless enterprise to explicitly compute any reduced Gröbner basis for the toric ideal of the Birkhoff polytope. Nevertheless we can use the Gröbner bases of Theorem 14.8 for normal form reduction in an implicit manner. Fix the usual lexicographic order on the symmetric group $S_p$ with the identity $123 \ldots p$ the highest element and its reverse $p(p-1) \ldots 21$ the lowest element. Let $\prec$ denote the resulting reverse lexicographic term order on $k[x]$. The following procedure computes the normal form of a monomial modulo the “Birkhoff ideal” $I_A$.

**Algorithm 14.10.** (Normal form modulo the toric ideal of the Birkhoff polytope)

**Input:** A monomial $x^u$ in the variables $x_\sigma$, $\sigma \in S_p$.

**Output:** The normal form of $x^u$ modulo the ideal $I_A$ with respect to the term order $\prec$.

1. Let $r$ be the degree of $x^u$.
2. Write $x^u$ as an $r \times p$-tableau $U$ with entries in $\{1, 2, \ldots, p\}$ whose rows are the permutations corresponding to the variables in $x^u$, with repetition.
3. While $r > 0$ do
   3.1. Let $\sigma$ be the smallest permutation obtainable by taking one entry from each column of $U$. Delete these $p$ entries from $U$ while restoring the rectangular shape (as in the example below), and let $U' = U$ be the resulting $(r-1) \times p$-tableau.
   3.2. Output the variable $x_\sigma$. Set $r := r - 1$ and $U := U'$.
4. The normal form is the product of all variables which have been output along the way.

The correctness of this algorithm follows from the proof of Theorem 14.8. Here is an example how it works. Let $p = 5$ and consider the monomial

\[
x^u = x_{12345} \cdot x_{23145} \cdot x_{34125} \cdot x_{43125} \cdot x_{53241}.
\]
The sequence of tableaux generated by Algorithm 14.10 equals
\[
\begin{bmatrix}
1 & 2 & 4 & 3 & 5 \\
2 & 5 & 1 & 3 & 4 \\
3 & 1 & 4 & 5 & 2 \\
4 & 3 & 1 & 2 & 5 \\
5 & 3 & 2 & 4 & 1
\end{bmatrix} \rightarrow \begin{bmatrix}
1 & 2 & 4 & 3 & 5 \\
2 & 5 & 1 & 3 & 4 \\
3 & 1 & 1 & 5 & 2 \\
4 & 3 & 2 & 4 & 5 \\
1 & 1 & 4 & 3 & 5 \\
2 & 3 & 2 & 4 & 5
\end{bmatrix} \rightarrow \begin{bmatrix}
1 & 2 & 4 & 3 & 5 \\
2 & 5 & 1 & 3 & 4 \\
3 & 1 & 1 & 5 & 2 \\
4 & 3 & 2 & 4 & 5 \\
1 & 3 & 2 & 4 & 5
\end{bmatrix}
\]
We conclude that the normal form of \( x^u \) equals
\[
x^u = x_{53421} \cdot x_{45132} \cdot x_{12154} \cdot x_{21435} \cdot x_{13245}.
\]

The study of the toric ideal defined by the permutation matrices is motivated by a sampling problem from statistics. In fact, it may be added that it was this very problem which got the project (Diaconis & Sturmfels 1993) started. Consider a group of \( r \) voters electing a president from a list of \( p \) candidates. Each of the \( r \) voters ranks the \( p \) candidates in order of preference. This collection of \( r \) permutations is the complete election data. To compress this mass of information we form a \( p \times p \)-matrix as follows: the entry in position \((i, j)\) is the number of people who rank candidate \( i \) in position \( j \). This matrix is the first-order summary. The sampling problem is to choose at random from the set of all election data with a fixed first-order summary. When modeling this problem as in Chapter 5, one realizes that the set \( A \) is precisely the set of \( p \times p \)-permutation matrices. The election data is a monomial \( x^u \) in \( p! \) variables, and its first-order summary is a monomial \( \tilde{x}(x^u) = t^{\tilde{u}(u)} \) in \( p^2 \) variables. Theorem 14.10 implies that any two election data with the same first-order summary can be connected by a sequence of local moves involving at most \( p \) voters.

14C. Three-dimensional matrices

Our next example comes from a direct generalization of the sampling problem in Example 5.1. In (5.4) a group of people was classified according to two features (hair color and eye color). It is natural to consider three or more features and study their interrelations. This leads us to introduce three-dimensional matrices (of format \( r \times s \times t \)). The case of \( 3 \times 3 \times 3 \)-matrices appeared in Exercise (7) of Chapter 5. The corresponding integer programming problem is known as the three-dimensional transportation problem; see e.g., (Vlach 1986).

Fix integers \( r \leq s \leq t \). Let \( n = rst \), \( d = rs + rt + st \), and identify \( \mathbb{Z}^d \) with the direct sum of matrices spaces \( \mathbb{Z}^{rs} \oplus \mathbb{Z}^{rt} \oplus \mathbb{Z}^{st} \). We denote the standard basis vectors in the three components as \( e_{ij}, e'_{ik}, e''_{jk} \) respectively. Our configuration in this subsection is
\[
A = \{ e_{ij} \oplus e'_{ik} \oplus e''_{jk} : i = 1, \ldots, r, j = 1, \ldots, s, k = 1, \ldots, t \}.
\]

The resulting ring map is
\[
\tilde{x} : k[x_{ijk}] \rightarrow k[u_{ij}, v_k, w_{jk}], \quad x_{ijk} \mapsto u_{ij} \cdot v_k \cdot w_{jk},
\]
where the indices \( i, j, k \) run as in (14.6). At first glance the projective toric variety \( Y_{A} \) may appear similar to a Segre variety. But this is a deception. The kernel of (14.7) is much more complicated than the Segre ideal (5.7). Formula (4.3) translates into the following:
\[
I_A = \left\langle \prod_{i,j} x_{ijk}^{a_{ijk}} - \prod_{i,j} x_{ijk}^{b_{ijk}} : \sum_{i=1}^{r} a_{ijk} = \sum_{i=1}^{r} b_{ijk} \text{ for all } j, k, \right. \left. \sum_{j=1}^{s} a_{ijk} = \sum_{j=1}^{s} b_{ijk} \text{ for all } i, k, \sum_{k=1}^{t} a_{ijk} = \sum_{k=1}^{t} b_{ijk} \text{ for all } i, j \right\rangle.
\]

To emphasize the combinatorial difficulty of the configuration \( A \) in (14.6), we remark that it is an unsolved problem to describe the facets of \( conv(A) \). Partial results on this problem are given in (Vlach 1986).

Our first example is the case \( r = s = t = 2 \). Here the toric ideal is principal:
\[
I_A = \langle x_{112}x_{122}x_{212}x_{221} - x_{112}x_{121}x_{212}x_{221} \rangle.
\]

It turns out that the case \( r = 2 \) and \( s, t \) arbitrary is still easy, in the sense that it can be reduced to Proposition 5.4. We write \( A_{st} = \{ e_i \oplus e'_j \} \) for the Segre configuration in Example 5.1. Thus \( I_{A_{st}} \) is the ideal of \( 2 \times 2 \)-minors of an \( s \times t \)-matrix of indeterminates.

Proposition 14.11. If \( r = 2 \) then the configuration \( A \) in (14.6) isomorphic to the Lawrence lifting \( \Lambda(A_{st}) \) of the Segre configuration \( A_{st} \). In particular, \( A \) is unimodular.

Proof: To exhibit the isomorphism we rename the variables \( z_{jk} := x_{1jk} \) and \( y_{jk} := x_{2jk} \). Consider the binomials in (14.8) which have no monomial factors. The first set of conditions translates into \( a_{1jk} = b_{2jk} \) and \( a_{2jk} = b_{1jk} \) for \( j = 1, \ldots, s \) and \( k = 1, \ldots, t \). Using these we replace all \( b \)-variables. The second set of conditions in (14.8) now equals
\[
\sum_{j=1}^{s} (a_{ijk} - a_{2jk}) = 0 \text{ for all } k = 1, \ldots, t \quad \text{and} \quad \sum_{k=1}^{t} (a_{ijk} - a_{2jk}) = 0 \text{ for all } j = 1, \ldots, s.
\]

This says that the \( s \times t \)-matrix \( c = (c_{jk}) := (a_{1jk} - a_{2jk}) \) has zero row and column sums. Our assumption (no monomial factor) implies that \( a_{1jk} = 0 \) or \( a_{2jk} = 0 \). Therefore \( c^+ = (a_{1jk}) \) and \( c^- = (a_{2jk}) \). With all this new notation equation (14.8) becomes
\[
I_A = \langle x^c \cdot y^c - x^c \cdot y^c : \ c \in \mathbb{Z}^{s \times t} \text{ has zero row and column sums} \rangle.
\]

Formula (7.1) shows that \( I_A \) is the toric ideal of the Lawrence lifting of \( A_{st} \). The fact that \( A \) and \( \Lambda(A_{st}) \) have the same toric ideal means that these two vector configurations are isomorphic (i.e., there is an isomorphism between their ambient \( d \)-dimensional lattices which carries one into the other). Finally, \( A \) is unimodular because the configuration \( A_{st} \) is unimodular and the operator \( \Lambda(\cdot) \) clearly preserves this property. ■
For \( r = 2 \) and \( s, t \) arbitrary, the Graver basis of \( A \) is given by the following corollary.

**Corollary 14.12.** The Graver basis \( Gr(A_{r,s}) \) consists of all binomials

\[
\begin{align*}
&x_{j_1, k_1} x_{j_2, k_2} \cdots x_{j_s, k_s} y_{y_1, k_1} y_{y_2, k_2} \cdots y_{y_s, k_s} - x_{j_1, k_1} x_{j_2, k_2} \cdots x_{j_s, k_s} y_{y_1, k_1} y_{y_2, k_2} \cdots y_{y_s, k_s},
\end{align*}
\]

(14.9)

where \((j_1, k_1), (j_2, k_2), \ldots, (j_s, k_s), (y_1, k_1), (y_2, k_2), \ldots, (y_s, k_s)\) is a circuit in the complete bipartite graph \( K_{r,s} \).

**Proof:** Erase all the \( y \)-variables in the binomials (14.9). In view of equation (7.2), it suffices to show that these binomials form the Graver basis of the determinantal ideal \( I_{r,s} \). (Perhaps you have done this already when you solved Exercise (1) of Chapter 5?) Since \( A_{r,s} \) is unimodular, we have \( C_{A_{r,s}} = Gr(A_{r,s}) \), by Proposition 8.11. But the circuits of \( A_{r,s} \) are precisely the circuits of the complete bipartite graph \( K_{r,s} \). (See Lemma 9.8 for a more general statement.)

The next case is \( r = s = t = 3 \). The toric ideal \( I_A \) of the \( 3 \times 3 \times 3 \)-transportation problem lives in a polynomial ring in 27 variables. The projective variety \( Y_A \) has dimension 9. By direct computation we found that the set of circuits still coincides with the Graver basis. This is surprising since the configuration \( A \) is no longer unimodular. The non-unimodularity is seen from the appearance of squares in the circuits of types (f) and (g).

**Theorem 14.13.** For \( r = s = t = 3 \) the Graver basis \( Gr_A \) equals the set \( C_A \) of circuits. There are precisely 785 circuits; they are grouped into seven symmetry classes as follows:

(a) 27 circuits of degree 4 such as

\[
x_{123} x_{132} x_{232} x_{332} - x_{122} x_{133} x_{232} x_{332}
\]

(b) 54 circuits of degree 6 such as

\[
x_{111} x_{212} x_{223} x_{231} x_{312} - x_{112} x_{121} x_{213} x_{222} x_{311} x_{323}
\]

(c) 108 circuits of degree 7 such as

\[
x_{111} x_{123} x_{132} x_{222} x_{231} x_{312} - x_{113} x_{122} x_{131} x_{221} x_{232} x_{311} x_{323}
\]

(d) 216 circuits of degree 9 such as

\[
x_{112} x_{121} x_{133} x_{222} x_{231} x_{312} x_{323} - x_{111} x_{123} x_{132} x_{221} x_{232} x_{312} x_{323} x_{331} x_{333}
\]

(e) 12 circuits of degree 9 such as

\[
x_{112} x_{123} x_{131} x_{221} x_{232} x_{311} x_{322} x_{333} - x_{111} x_{123} x_{132} x_{221} x_{232} x_{312} x_{323} x_{331} x_{333}
\]

(f) 162 circuits of degree 10 such as

\[
x_{111} x_{123} x_{132} x_{221} x_{231} x_{312} x_{322} x_{333} - x_{113} x_{122} x_{131} x_{221} x_{232} x_{312} x_{323} x_{331} x_{321} x_{332}
\]

(g) 216 circuits of degree 12 such as

\[
x_{111} x_{123} x_{132} x_{213} x_{222} x_{231} x_{312} x_{321} x_{333} - x_{113} x_{122} x_{131} x_{213} x_{221} x_{232} x_{323} x_{311} x_{332} x_{333}
\]

Moreover, the 81 quartic and sextic binomials of types (a) and (b) minimally generate \( I_A \).

**Proof:** The 795 circuits were computed by a brute-force approach based on formula (1.1). Our proof that they constitute the Graver basis will be explained in detail. We introduce 27 new variables \( y_{i11}, y_{i12}, \ldots, y_{i33} \). We homogenize each of the above 795 circuits as follows: if the variable \( x_{ijk} \) appears in one of the two terms then multiply the other term by \( y_{ijk} \). For example, the homogenization of the quartic in (a) is

\[
x_{123} x_{132} x_{232} x_{333} y_{122} x_{123} x_{332} - x_{122} x_{133} x_{223} x_{323} x_{312} x_{313} y_{222} y_{333}
\]

The resulting 795 binomials are the circuits of \( A(A) \), by part (b) of Exercise (3) below. In view of equation (7.2), it suffices to show that these 795 binomials form the Graver basis for \( I_A(A) \). In view of Theorem 7.1, it suffices to simply show that they generate \( I_A(A) \).

Let \( J \) be the ideal generated by the given 795 circuits of \( A(A) \). We claim that \( J = I_A(A) \). Let \( X \) denote the product of all 54 variables. We shall make use of Lemma 12.2, which states that \((J : X^{\infty}) = I_A(A) \). Our claim is therefore reduced to the assertion

\[
(J : x_{ijk}) = J \quad \text{and} \quad (J : y_{ijk}) = J \quad \text{for all} \quad 1 \leq i, j, k \leq 3.
\]

(14.10)

Consider the symmetry group of the configuration \( A(A) \). Clearly, it acts transitively on the 54 variables, and it leaves the ideal \( J \) invariant. Therefore it suffices to check the condition (14.10) for one variable only, say \( x_{111} \). We shall apply Lemma 12.1. Fix any reverse lexicographic term order on \( k[x,y] \) such that \( x_{111} \) is the cheapest variable. A single application of Buchberger’s criterion reveals that the given 795 binomials in 54 variables are already a reduced Gröbner basis in this order. (This involves the computation of up to \((795^2) = 315,615 \) S-pairs.) By Lemma 12.1, this implies \((J : x_{111}) = J\), and we are done.

We last claim that the binomials in (a) and (b) form a minimal generating set was verified by a brute force computation in MACAULAY. We have proved Theorem 14.13.

A binomial in one of the ideals \( I_A \) is said to have format \((r, s, t)\) if its variables \( x_{ijk} \) involve \( r \) distinct indices \( i, s \) distinct indices \( j \) and \( t \) distinct indices \( k \). For instance, among the circuits in Theorem 14.13, the binomial in (a) has format \( 2 \times 2 \times 3 \), the binomial in (b) has format \( 3 \times 3 \times 2 \), and all others have format \( 3 \times 3 \times 3 \). Hence we observe that the ideal for \( 3 \times 3 \times 3 \)-matrices is generated by binomials of strictly smaller format. This raises the question whether there exist \( R, S \) and \( T \) such that, for all \( r \geq R, s \geq S, t \geq T \), our ideal is generated by binomials of format smaller than \( R \times S \times T \). The answer is “no”:
Proposition 14.14. For every positive even integer $p$ there exists a minimal generator for the toric ideal (14.8) which has degree $2p$ and format $2p \times (p+1) \times (p+1)$.

Proof: For $p > 0$ even we consider the following Laurent monomial
\[
P \left( \prod_{i=1}^{p} \frac{x_{i,i+1,i+1}^{(i)}}{x_{i,i+1,i+1}^{(i)}} \cdot \frac{x_{p+1,i+1,i+1}^{(i)}}{x_{p+1,i+1,i+1}^{(i)}} \cdot \prod_{i=2}^{p-1} \frac{x_{p+1,i,i+1,i+1}^{(i)}}{x_{p+1,i,i+1,i+1}^{(i)}} \cdot \frac{x_{2p-p+1,p+1,p+1}^{(i)}}{x_{2p-p+1,p+1,p+1}^{(i)}} \cdot \frac{x_{2p-p+1,p+1,p+1}^{(i)}}{x_{2p-p+1,p+1,p+1}^{(i)}} \right)
\]
\[
\times \prod_{i=2}^{p-1} \frac{x_{p+1,i,i+2,i+1}^{(i)}}{x_{p+1,i,i+2,i+1}^{(i)}} \cdot \frac{x_{p+1,i,i+2,i+2}^{(i)}}{x_{p+1,i,i+2,i+2}^{(i)}}
\]

We write $x^u$ for the numerator and $x^v$ for the denominator of this expression. Then $x^u - x^v$ is a binomial of degree $2p$ and format $2p \times (p+1) \times (p+1)$. It can be checked that $x^u - x^v$ lies in the kernel of (14.7). The general pattern is best understood by looking at the first two instances. For $p = 2$ our binomial equals
\[
x_{111} x_{122} x_{232} x_{223} x_{331} x_{321} x_{412} x_{433} - x_{121} x_{112} x_{222} x_{233} x_{311} x_{323} x_{413} x_{432}
\]
and for $p = 4$ it equals
\[
x_{111} x_{122} x_{232} x_{223} x_{333} x_{323} x_{414} x_{443} x_{434} x_{521} x_{512} x_{543} x_{534} x_{742} x_{735} x_{834} x_{855} - x_{121} x_{112} x_{222} x_{233} x_{333} x_{323} x_{444} x_{433} x_{511} x_{523} x_{532} x_{732} x_{745} x_{835} x_{854}.
\]
We claim that $x^u - x^v$ is a minimal generator of the toric ideal. In view of Corollary 12.13, it suffices to show that $u$ and $v$ are the only two elements in their common fiber. Suppose that $w$ is any other $2p \times (p+1) \times (p+1)$-matrix in the same fiber. For fixed second and third index $jk$ there is at most one variable $x_{jk}$ appearing in $x^w$. This holds because each image variable $w_{jk}$ appears at most linearly in $\bar{\sigma}(x^w) = \bar{\sigma}(x^u) - \bar{\sigma}(x^v)$. Now, for each fixed first index $i$ our binomial $x^w - x^v$ looks like a ordinary $2 \times 2$-determinant $x_{ij} x_{ij} - x_{iz} x_{iz}$. One the two these terms must appear as a factor of $x^w$. These two requirements together imply that $x^w = x^u$ or $x^w = x^v$.

Exercises:

(1) How many of the 199 Gröbner basis elements in Example 14.7 are needed to minimally generate this toric ideal? Are the quadratics and cubics sufficient?

(2) Estimate the size of a reverse lexicographic Gröbner basis for the toric ideal defined by the $5 \times 5$-permutation matrices. Determine the exact number of Gröbner basis elements of degree two and three.

(3) Let $A = \{a_1, \ldots, a_n\}$ be any configuration in $\mathbb{Z}^d$. Prove the following two statements:
   (a) The set of circuits $C_A$ generates the lattice $ker\mathbb{Z}(A)$ (as an abelian group).
   (b) Let $A(\lambda) \subset \mathbb{Z}^d$ be the Lawrence lifting. Then $C_{A(\lambda)} = \{(u, -u) : u \in C_A\}$.

(4) Consider the cubic Veronese embedding of $P^3$ into $P^9$. The quadratic Gröbner basis in Theorem 14.2 defines a regular triangulation consisting of 27 tetrahedra. List them.

Notes:
Eisenbud, Reeves and Totaro (1994) have given a quadratic Gröbner basis for the Veronese ideal, but theirs is not square-free. The square-free quadratic Gröbner basis for the Veronese ideal appearing in Theorem 14.2 was first derived from the corresponding triangulation, which is the special regular triangulation appearing in Section III.2B of (Kempf, Knudsen, Mumford & Saint-Donat 1973). The examples and results in subsections 14.B and 14.C are taken from (Diaconis & Sturmfels 1993).
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