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Abstract

A recently developed high-order implicit shock tracking (HOIST) framework for resolving discontinuous
solutions of inviscid, steady conservation laws [43, 45] is extended to the unsteady case. Central to the
framework is an optimization problem which simultaneously computes a discontinuity-aligned mesh and the
corresponding high-order approximation to the flow, which provides nonlinear stabilization and a high-order
approximation to the solution. This work extends the implicit shock tracking framework to the case of
unsteady conservation laws using a method of lines discretization via a diagonally implicit Runge-Kutta
method by “solving a steady problem at each timestep”. We formulate and solve an optimization problem
that produces a feature-aligned mesh and solution at each Runge-Kutta stage of each timestep, and advance
this solution in time by standard Runge-Kutta update formulas. A Rankine-Hugoniot based prediction of
the shock location together with a high-order, untangling mesh smoothing procedure provides a high-quality
initial guess for the optimization problem at each time, which results in rapid convergence of the sequential
quadratic programing (SQP) optimization solver. This method is shown to deliver highly accurate solutions
on coarse, high-order discretizations without nonlinear stabilization and recover the design accuracy of the
Runge-Kutta scheme. We demonstrate this framework on a series of inviscid, unsteady conservation laws
in both one- and two- dimensions. We also verify that our method is able to recover the design order of
accuracy of our time integrator in the presence of a strong discontinuity.

Keywords: shock tracking, shock fitting, method of lines, high-order methods, discontinuous Galerkin,
high-speed flows

1. Introduction

It is widely believed that higher fidelity is required for problems with propagating waves, turbulent fluid
flow, nonlinear interactions, and multiple scales [41]. This has resulted in a significant interest in high-
order accurate methods, such as discontinuous Galerkin (DG) methods [8, 22], which have the potential to
produce accurate solutions on coarse meshes. Among the most significant challenges associated with high-
order methods is their sensitivity to under-resolved features, in particular for nonlinear problems where the
spurious oscillations often cause a breakdown of the numerical solvers. This is exacerbated for problems
with shocks where the low dissipation associated with high-order methods is insufficient to stabilize the
solution. Since shocks are present in many important problems in fields such as aerospace, astrophysics, and
combustion, this poses a fundamental barrier to widespread adoption of these methods.

Several approaches have been proposed to stabilize shocks, most of which are based on shock capturing,
where the numerical discretization accounts for discontinuities independently of the computational grid. One
simple method is to use a sensor that identifies the mesh elements in the shock region and reduce the degree of
the approximating polynomial [3, 6]. A more sophisticated approach includes limiting, such as the weighted
essentially non-oscillatory (WENO) schemes [20, 27, 23], which perform a high-order reconstruction near
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discontinuities, but require a large computational stencil which offsets the attractive compactness properties
of DG methods. For high-order methods, artificial viscosity has also proven to be competitive, since it
can smoothly resolve the jumps in the solution without introducing additional discontinuities between the
elements [31]. A recent comparative study of artificial viscosity models [42] discusses their relative merits,
but notes they all suffer from a relatively strong dependency on a large number of empirical parameters which
must be tuned. The main problem with all these approaches is they lead to globally first-order accurate
schemes. This can be remedied by local mesh refinement around the shock (h-adaptivity) [13], although the
anisotropic high-order mesh adaptation is challenging and requires highly refined elements near the shock.
This issue is further complicated by transient problems where shocks and other local features propagate
throughout the domain, requiring online adaptivity to be computationally feasible. Even with aggressive h-
and p-adaptivity, simulations of complex, shock-dominated, unsteady flows are extremely challenging and
expensive.

An alternative approach is shock tracking or shock fitting, where the computational mesh is moved such
that its faces are aligned with the discontinuities in the solution. This is natural in the setting of a DG
method since the numerical scheme already incorporates jumps between the elements and the approximate
Riemann solvers employed on the element faces handle the discontinuities correctly. However, it is a difficult
meshing problem since it essentially requires generating a fitted mesh to the (unknown) shock surface. Many
previous approaches employ specialized formulations and solvers which are dimension dependent and do not
easily generalize [21, 19, 4] and/or are limited to relatively simple problems [37, 38, 40]. In addition, early
approaches to shock fitting have been applied to low-order schemes where the relative advantage over shock
capturing is smaller than for high-order methods [39, 2]. One particular class of methods of note is explicit
shock tracking, which is surveyed in [29, 34]. These strategies largely consist of explicitly identifying the shock
and using the Rankine-Hugoniot conditions to compute its motion and states upstream and downstream of
the shock. More recent developments in explicit shock tracking [32] use more sophisticated methods to
compute shock velocities and discretize the flow equations, but ultimately still require a specialized strategy
to explicitly track the shock separately from the remainder of the flow. These methods are not easily
applicable to discontinuities whose topologies not known a priori. While interest in shock tracking/fitting
methods has seen somewhat of a resurgence in recent years [7, 5, 18, 12], shock tracking is largely not used
in practical CFD today.

In [43, 45], we introduced a novel approach to shock tracking for steady conservation laws that does
not require explicitly generating a mesh of the unknown discontinuity surface. Rather, the conservation
law is discretized on a mesh without knowledge of the discontinuity surface and an optimization problem is
formulated such that its solution is the pair pu,xq, where x is the position of the mesh nodes that cause
element faces to align with discontinuities in the flow and u is the solution of discretized conservation law
on the mesh defined by x. That is, discontinuity tracking is implicitly achieved through the solution of an
optimization problem and will be referred to as implicit shock tracking. While this approach works with any
discretization that allows for inter-element discontinuities, we focus on high-order DG methods due to the
high degree of accuracy attainable on coarse meshes, proper treatment of discontinuities with approximate
Riemann solvers, and the ability to use curved elements to track discontinuities with curvature. The implicit
tracking optimization problem proposed in [45] minimizes the violation of the DG residual in an enriched test
space while enforcing that the standard DG (same test and trial space) equation is satisfied. This objective
function is a surrogate for violation of the infinite-dimensional weak formulation of the conservation law,
which endows the method with r-adaptive behavior: it promotes alignment of the mesh with discontinuities
and adjusts nodes in smooth regions to improve approximation of the conservation law. The optimization
problem is solved using a sequential quadratic programming method with a Levenberg-Marquardt Hessian
approximation that simultaneously converges the mesh and solution to their optimal values, which never
requires the fully converged DG solution on a non-aligned mesh and does not require nonlinear stabilization.
The combination of implicit tracking with a DG discretization leads to a high-order accurate numerical
method that has been shown to provide accurate approximations to high-speed inert [43, 45] and reacting
flows [44].

In this work, we further extend the framework developed in [43, 45] for steady conservation laws (which
can be applied to space-time formulations of unsteady conservation laws) to a method of lines discretization
approach for unsteady problems. While space-time methods are attractive for a number of reasons, the
method of lines approach tends to be more practical for complex problems when applicable, in large part
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because computations are only required on a d-dimensional mesh instead of a time-coupled pd`1q-dimensional
space-time mesh. The key ingredients of the method of lines approach are: 1) an Arbitrary Lagrangian-
Eulerian formulation of the conservation law to handle the deforming mesh (which deforms to track the
shock through the domain), 2) semi-discretization with DG to obtain a system of ordinary differential
equations, 3) high-order temporal discretization with a diagonally implicit Runge-Kutta (DIRK) method,
and 4) implicit shock tracking at each time step following the approach in [45]. We utilize a Rankine-
Hugoniot-based procedure to predict the shock location at future times combined with a high-order mesh
smoothing procedure with untangling capabilities to construct high quality initial guesses for the mesh and
solution for the optimization problem at each time step. These initial guesses enhance the robustness of the
method and significantly accelerate the performance of the optimization solver, to achieve rapid convergence.

To our knowledge, the only other approach to implicit shock tracking is the Moving Discontinuous
Galerkin Method with Interface Condition Enforcement (MDG-ICE), proposed in [9, 11], where the authors
enforce a DG discretization with unconventional numerical fluxes and the Rankine-Hugoniot interface condi-
tions in a minimum-residual sense. In their approach, the interface condition is enforced along all faces of the
mesh, separately from conservation law. Interestingly, enforcement of the interface condition circumvented
traditional stability requirements for the DG numerical fluxes, allowing them to solely rely on fluxes interior
to an element. Their method was shown to successfully track even complex discontinuity surfaces and pro-
vide high-order approximations to the conservation law on traditionally coarse, high-order meshes. In [10],
they extended MDG-ICE to solve unsteady problems by space-time slab marching with a simplicial grid
extrusion strategy. More recently, they extended MDG-ICE, originally developed for inviscid conservation
laws, to viscous conservation laws [26] and reformulated it as a least-squares discontinuous Galerkin method
[25], which endows the method with super-optimal convergence properties.

The remainder of this paper is organized as follows. Section 2 introduces the governing system of inviscid
unsteady conservation laws, its spatial discretization using a DG method, and its temporal discretization
using a diagonally implicit Runge-Kutta (DIRK) method. Section 3 presents the error-based objective
function and the constrained optimization framework. Section 4 discusses practical details required for the
proposed tracking framework such as initialization of the SQP solver. Finally, Section 5 presents a number
of numerical experiments that demonstrate the method on a variety of unsteady flows using coarse, high-
order meshes. We also demonstrate high-order temporal convergence of the method along with the rapid
convergence of the SQP solver.

2. Governing equations and high-order numerical discretization

Consider a general system of m inviscid conservation laws, defined on the fixed domain Ω Ă Rd and
subject to appropriate boundary conditions,

BU

Bt
`∇ ¨ F pUq “ 0 in Ωˆ r0, T s (1)

where U : Ω ˆ r0, T s Ñ Rm is the solution of the system of conservation laws, F : Rm Ñ Rmˆd is the
flux function, ∇ :“ pBx1

, . . . , Bxd
q is the gradient operator in the physical domain such that ∇W px, tq “

“

Bx1W px, tq ¨ ¨ ¨ Bxd
W px, tq

‰

P RNˆd for any W : Ωˆr0, T s Ñ RN and x P Ω, t P r0, T s, and the boundary
of the domain BΩ has outward unit normal n : BΩ Ñ Rd. The conservation law in (1) is supplemented with
the initial condition Upx, 0q “ Ūpxq for all x P Ω, where Ū : Ω Ñ Rm. In general, the solution Upxq may
contain discontinuities, in which case, the conservation law (1) holds away from the discontinuities and the
Rankine-Hugoniot conditions [28] hold at discontinuities.

Building on our previous work [43, 45], we will construct a high-order numerical method that tracks
discontinuities with the computational grid as they evolve through the domain, which places three require-
ments on the discretization: 1) a high-order, stable, and convergent discretization of the conservation law
in (1), 2) employs a solution basis that supports discontinuities between computational cells or elements,
and 3) allows for deformation of the computational domain. As such, our method is based on a standard
high-order DG-DIRK discretization of an Arbitrary Lagrangian-Eulerian (ALE) formulation of the govern-
ing equations. We insist on a high-order discretization given their proven ability [43, 9] to deliver accurate
solutions on coarse discretizations provided discontinuities are tracked.
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Figure 1: Mapping between reference and physical domains.

The remainder of this section will detail the discretization of the conservation law (1) using DG such
that it reduces to the semi-discrete form

rp 9u,u, 9x,xq “ 0 (2)

where r : RNuˆRNuˆRNxˆRNx Ñ RNu , u is the semi-discrete representation of the conservation law state
U , and x is the semi-discrete representation of the conservation law domain Ω (nodal coordinates of mesh
nodes). We will then apply a high-order temporal discretization to (2) by a diagonally implicit Runge-Kutta
method to yield a complete discretization of (1). The same discretization process can be used to yield a
semi-discretization from an enriched test space and corresponding temporal discretization, which will be
used in the definition of the proposed objective function.

2.1. Arbitrary Lagrangian-Eulerian formulation of conservation laws

We use an ALE formulation of the governing equations to account for the time-dependent domain defor-
mations required to track discontinuities as they evolve. To this end, we introduce a time-dependent domain
mapping (Fig. 1)

G : Ω0 ˆ r0, T s Ñ Ω; G : pX, tq ÞÑ GpX, tq, (3)

where Ω0 Ă Rd is a fixed reference domain, T is the final time, and at each time t P r0, T s, Gp ¨ , tq : Ω0 Ñ Ω
is a diffeomorphism. We note that the domain Ω is fixed, i.e., Ω occupies the same region of Rd at any time
t P r0, T s; the time-dependent diffeomorphism is introduced as an integral part of the proposed numerical
method to track discontinuities as they evolve. Under the domain mapping (3), the conservation law (1)
becomes

BU

Bt
`∇ ¨ F pUq “ 0 in GpΩ0, tq (4)

Following the approach in [30], the conservation law on the physical domain Ω is transformed to a conservation
law on the reference domain Ω0

BUX
Bt

`∇X ¨ FXpUX ;G, vq “ 0 in Ω0 (5)

where UX : Ω0 ˆ r0, T s Ñ Rm is the solution of the transformed conservation law, FX : Rm ˆ Rdˆd ˆ Rd Ñ
Rmˆd is the transformed flux function, ∇X :“ pBX1

, . . . , BXd
q is the gradient operator on the reference domain,

and the deformation gradient G : Ω0 ˆ r0, T s Ñ Rdˆd, mapping Jacobian g : Ω0 ˆ r0, T s Ñ R, and mapping
velocity v : Ω0 ˆ r0, T s Ñ Rd are defined as

G “ ∇XG, g “ detG, v “
BG
Bt
. (6)

The transformed and physical solutions are related, for any X P Ω0 and t P r0, T s, as

UXpX, tq “ gpX, tqUpGpX, tq, tq (7)

4



and the transformed flux is defined as

FX : pWX ; Θ, ξq ÞÑ rpdet ΘqF ppdet Θq´1WXq ´WX b ξsΘ
´T . (8)

The unit normals in the reference and physical domain are related by

n “
gG´TN

}gG´TN}
. (9)

The transformed conservation law is supplemented with the initial condition UXpX, 0q “ ŪXpXq for all
X P Ω0, where ŪX : Ω0 Ñ Rm is ŪXpXq “ gpX, 0qŪpGpX, 0qq. In this work, we take the reference domain
to be the physical domain at time 0, which implies gpX, 0q “ 1.

2.2. Discontinuous Galerkin discretization of the transformed conservation law

We use a nodal discontinuous Galerkin method [8, 22] to discretize the transformed conservation law
(5). Let Eh represent a discretization of the reference domain Ω0 into non-overlapping, potentially curved,
computational elements. The DG construction begins with the elementwise weak form of the conservation
law (5) that results from multiplying each equation by a test function ψX , integrating over a single element
K P Eh, and applying the divergence theorem

ż

K

ψX ¨ 9UX dV `

ż

BK

ψ`X ¨ FXpUX ;G, vqN dS ´

ż

K

FXpUX ;G, vq : ∇XψX dV “ 0, (10)

where N is the outward normal to the surface BK and ψ`X denotes the trace of ψ interior to element K. To
ensure the face integrals are single-valued, we replace FXpUX ;G, vqN in the second term with a numerical
flux function HX : Rm ˆ Rm ˆ Rd ˆ Rdˆd ˆ Rd Ñ Rm associated with the reference inviscid flux FX

ż

K

ψX ¨ 9UX dV `

ż

BK

ψ`X ¨HXpU
`
X , U

´
X , N ;G, vq dS ´

ż

K

FXpUX ;G, vq : ∇XψX dV “ 0, (11)

where U`X (U´X ) denotes the interior (exterior) trace of UX to the element K; for points X P BK X BΩ0, U´X
is a boundary state constructed to enforce the appropriate boundary condition. In this work, we take the
numerical flux to be a smoothed version of the Roe flux (Section 2.3). To establish the finite-dimensional
(semi-discrete) form of (11), we introduce the DG approximation (trial) space of discontinuous piecewise
polynomials associated with the mesh Eh

Vph “
 

v P rL2pΩ0 ˆ r0, T sqs
m
ˇ

ˇ vp ¨ , tq|K P rPppKqs
m, @K P Eh, t P r0, T s

(

(12)

where PppKq is the space of polynomial functions of degree at most p ě 1 on the element K, and we take

the DG test space to be Vp
1

h , where p1 ě p. We also define the space of admissible domain mappings as the
space of continuous piecewise polynomials of degree q associated with the mesh Eh

Wh “
 

v P rC0pΩ0 ˆ r0, T sqs
d
ˇ

ˇ vp ¨ , tq|K P rPqpKqs
d, @K P Eh, t P r0, T s

(

. (13)

We can now establish the finite dimensional form of (11) and the formal statement of DG as: given Gh PWh,

find UX,h P Vph such that for all ψX,h P Vp
1

h

ż

K

ψX,h ¨ 9UX,h dV `

ż

BK

ψ`X,h ¨HXpU
`
X,h, U

´
X,h, N ;Gh, vhq dS´

ż

K

FXpUX,h;Gh, vhq : ∇XψX,h dV “ 0, (14)

where the DG residual form rp
1p
h : Vp

1

h ˆ Vph ˆWh Ñ R is given by

rp
1,p
h : pψX,h,WX,h,Qhq ÞÑ

ÿ

KPEh,q

rp
1,p
K pψX,h,WX,h,Qhq, (15)
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and the elemental DG form rp
1,p
K : Vp

1

h ˆ Vph ˆWh Ñ R is given by

rp
1,p
K : pψX,h,WX,h,Qhq ÞÑ

ż

K

ψX,h ¨ 9WX,h dV

`

ż

BK

ψ`X,h ¨HXpW
`
X,h,W

´
X,h, N ;∇XQh, 9Qhq dS

´

ż

K

FXpWX,h;∇XQh, 9Qhq : ∇XψX,h dV.

(16)

Next, we introduce a (nodal) basis over each element for the test space (Vph), trial space (Vp
1

h ), and mapping
space (Wh) to reduce (16) to a system of ordinary differential equations (ODEs) in residual form. In the
case where p1 “ p, we denote the residual r : RNu ˆ RNu ˆ RNx ˆ RNx Ñ RNu , which is defined as

r : pẘ,w, ẙ,yq ÞÑmẘ ` fpw,y, ẙq, (17)

where Nu “ dimVph, Nx “ dimWh, m P RNuˆNu is the mass matrix associated with the test/trial space
Vph, and f : RNu ˆ RNx ˆ RNx Ñ RNu is the algebraic form of the second and third terms in (16). In this
notation, the standard DG discretization reads: given x : r0, T s Ñ RNx , find u : r0, T s Ñ RNu such that

rp 9uptq,uptq, 9xptq,xptqq “ 0, up0q “ ū, (18)

for all t P r0, T s, where u is the time-dependent coefficients of the DG solution, x is the time-dependent coef-
ficients of the domain mapping (nodal coordinates of the mesh), and ū P RNu is the algebraic representation
of the initial condition ŪX ; additionally, we define x̄ P RNx as the initial condition for the nodal coordinates,
i.e., x̄ “ xp0q. Typically, the evolution of the mesh coordinates xptq is known analytically or governed by
a dynamical system (e.g., fluid-structure interaction); however, in this work, it will be determined as the
solution of an optimization problem (after temporal discretization) such that discontinuities are tracked over
time.

Finally, we use the expansions in the nodal bases to define the enriched residual R : RNu ˆRNu ˆRNx ˆ

RNx Ñ RN 1
u associated with a trial space of degree p1 as

R : pẘ,w, ẙ,yq ÞÑMẘ ` F pw,y, ẙq, (19)

where N 1u “ dimVp
1

h , M P RN 1
uˆNu is the mass matrix associated with the test space Vp

1

h and trial space Vph,

and F : RNu ˆRNx ˆRNx Ñ RN 1
u is the algebraic form of the second and third terms in (16). In this work,

we take p1 “ p` 1, but other choices are possible as well. The enriched residual will be used in Section 3 to
define the implicit tracking objective function.

2.3. Numerical flux function

The numerical flux function corresponding to the reference flux (HX , i.e. reference numerical flux) is a
quantity that replaces the transformed flux dotted with the outward unit normal pFX ¨ Nq, as done from
(10) to (11). It is given by

HXpU
`
X , U

´
X , N ;G, vq “

›

›gG´TN
›

› H̃pU`, U´, n; vq, (20)

since by (7)-(9) we have

HX „ FX ¨N “ gpF ´ U b vq ¨G´TN “
›

›gG´TN
›

› pF ´ U b vq ¨ n „
›

›gG´TN
›

› H̃, (21)

where arguments have been dropped for brevity. Here, H̃ : RmˆRmˆRdˆRd Ñ Rm is a modified numerical
flux which corresponds to the modified flux function, F̃ : RmˆRd Ñ Rmˆd, which is related to the physical
flux as

F̃ pU ; vq “ F pUq ´ U b v. (22)
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The modified flux accounts for the domain motion and is obtained from the numerical flux function corre-
sponding to the physical flux, H : Rm ˆ Rm ˆ Rd Ñ Rm. Notice that the Jacobian of the modified flux
function only differs from the Jacobian of the physical flux by a scale multiple of the identity matrix (with
scale factor v ¨ n), which makes implementation of many numerical fluxes that depend on the eigenvalue de-
composition of the Jacobian matrix, e.g., local Lax-Friedrichs, Roe, Vijayasundaram, straightforward given
the decomposition of the Jacobian of the physical flux.

For example, consider linear advection of a scalar field U : Ω Ñ R in a spatially varying direction
β : Ω Ñ Rd governed by a conservation law of the form (1) (see (53) in Section 5.1) with physical flux
function

FadvpUq “ UβT (23)

with the corresponding upwind numerical flux

HuppU
`, U´, nq “

#

pβ ¨ nqU` if β ¨ n ě 0

pβ ¨ nqU´ if β ¨ n ă 0.
(24)

This can equivalently be written in terms of the absolute value function | ¨ | : RÑ Rě0 as

HuppU
`, U´, nq “ 0.5

“

pβ ¨ nqpU` ` U´q ` pU` ´ U´q|β ¨ n|
‰

. (25)

Due to the linearity of the flux, the modified flux function is

F̃advpUq “ Upβ ´ vqT , (26)

which has an identical form as (23), albeit with a modified velocity field. Thus, the corresponding modified
upwind numerical flux function is

H̃uppU
`, U´, n; vq “ 0.5

“

ppβ ´ vq ¨ nqpU` ` U´q ` pU` ´ U´q|pβ ´ vq ¨ n|
‰

. (27)

In [45], we showed that it is advantageous, in terms of solver performance, to have a numerical flux function
that is smooth with respect to variations in the normal n. Following the approach in [45, 44], we introduce
a smoothed version the upwind flux where the absolute value function is replaced with a smoothed absolute
value function

Hs
uppU

`, U´, nq “ 0.5
“

pβ ¨ nqpU` ` U´q ` pU` ´ U´q|β ¨ n|s
‰

, (28)

where | ¨ |s : RÑ Rě0 is a smooth approximation to the absolute value given by

| ¨ |s : x ÞÑ x tanhpkxq (29)

and k is a smoothness parameter (Fig. 2). In this work, we use k “ 100. Previously, we had expressed
numerical fluxes in terms of a smoothed Heaviside function, but we find the smoothed absolute value function
performs better numerically as we are no longer smoothing a discontinuous function. Then, the smoothed
version of the modified upwind numerical flux is given by

H̃s
uppU

`, U´, n; vq “ 0.5
“

ppβ ´ vq ¨ nqpU` ` U´q ` pU` ´ U´q|pβ ´ vq ¨ n|s
‰

. (30)

Similarly, for the Euler equations, we use Roe’s flux [33] with the absolute value of the eigenvalues
replaced by the corresponding smoothed absolute value; a detailed derivation of the smoothed Roe flux for
the reacting Euler equations (single reaction) is included in Appendix A of [44].

2.4. High-order temporal discretization

Proceeding with the method of lines, we discretize the dynamical system in (18) using a diagonally
implicit Runge-Kutta method (DIRK) to yield a sequence of algebraic systems of equations. Unlike fully
implicit Runge-Kutta methods, an s-stage DIRK scheme has a Butcher tableau pA, b, cq P Rsˆs ˆ Rs ˆ Rs
where A is lower triangular (Table 1). As a result, the ith stage only depends on the solution for stages
1, . . . , i, allowing the stages to be solved sequentially. Because the nodal coordinates x are unknown in the
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Figure 2: Smoothed absolute value function for k “ 5 ( ), k “ 10 ( ), and k “ 100 ( ). k “ 8 corresponds to the
unsmoothed absolute value function ( ).

Table 1: Butcher tableau for DIRK schemes

c A

bT
=

c1 a11
...

...
. . .

cs as1 . . . ass

b1 . . . bs

proposed setting, we first recast (18) as the following coupled system of ODEs

m 9uptq ` fpuptq,xptq,νptqq “ 0

9xptq ´ νptq “ 0

up0q “ ū

xp0q “ x̄

(31)

for t P r0, T s, where ν : r0, T s Ñ RNx is the unknown nodal velocity, defined as

ν : t ÞÑ 9xptq. (32)

Next, we partition the time interval r0, T s into NT intervals of equal size ∆t “ T {NT with endpoints ttnu
NT
n“0,

where t0 “ 0 and tn “ tn´1 `∆t for n “ 1, . . . , NT . In this setting, an s-stage DIRK discretization of (18)
with Butcher tableau pA, b, cq reads: for n “ 1, . . . , NT and i “ 1, . . . , s,

u0 “ ū, un`1 “ un `
s
ÿ

j“1

bik
u
n,j , un,i “ un `

i
ÿ

j“1

aijk
u
n,j

x0 “ x̄, xn`1 “ xn `
s
ÿ

j“1

bik
x
n,j , xn,i “ xn `

i
ÿ

j“1

aijk
x
n,j

mkun,i “ ´∆tf pun,i,xn,i,νn,iq , kxn,i “ ∆tνn,i, νn,i “ νptn ` ci∆tq

(33)

where u0,un,un,i,k
u
n,i P RNu and x0,xn,xn,i,k

x
n,i,νn,i P RNx are implicitly defined as the solution of

(33); un « uptnq and xn « xptnq are the state and mesh approximation at each time step n “ 0, . . . , T ;
un,i « uptn`ci∆tq and xn,i « xptn`ci∆tq are the state and mesh approximations at each stage i “ 1, . . . , s of
each time interval n “ 1, . . . , T ; kun,i and kxn,i are the solution and mesh stage updates, and νn,i “ νptn`ci∆tq
is the mesh velocity. Because the mesh velocity ν is unknown, the system in (33) can neither be solved nor
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evaluated in residual form.
Following the work in [15], we replace the unknown velocity function ν with a modified velocity function,

ν̃ : r0, T s Ñ RNx , that ensures the corresponding modified position x̃ : r0, T s Ñ RNx , defined as the solution
of

9̃xptq ´ ν̃ptq “ 0, x̃p0q “ x̄ (34)

for t P r0, T s, agree with the original stages xn,i when discretized with the same DIRK method. Discretization
of (34) using the DIRK scheme reads: for n “ 1, . . . , NT and i “ 1, . . . , s,

x̃0 “ x̄, x̃n`1 “ x̃n `
s
ÿ

j“1

bik̃
x
n,j , x̃n,i “ x̃n `

i
ÿ

j“1

aijk̃
x
n,j , k̃xn,i “ ∆tν̃n,i, ν̃n,i “ ν̃ptn ` ci∆tq, (35)

where x̃0, x̃n, x̃n,i, k̃
x
n,i, ν̃n,i P RNx are implicitly defined as the solution of (35); x̃n « x̃ptnq is the modified

mesh approximation at each time step n “ 0, . . . , T ; x̃n,i « x̃ptn`ci∆tq is the modified mesh approximation

at each stage i “ 1, . . . , s of each time interval n “ 1, . . . , T ; k̃xn,i is the modified mesh stage update, and
ν̃n,i “ ν̃ptn` ci∆tq is the modified mesh velocity at each stage. Because the DIRK scheme only depends on
the value of ν̃ at tn ` ci∆t, we only need to define its value at these points, i.e., ν̃n,i; any smooth function
z : r0, T s Ñ RNx that satisfies zptn ` ci∆tq “ ν̃n,i will lead to the same DIRK solution and is a valid choice
for ν̃. The requirement that the modified and original mesh stages agree, i.e., x̃n,i “ xn,i for n “ 1, . . . , NT
and i “ 1, . . . , s, leads to

xn,i “ x̃n,i “ x̃n `∆t
i
ÿ

j“1

aij ν̃n,j “ xn `∆t
i
ÿ

j“1

aij ν̃n,j , (36)

where we used the definition of the stage x̃n,i in (35) and the relationship x̃n “ xn for n “ 0, . . . , NT , which
follows directly from the stage-consistent requirement (x̃n,i “ xn,i), the initial condition (x̃0 “ x0 “ x̄),
and that the DIRK schemes used to integrate (31) and (34) are the identical (same Butcher tableau). In
the case where A is full rank, which is the case for fully and diagonally implicit Runge-Kutta methods, this
equation can be inverted to express the modified velocity stages as a linear combination of the mesh stages

ν̃n,i “
i
ÿ

j“1

pA´1qij
xn,j ´ xn

∆t
. (37)

This approach leads to a stage consistent velocity approximation [15] in the sense that the modified velocity
function is chosen such that it is consistent with the original mesh positions at each stage.

With the stage consistent mesh velocity approximation, the DIRK discretization in (33) becomes

u0 “ ū, un`1 “ un `
s
ÿ

j“1

bik
u
n,j , un,i “ un `

i
ÿ

j“1

aijk
u
n,j

x0 “ x̄, xn`1 “ xn `
s
ÿ

j“1

bik
x
n,j , xn,i “ xn `

i
ÿ

j“1

aijk
x
n,j

mkun,i “ ´∆tf pun,i,xn,i, ν̃n,iq , kxn,i “ ∆tν̃n,i

(38)

for n “ 1, . . . , NT and i “ 1, . . . , s, where the stage velocity is defined in (37). Even though the unknown
velocity function has been eliminated using the stage consistent velocity approximation, the new system (38)
is underdetermined because there are effectively Nu equations in Nu `Nx unknowns at a fixed stage. This
will be resolved by the optimization-based tracking formulation in the next section.

To close this section, we convert the modified DIRK system in (38) to residual form rn,i : RNu ˆRNx Ñ

RNu at a fixed step n P t1, . . . , NT u and stage i P t1, . . . , su as

rn,i : pw,yq ÞÑmξn,ipwq `∆tfpw,y, ζn,ipyqq, (39)
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Table 2: Butcher tableau for DIRK1 (left), DIRK2 (middle), and DIRK3 (right), where α “ 1´ 1?
2

, β “ 0.435866521508459,

γ “ ´ 6β2´16β`1
4

, and ω “ 6β2´20β`5
4

.

1 1
1

α α 0
1 1-α α

1-α α

β β
1`β
2

1`β
2 ´ β β

γ ` ω ` β γ ω β
γ ω β

where ξn,i : RNu Ñ RNu maps the state stage (un,i) to the corresponding stage update (kun,i)

ξn,i : w ÞÑ pA´1qiipw ´ unq `
i´1
ÿ

j“1

pA´1qijpun,j ´ unq (40)

and ζn,i : RNx Ñ RNx maps the mesh stage (xn,i) to the corresponding stage-consistent velocity (ν̃n,i) as

ζn,i : y ÞÑ pA´1qii
y ´ xn

∆t
`

i´1
ÿ

j“1

pA´1qij
xn,j ´ xn

∆t
. (41)

Similarly, we define the corresponding fully discrete enriched residual function Rn,i : RNu ˆRNx Ñ RN 1
u as

Rn,i : pw,yq ÞÑMξn,ipwq `∆tF pw,y, ζn,ipyqq, (42)

which we use in next section to define the objective function of the implicit tracking optimization problem.
Notice that for Rn,i only the spatial test space is enriched; the temporal discretization in rn,i and Rn,i is
identical.

In this work, we consider three L´ stable DIRK schemes with order of accuracy equal to the number of
stages s; Butcher tableaus given in Table 2. We denote the k-th order accurate DIRK scheme as DIRKk,
i.e. 1st order DIRK is DIRK1, etc. We note that DIRK1 is equivalent to the Backward Euler scheme.

3. Optimization formulation of r-adaptivity for implicit tracking of discontinuities

In this section, we extend the high-order implicit shock tracking framework from [43, 45] to time-
dependent problems using a method of lines approach (in contrast to the space-time approach in [9, 45]).
Following the approach in [45], we recast the fully discrete conservation law as a PDE-constrained optimiza-
tion problem over the discrete solution and mesh that aims to align element faces with discontinuities at
each Runge-Kutta stage for every timestep. We also review the associated SQP solver for this optimization
problem developed in [45].

3.1. Constrained optimization formulation

We formulate the problem of tracking discontinuities at a given stage i and timestep n as a constrained
optimization problem over the PDE state and mesh stage that minimizes an objective function, fn,i :
RNuˆRNx Ñ R, while enforcing the DG-DIRK discretization. That is, we define un,i P RNu and xn,i P RNx

as
pun,i,xn,iq :“ arg min

wPRNu ,yPRNx

fn,ipw,yq subject to: rn,ipw,yq “ 0. (43)

for n “ 1, . . . , NT and i “ 1, . . . , s. For a fixed time step n, once the stage states tun,iu
s
i“1 and meshes

txn,iu
s
i“1 are computed, the state and mesh can be advanced to the next time step (un`1 and xn`1) using

the relationships in (38). The DIRK schemes considered in this work (Table 2) satisfy the property that
Asi “ bi for i “ 1, . . . , s, which implies the state and mesh at the final stage of time step n are identical to
the state and mesh at time step n` 1, i.e., un`1 “ un,s and xn`1 “ xn,s.
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The objective function is constructed such that the solution of the PDE-constrained optimization problem
is a feature-aligned mesh by using the norm of the enriched DG-DIRK residual

fn,i : pw,yq ÞÑ
1

2
}Rn,ipw,yq}

2
2 . (44)

This follows on a large body of work that uses residual-based error indicators to drive h-, p-, and r-adaptivity
[14]. This is the same objective function used in our previous work for steady conservation laws, where it
was shown to lead to a robust and reliable tracking framework; for details, see [45].

Unlike the steady case discussed in [45], we do not include the mesh quality term in the objective function
for the unsteady (method of lines) case. In the steady case, there is no information about the shock location
a priori, which usually requires significant deformation to the initial mesh to align with shocks, necessitating
the use of a mesh regularization term in the objective function. However, in the context of timestepping,
we have useful information from the previous timestep to use as an initial guess for both the state and
mesh. We can combine this information along with the Rankine-Hugoniot conditions and a high-order mesh
smoothing procedure to obtain an excellent initial guess for the mesh at each Runge-Kutta stage (Section 4).
In a sense, the additional time dimension allows the mesh regularization to be decoupled from the implicit
shock tracking procedure, which is one advantage of the method of lines discretization over the space-time
formulation for solving unsteady problems.

3.2. SQP solver for optimization-based discontinuity tracking

The Lagrangian of the optimization problem in (43) L : RNu ˆ RNx ˆ RNu Ñ R takes the form

Lpu,x,λq “ fpu,xq ´ λTrpu,xq, (45)

where λ P RNu is a vector of Lagrange multipliers associated with the DG constraint in (43). We drop all the
subscripts in this section for brevity. The first-order optimality, or Karush-Kuhn-Tucker (KKT), conditions
state that the pu‹,x‹q is a first-order solution of the optimization problem if there exists λ‹ such that

Bf

Bu
pu‹,x‹qT ´

Br

Bu
pu‹,x‹qTλ‹ “ 0,

Bf

Bx
pu‹,x‹qT ´

Br

Bx
pu‹,x‹qTλ‹ “ 0, rpu‹,x‹q “ 0. (46)

Since the DG Jacobian with respect to the state variables u is assumed to be invertible, we define the
estimate of the optimal Lagrange multiplier λ̂ : RNu ˆ RNx Ñ RNu such that the first equation (∇uL “ 0)
(adjoint equation) is always satisfied

λ̂pu,xq “
Br

Bu
pu,xq´T

Bf

Bu
pu,xqT . (47)

Then the optimality criteria becomes

cpu‹,x‹q :“
Bf

Bx
pu‹,x‹qT ´

Br

Bx
pu‹,x‹qT

Br‹

Bu‹
pu‹,x‹q´T

Bf

Bu
pu‹,x‹qT “ 0, rpu‹,x‹q “ 0 (48)

Because the optimization problem (43) exactly matches the form of the optimization problem for the
steady case [45], we use the same SQP solver that defines the sequences tupkqu8k“0 Ă RNu and txpkqu8k“0 Ă

RNx as
upk`1q “ upkq ` αk`1∆upk`1q, xpk`1q “ xpkq ` αk`1∆xpk`1q, (49)

for k “ 0, 1, . . . , where αk`1 P p0, 1s is a step length which can be determined by a line search procedure, and
∆upk`1q P RNu and ∆xpk`1q P RNx are search directions. At a given iteration k, the search directions ∆upkq

and ∆xpkq are computed simultaneously as the solution of a quadratic approximation to the optimization
problem in (43) with a regularized Levenberg-Marquardt approximation of the Hessian; for details, see [45].
A pair pu,xq is considered a solution of (43) if }cpu,xq} ă ε1 and }rpu,xq} ă ε2 for tolerances ε1, ε2 ą 0.
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Figure 3: Shock nodes ( ) (left), advected by instantaneous shock speed (middle) and smoothed mesh (right).

4. Practical considerations

4.1. Initial guess for optimization

The implicit shock tracking optimization problem (43) is non-convex and therefore the initial guess for the
SQP solver is critical to obtain a good solution. In the method of lines setting where implicit shock tracking
is performed at each time step, an obvious idea for the initial guess is the converged mesh and solution
from the previous time tn. In practice, this is too far off to attain good convergence properties except for
prohibitively small choices of timestep ∆t. Instead, we employ an initial guess where we advect each node
on the discontinuity surface from the previous time by the instantaneous shock speed determined by the
Rankine-Hugoniot conditions (Fig. 3). The remaining nodes are updated using a standard optimization-
based mesh smoothing using the high-order mesh distortion metric rmsh

K : Wh Ñ R developed in [17], defined
as

rKmsh : Q ÞÑ
ż

K

˜

}∇XQ}2F
dpdet∇XQq2{d`

¸2

dv. (50)

This provides a good initial guess for the shock-aligned mesh for each stage of the optimization problem.
However, the advection of these shock nodes can result in a tangled mesh (Fig. 3, middle). We modify the
mesh distortion metric (50) following the approach in [16] where the Jacobian pdet∇XQq is regularized to
allow for the optimization procedure to recover from initially invalid configurations.

For the initial guess for the solution, we use the converged physical solution (U) from the previous
timestep. However, since we applied our DG discretization to the transformed reference conservation law
(5), we are solving for the reference solution (UX). Therefore, to use the physical solution at time tn as the
initial guess for time tn`1, we multiply it by the ratio of the Jacobian of the initial guess for the mapping at
time tn`1 (advection based on Rankine-Hugoniot conditions and smoothing) to the Jacobian of the converged
mapping at time tn. More precisely, the initial guess for the ith Runge-Kutta stage in physical space, denoted
Ǔh, is obtained by constant extrapolation of the physical state at time t

Ǔhpx, t` ci∆tq :“ Uhpx, tq “ ghpX, tq
´1UXh

pX, tq. (51)

Let G̃ P Wh be the mapping to the configuration obtained by the Rankine-Hugoniot-based procedure and
associated smoothing, then the initial guess for the ith Runge-Kutta stage in the reference domain, denoted
ǓXh

, is

ǓXh
pX, t` ci∆tq :“ g̃pX, t` ci∆tqǓhpx, t` ci∆tq “

g̃pX, t` ci∆tq

ghpX, tq
UXh

pX, tq. (52)

Future work to enhance the robustness of these initial guesses might consider more advanced methods to
approximate the shock velocity [32] and higher order extrapolation-based estimates for the solution.

4.2. Line search

In the steady case, the initial mesh is generated independently of the a priori unknown shock location,
and as such can begin quite far from alignment with the shock. Element collapses were required to remove
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small and poorly shaped elements that arose between iterations as the coarse high-order mesh deformed
to align with the shock. Because of this, we chose the step length parameter αk`1 of (49) based off a
backtracking line search procedure based on the `1 merit function in our previous work [45].

In this work, we simply take αk “ 1 and do not require any topology changes to the mesh. This is
possible because we are able to construct high-quality initial guesses for the optimization problem in the
unsteady case that already contain information about the shock (unlike the steady case). In Section 5, we
demonstrate this choice leads to rapid convergence of the SQP solver.

5. Numerical experiments

In this section, we introduce three inviscid unsteady conservation laws and demonstrate the tracking
framework on five problems with discontinuous solutions of varying difficulty. We also demonstrate high-
order convergence in time and present the convergence behavior of the SQP solver.

5.1. Linear advection

The first problem we consider is linear advection of a scalar quantity U through a domain Ω Ă Rd

B

Bt
Upx, tq `

B

Bxj
pUpx, tqβjpxqq “ 0 for x P Ω, t P r0, T s

Upx, 0q “ Ūpxq for x P Ω,

(53)

where U : Ωˆ r0, T s Ñ R is the conserved quantity implicitly defined as the solution of (53), β : Ω Ñ Rd is
the flow direction, and Ū : Ω Ñ R is the initial condition.

5.1.1. 1D spatially varying advection

As a simple benchmark problem to demonstrate the capabilities and performance of the unsteady shock
tracking framework, we consider the advection equation in one spatial dimension with a spatially varying
advection field β : Ω Ñ R

β : x ÞÑ 1`
1

2
sin2

p2πxq (54)

with initial condition Ū : Ω Ñ R:

Ūpxq “

#

sinpπxq x ď 0.5

sinpπpx´ 1qq x ą 0.5
(55)

and periodic boundary conditions. We initialize with a mesh of the reference domain Ω0 “ r0, 1s, which
we construct such that an element interface lies at the initial shock location (x “ 0.5), i.e., the shock in
the initial condition is tracked. The shock tracking solution is computed using a DG discretization on this
equispaced mesh with 20 elements of degree p “ 4, q “ 1 and a DIRK3 temporal discretization with 25 time
steps with final time T “ 0.25 (Figure 4). The SQP solver is used with tolerances ε1 “ 10´6 and ε2 “ 10´8.
At each timestep n` 1, we are able obtain a solution to within the specified tolerances, which corresponds
to the solution of the optimization problem (43) at time step n and stage s, and only need 2-3 iterations of
the SQP solver to do so (Figure 5). Note that the sth stage tends to be more difficult for the SQP solver –
one possible explanation is because each stage of the DIRK method has low stage order (first order), making
it easier on the SQP solver compared to the sth stage, which is in fact the high-order solution because of
our specific choice of DIRK schemes. We acknowledge this is an easy example for the SQP solver, and will
demonstrate similar behavior for a more challenging example in the following sections.

We obtain a reference solution of (53) at T “ 0.25 using the method of characteristics; the characteristic
equations and corresponding solution are integrated using classical RK4 with 10,000 timesteps. The shock
tracking solution compares well to the reference solution at the final time T “ 0.25 (Figure 6). We use this
reference solution to demonstrate high-order convergence in time of both the L1 error of the solution at the
final time and the shock location, verifying the design order of accuracy of the DIRKk schemes even in the
presence of a discontinuity (Figure 7).
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Figure 4: Method of lines solution of the one-dimensional, spatially varying advection equation with p “ 4, q “ 1. Initial
condition Ūpxq ( ) and tracking solution at times t “ 0.05, 0.15, 0.25 ( ).
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Figure 5: Final converged value of the constraint (top left), optimality condition (top right), and objective function (bottom
left) for the solution to 1D spatially varying advection at each timestep ( ) and the specified tolerances ( ), and the
number of SQP steps needed at each stage of each time step for convergence (bottom right); stage 1: ( ), stage 2 ( ),
stage 3 ( ).
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Figure 6: Comparison of shock tracking ( ) and reference ( ) solutions at T “ 0.25.
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Figure 7: Temporal convergence of the DIRK1 ( ), DIRK2 ( ), and DIRK3 ( ) schemes for the L1 error of the shock
location (left) and the solution (right) for the spatially varying advection equation.
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Figure 8: Method of lines solution of the one-dimensional, inviscid Burgers’ equation with p “ 4, q “ 1, including initial
condition Ūpxq ( ) and tracking solution at times t “ 0.05, 0.35, 0.65, 0.95 ( ).

5.2. Time-dependent, inviscid Burgers’ equation

The time-dependent, inviscid Burgers’ equation governs nonlinear advection of a scalar quantity through
the domain Ω Ă Rd

B

Bt
Upx, tq `

B

Bxj

ˆ

1

2
Upx, tq2βj

˙

“ 0 for x P Ω, t P r0, T s

Upx, tq “ 0 for x P BΩ, t P r0, T s

Upx, 0q “ Ūpxq for x P Ω,

(56)

where U : Ω ˆ r0, T s Ñ R is the conserved quantity implicitly defined as the solution of (56), β P Rd is the
flow direction, and Ū : Ω Ñ R is the initial condition. We investigate this problem in both one and two
dimensions.

5.2.1. 1D Burgers’ equation

For Burgers’ equation in one spatial dimension, we take β “ 1 and consider the initial condition Ū : Ω Ñ R

Ū : x ÞÑ 2px` 1q2p1´Hpxqq, (57)

where H : RÑ t0, 1u is the Heaviside function. Our approach only requires a mesh of the reference domain
Ω0 “ r´1, 1s, which we construct such that an element interface lies at the initial shock location (x “ 0),
i.e., the shock in the initial condition is tracked. The shock tracking solution is computed using a DG
discretization on this equispaced mesh with 20 elements of degree p “ 4, q “ 1 and a DIRK3 temporal
discretization with 20 time steps with final time T “ 1 (Figure 8).

5.2.2. 2D Burgers’ equation

We now consider Burgers’ equation in two spatial dimensions. We take Ω0 “ r´1, 1s2 as our two-
dimensional spatial domain, β “ p1, 0q as the flow direction, and Ū : Ω Ñ R as the initial condition, defined
as

Ū : px1, x2q ÞÑ

#

p0.5´ 2px22 ´ 0.25qq
`

4
3 px1 ` 0.75q

˘

x P Ω˝

0 elsewhere,
(58)

where Ω˝ :“ r´0.75, 0s ˆ r´0.5, 0.5s. The problem is constructed such that the initially straight shock
curves over time, which is tracked by the high-order mesh. The shock tracking solution is computed using
a DG discretization on a mesh with 128 simplex elements of degree p “ 2, q “ 2 and a DIRK3 temporal
discretization with 40 time steps with final time T “ 2 (Figure 9). The mesh smoothing procedure described
in Section 4.1 is important here to maintain high-quality elements as the shock moves across the domain.
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Figure 9: Method of lines solution of two-dimensional, inviscid Burgers’ equation with p “ q “ 2. Initial condition Ūpxq (left)
and solution at T “ 2 (right)

0 0.25 0.5 0.75 1

5.3. Unsteady, compressible Euler equations

The Euler equations govern the flow of an inviscid, compressible fluid through a domain Ω Ă Rd

B

Bt
ρpx, tq `

B

Bxj
pρpx, tqvjpx, tqq “ 0

B

Bt
pρpx, tqvipx, tqq `

B

Bxj
pρpx, tqvipx, tqvjpx, tq ` P px, tqδijq “ 0

B

Bt
pρpx, tqEpx, tqq `

B

Bxj
prρpx, tqEpx, tq ` P px, tqs vjpx, tqq “ 0

(59)

for all x P Ω, t P r0, T s, i “ 1, . . . , d and summation is implied over the repeated index j “ 1, . . . , d, where
ρ : Ω ˆ p0, T q Ñ R` is the density of the fluid, vi : Ω ˆ p0, T q Ñ R for i “ 1, . . . , d is the velocity of the
fluid in the xi direction, and E : Ω ˆ p0, T q Ñ R` is the total energy of the fluid, implicitly defined as the
solution of (59). For a calorically ideal fluid, the pressure of the fluid, P : Ωˆ p0, T q Ñ R`, is related to the
energy via the ideal gas law

P “ pγ ´ 1q
´

ρE ´
ρvivi

2

¯

, (60)

where γ P R` is the ratio of specific heats. By combining the density, momentum, and energy into a vector
of conservative variables U : Ωˆ r0, T s Ñ Rd`2, defined as

U : px, tq ÞÑ

»

–

ρpx, tq
ρpx, tqvpx, tq
ρpx, tqEpx, tq

fi

fl (61)

the Euler equations are a conservation law of the form (1). We investigate the shock tracking framework on
two benchmark examples: the Shu-Osher problem and a blast wave problem in 2D.

5.3.1. Shu-Osher Problem

The Shu-Osher problem [36] is a one-dimensional idealization of shock-turbulence interaction where a
Mach 3 shock moves into a field with a small sinusoidal density disturbance. The flow domain is Ω0 “
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r´4.5, 4.5s, and the initial condition is given in terms of the density, velocity, and pressure as

ρpxq “

#

3.857143 x ă ´4

1` 0.2 sinp5xq x ě ´4

vpxq “

#

2.629369 x ă ´4

0 x ě ´4

P pxq “

#

10.3333 x ă ´4

1 x ě ´4,

(62)

and the density, velocity, and pressure are prescribed at x “ ´4.5 and the velocity is prescribed at x “ 4.5
(values can be read from the initial condition). The shock tracking solution is computed using a DG
discretization on a mesh with 288 elements of degree p “ 4, q “ 1, half of which are equispaced to the left
of the initial shock location from r´4.5,´4s, and the other half equispaced from r´4, 4.5s. The temporal
discretization is done by the DIRK3 method with 110 time steps with final time T “ 1.1. The final time is
chosen such that waves trailing behind the primary shock do not steepen into shock waves; shock formation
will be the subject of future work. In Figure 10, we present the shock tracking solution along with a
reference solution computed using a fifth-order WENO method with 200 elements and temporal integration
via RK4 with 110 timesteps [36]. The shock tracking solution actually overshoots the reference solution at
the formation of the trailing waves, which suggests the reference solution is being overly dissipated by the
WENO scheme (left inset). The shock is perfectly represented by the aligned mesh in the shock tracking
solution compared to the reference (right inset).

The SQP solver is used with tolerances ε1 “ 10´4 and ε2 “ 10´8, which is easily attained at each
Runge-Kutta stage and timestep and in very few SQP iterations (Figure 11). We note that the objective
function is steadily growing because we are using a fixed amount of resolution to represent an increasingly
oscillatory numerical solution. This is not an issue of any other fundamental concern, and can be addressed
with adaptive element collapses and refinement, which is straightforward in the one-dimensional case.

The Shu-Osher problem is ideal for implicit shock tracking because it starts off with a well-defined shock
that maintains its topology over time and the flow away from the shock is smooth. At present, one could
imagine combining this shock tracking approach with a shock capturing method, where strong well-defined
shocks could be tracked and weaker shocks which form over time could be captured [24]. Future work will
focus on the simulation of the full Shu-Osher problem to additionally track the smaller shocks which form
as the trailing waves steepen.

5.3.2. Blast Wave

In the final example, we consider a spherical blast wave problem featuring a strong, radially expanding
shock. Our problem is inspired by the classic Sedov problem, which is an idealized model of the self-similar
evolution of a cylindrical (or spherical) blast wave starting from a large total energy deposited at a single
point placed into an otherwise homogenous medium of a uniform ambient density with negligible pressure.
The Sedov problem is a workhorse verification test for traditional shock capturing methods since there is an
analytical solution [35] available in one-, two-, and three-dimensions for comparison. It is primarily used to
test geometrical concerns, such as the ability to track a curved shock and maintain spherical symmetry.

We take Ω “ r´1, 1s2 as our two-dimensional spatial domain with the initial condition given in terms of
the density, velocity, and pressure by a function of the distance from the origin r “

a

x21 ` x
2
2 as

ρprq “

#

5.378
0.252 r

2 r ď 0.25

1 elsewhere

vprq “

#

1.304
0.25 r r ď 0.25

0 elsewhere

P prq “

#

0.978
0.252 r

2 ` 1 r ď 0.25

10´3 elsewhere
.

(63)
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Figure 10: Density at T “ 1.1 of Shu-Osher problem for the reference ( ) and shock tracking ( ) solutions.

Like the other numerical examples considered in this work, the initial condition is constructed such that the
shock is exactly meshed. This initial condition is inspired by the solution to the Sedov problem at a time
when the primitive variables have already taken on a “bowl-like” structure. The shock tracking solution
is computed using a DG discretization on a mesh with 422 simplex elements of degree p “ 2, q “ 2 and
a DIRK2 temporal discretization with 140 time steps and final time T “ 0.14 (Figure 12). In the shock
tracking framework, the ability to track curved shocks accurately while maintaining radial symmetry comes
very naturally. Since the initial value for pressure in the ambient region is close to zero and much smaller
than the value inside the shock, a slight modification was made to the SQP solver to avoid negative values
for energy in the ambient region. After each SQP step, the elements in the ambient region with a negative
value for energy are reinitialized with their element-wise average. This helps stabilize the solver in its initial
iterations, and it quickly converges from there.
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Figure 12: Method of lines solution of two-dimensional blast wave problem with p “ q “ 2. Initial condition Ūpxq (left) and
solution at T “ 0.14 (right)

0 2 4 6

6. Conclusion and future work

We extend the high-order implicit shock tracking (HOIST) framework for inviscid, steady conservation
laws introduced in [45] to the unsteady case by a method of lines discretization via a diagonally implicit
Runge-Kutta (DIRK) method. In essence, we are “solving a steady problem at each timestep”, and as such
inherit the desirable qualities discussed for the steady case in our previous work, namely a conservative and
feature-aligned discretization at each timestep. We demonstrate our framework on a variety of one- and two-
dimensional examples, and in particular show that our method is capable of preserving the design order of
accuracy of our high-order temporal discretization for both the solution and the shock location, the latter of
which is inaccessible to shock capturing methods because they do not maintain a perfect representation of
discontinuities. The ability to construct good initial guesses for the optimization problem from information
at the previous timestep is key to enable the SQP solver to converge rapidly. This is in contrast to the steady
case, where the initial mesh generation and corresponding guess for the solution has to be done independent
of the shock location because we lack any a priori knowledge. Correspondingly, the steady case requires
significant mesh deformation and edge collapses, which needs a more sophisticated line search procedure
based on the `1 merit function to achieve convergence. The development of this method of lines approach
gives us an additional tool to tackle unsteady problems in addition to the previously developed space-time
approach. Generally speaking, the method of lines approach will be more practical and scale better as the
size and difficulty of the problem increases. However, it is limited in that it cannot handle colliding shocks
(triple points in space-time) without complex mesh operations and solution reinitialization. In these cases,
the space-time approach is preferred due to its generality of tracking discontinuities in space-time, which
naturally handles triple points.

We see two important avenues of future work in the current setting of time-dependent, inviscid conser-
vation laws. The first issue to consider is shock formation, most commonly illustrated by the time evolution
of Burgers’ equation from a smooth initial condition or the steepening of the waves trailing the shock in
the Shu-Osher problem. Implicit shock tracking has the potential to cleanly form and subsequently track
shocks due to its r-adaptive behavior and the optimization formulation that implicitly tracks shocks and
simultaneously resolves the flow; this was shown by the authors of the MDG-ICE method for inviscid and
viscous shocks in the space-time setting [10, 26]. In contrast, shock tracking approaches that handle shocks
explicitly do not readily show potential to handle shock formation without significant specialization.
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Another direction would be the incorporation of topology changes, such as edge flips, refinement and
coarsening. In this work, we use a fixed mesh topology as our shock moves across the domain. This limits our
ability to accurately resolve the smooth flow in certain areas that only have a fixed amount of grid resolution
to represent an increasingly larger portion the spatial domain over time. The issue is somewhat exacerbated
by the fact that we are working with very coarse meshes to begin with. This difficultly manifests itself in our
numerical experiments, such as in the area immediately trailing the shock of the Shu-Osher problem as well
as inside the circular region of the blast wave example as the shock expands radially; this loss of resolution
is indicated by the gradual increase in the objective function over time (Figure 11). We emphasize that
this is not a fundamental issue and the method performs as expected under the constraint imposed by the
fixed topology. However, the incorporation of adaptive mesh coarsening and refinement on curved meshes
combined with L2 error minimizing solution transfer between meshes will unlock the full potential of the
method.

Our implicit shock tracking framework has only been introduced and tested on inviscid conservation
laws, where perfect discontinuities arise. We expect the framework to be useful for viscous problems with
smooth, high-gradient solution features, where the second order viscous terms can be treated using standard
techniques [1]. Finally, this paper only considers relatively simple model problems in one- and two- dimensions
which feature fairly tame shock motions. Future work will deal with more complex shock phenomena, such
as shock-shock and shock-boundary layer interaction.
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