EXCEPTIONAL TIMES WHEN THE KPZ FIXED POINT VIOLATES
JOHANSSON’S CONJECTURE ON MAXIMIZER UNIQUENESS
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Abstract. In 2002, Johansson conjectured that the maximum of the Airy$_2$ process minus the parabola $x^2$ is almost surely achieved at a unique location [Joh03, Conjecture 1.5]. This result was proved a decade later by Corwin and Hammond [CH14, Theorem 4.3]; Moreno Flores, Quastel and Remenik [FQR13]; and Pimentel [Pim14]. Up to scaling, the Airy$_2$ process minus the parabola $x^2$ arises as the fixed time spatial marginal of the KPZ fixed point when initialized from narrow wedge initial data. We extend this maximizer uniqueness result to the fixed time spatial marginal of the KPZ fixed point when initialized from any element of a very broad class of initial data.

None of these results rules out the possibility that at random times, the KPZ fixed point spatial marginal violates maximizer uniqueness. We prove that, for a very broad class of initial data, it is with positive probability that the set of such times is non-empty, and that, conditionally on this event, this set almost surely has Hausdorff dimension two-thirds. In terms of directed polymers, these times of maximizer non-uniqueness are instants of instability in the zero temperature polymer measure—moments at which the endpoint jumps from one location to another.

Our analysis relies on the exact formula for the distribution function of the KPZ fixed point obtained by Matetski, Quastel and Remenik in [MQR21b], the variational formula for the KPZ fixed point involving the Airy sheet constructed by Dauvergne, Ortmann and Virág in [DOV18], and the Brownian Gibbs property for the Airy$_2$ process minus the parabola $x^2$ demonstrated by Corwin and Hammond in [CH14].

Contents

1. Introduction and main result 1
2. The KPZ fixed point 13
3. Maximum of the KPZ fixed point 17
4. The upper bound on the twin peaks probability 21
5. The lower bound on the twin peaks probability 42
6. Proof of the main result 64
Appendix A. Hausdorff measure and dimension 69
Appendix B. Trace class operators and Fredholm determinants 70
Appendix C. Bounds on the functions $S_{t,x}$ 71
References 72

1. Introduction and main result

The Kardar-Parisi-Zhang (KPZ) fixed point is a Markovian temporal evolution on spatial functions which is believed to be the universal limit of a wide class of random models of interface growth. Begun from narrow wedge initial data, the KPZ fixed point at given time has an almost surely unique maximizer. This is Johansson’s conjecture [Joh03], proved in [CH14; FQR13; Pim14]. An event that has zero probability at any given time may however occur on a set of exceptional times of vanishing measure.
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In this work, we initiate the study of such exceptional times of non-uniqueness for the KPZ fixed point. We consider a general class of initial data for the KPZ fixed point and investigate the times at which the spatial process has two or more maximizers. Our main result, stated in Section 1.2, asserts that, for any fixed time, this non-uniqueness has zero probability (so that Johansson’s conjecture is in fact valid for general initial data), while the set of such random times is non-empty with positive probability and, on this event, has Hausdorff dimension two-thirds almost surely. For the special narrow wedge initial data, the spatial solution to the KPZ fixed point is self-similar and given by the parabolic Airy$_2$ process. In this case, we show that the exceptional set of times is non-empty (outside a null set) and hence almost surely has dimension two-thirds.

In recent years, research into the KPZ universality class has been invigorated by several fundamental new techniques including the Brownian Gibbs resampling property [CH14], the KPZ fixed point transition probability formulas [MQR21b], and the variational representation of the directed landscape [DOV18]. As we explain in Section 1.3, our work is the first instance in which all three of these approaches have been brought together. In particular, in order to establish the two-thirds upper bound on the Hausdorff dimension, we compute and bound certain iterated derivatives of the Fredholm determinant formulas giving the exact transition probability formulas for the KPZ fixed point. To establish that the set of exceptional times is non-empty with positive probability and has the two-thirds lower bound on the Hausdorff dimension, we make use of a pre-limiting version of the parabolic Airy sheet (a marginal of the directed landscape) for Brownian last passage percolation which can be encoded in terms of a variational problem for β = 2 Dyson Brownian motion. The β = 2 Dyson Brownian motion enjoys the Brownian Gibbs property which allows us to closely compare its law to that of independent Brownian motions. Filtering this through the variational problem, we are able to provide lower bounds on the probability that there are two or more approximate maximizers.

We close the introduction in Section 1.4 with some conjectures for other exceptional sets that may be tractable using the techniques developed herein. The concerned problems include showing that the exceptional set of times of maximizer non-uniqueness is almost surely dense in (0, ∞); establishing the Hausdorff dimension of times with three (or a given greater number of) maximizers; and probing exceptional sets involving non-uniqueness of geodesics in the directed landscape.

1.1. Introducing the KPZ fixed point through last passage percolation. The KPZ universality class is a large collection of one-dimensional randomly forced systems, whose members may loosely be characterized by three features: slope-dependent lateral growth; smoothing behavior; and local random perturbations. Examples are last passage percolation; stochastic interface growth on a one-dimensional substrate; directed polymers in random environment; driven lattice gas models; and reaction-diffusion models in two-dimensional random media: see for instance [Cor12; Qua11; QS15; HHT15; Tak18]. These systems are expected to evince universal behaviour—in particular, scaled universal limiting structures. The KPZ fixed point is believed to be the universal limit of all KPZ class systems. A natural aspect of its fractal geometry will be the object of our attention.

The precise definition of the KPZ fixed point is somewhat involved and will be given in Section 2. For the pedagogical purpose of this introduction, we begin with a very concrete model, geometric last passage percolation (LPP) on $\mathbb{Z}^2$, which is essentially known to converge to the KPZ fixed point. By working with this model, we hope to illustrate some of the important concepts related to the KPZ fixed point and to motivate our main results, which come in Section 1.2. Since our discussion on LPP is purely for illustrative purposes and our main results are for the KPZ fixed point, we will not precisely state or qualify all results mentioned.

Consider a family of independent geometric random variables $\{\omega_{i,j}\}_{i,j \in \mathbb{Z}}$ with parameter $q \in (0, 1)$, i.e., $\mathbb{P}(\omega_{i,j} = k) = q(1 - q)^k$ for integer $k \geq 0$. For two points $y, x \in \mathbb{Z}^2$ such that $y \leq x$ entry-wise, we define the set $\Pi_{y \to x}$ of all upright paths $\pi = (\pi_0, \pi_1, \ldots)$ in $\mathbb{Z}^2$ from $y$ to $x$; i.e., paths starting at $\pi_0 = y$, ending at $x$ and such that $\pi_i - \pi_{i-1} \in \{(1,0), (0,1)\}$. Then the point-to-point
The last passage time is

\begin{equation}
G_{y \rightarrow x} := \max_{\pi \in \Pi_{y \rightarrow x}} \sum_{i=0}^{\lfloor x-y \rfloor} \omega_{\pi_i},
\end{equation}

where \(|x-y| := |x_1-y_1| + |x_2-y_2|\). One can readily check that the last passage times satisfy the recurrence relation

\[G_{y \rightarrow x} = \max\{G_{y \rightarrow x-(1,0)}, G_{y \rightarrow x-(0,1)}\} + \omega_x,\]

for all points \(x\) lying to the right and above \(y\). These last passage times are random variables, since they depend on the environment \(\{\omega_{i,j}\}_{i,j \in \mathbb{Z}}\). A path \(\pi \in \Pi_{y \rightarrow x}\) can be considered to be a discrete directed path going from \(y\) to \(x\) whose energy is given by the sum in (1.1). Then the quantity \(G_{y \rightarrow x}\) is the maximal energy of such paths, and the random path achieving the maximum can be regarded as a zero-temperature random directed polymer (with given endpoints).

**Figure 1.** (A): LPP with a specified starting and ending point. The grey bullets are associated with random weights \(\omega_{i,j}\) and the thick black line is the upright path \(\pi\) which maximizes the sum of weights along it. The quantity \(H_N(x)\), defined by (1.2), measures the centred and scaled last passage time at various points along the anti-diagonal line through \((N,N)\). (B): In this version of LPP, defined in (1.3), we allow for the starting points to be anywhere along the thin black line on the lower left of the figure. (C): In this version, the weights \(\omega\) on the boundary of the quadrant, depicted by black circles, may have a different law than those in the bulk, and may, in fact, be inhomogeneous.

1.1.1. **The Airy\(_2\) process and Johansson’s uniqueness conjecture.** Let us fix the starting point of polymers \(y = (0,0)\) as depicted in Figure 1(A). Then, for an integer \(N \geq 1\), we define the random function \(x \mapsto H_N(x)\) by linearly interpolating the values obtained by the identity

\begin{equation}
G_{(0,0) \rightarrow (N+x,N-x)} = c_1 N + c_2 N^{4/3} H_N(c_3 N^{-rac{2}{3}} x),
\end{equation}

where \(c_1 = 2\sqrt{q}/(1 - \sqrt{q})\), \(c_2 = q^{1/6}(1 + \sqrt{q})^{1/3}/(1 - q)\) and \(c_3 = (1 - \sqrt{q})c_2/(1 + \sqrt{q})\). The function \(H_N(x)\) weakly converges as \(N \to \infty\) to \(\mathcal{A}(x) - x^2\) in the topology of uniform convergence on compact sets [Joh03], where \(\mathcal{A}\) is an Airy\(_2\) process, first defined in [PS02]. The process \(\mathcal{A}(x)\) is stationary and has marginal distributions equal to the Tracy-Widom GUE distribution [TW94; TW96]; we refer to [CQR13] and [QR14] for a review of the Airy\(_2\) process.

The just introduced polymers run point-to-point, and we may consider polymers whose starting point is fixed at \(y = (0,0)\), but whose ending point is free to lie anywhere along a given line. More precisely, we consider the maximum of the left-hand side of (1.2) over all \(x = -N, \ldots, N\). The path which attains this maximum energy is a random directed polymer with unconstrained ending point. The random endpoint is the maximizer of the function \(H_N\), and it is natural to enquire into its law. A first query in this vein is whether the random endpoint is uniquely defined in the
large $N$ limit; this effectively amounts to determining whether the process $\mathcal{A}(x) - x^2$ has a unique maximizer.

Johansson conjectured [Joh03, Conjecture 1.5] that, indeed, the maximizer of $\mathcal{A}(x) - x^2$ is almost surely unique. Predicated on the validity of this conjecture, [Joh03, Theorem 1.6] demonstrated that the random variables

$$X_N := \inf \left\{ x \in \mathbb{R} : \sup_{z \leq x} H_N(z) = \sup_{z \in \mathbb{R}} H_N(z) \right\}$$

converge weakly as $N \to \infty$ to the unique maximizer $X$ of $x \mapsto \mathcal{A}(x) - x^2$.

There are now three proofs of Johansson’s conjecture, which we will briefly review.

Corwin and Hammond in [CH14] introduced the method of Brownian Gibbs resampling—a technique important in this paper, employed in Section 5—and showed thereby that, on any compact interval, the Airy$_2$ process is absolutely continuous with respect to a Brownian motion of rate two. The almost sure uniqueness of the maximizer of Brownian motion on a compact interval then led to Johansson’s conjecture. Moreno Flores, Quastel and Remenik [FQR13] computed the joint density function of the maximizer $X$ and the maximal value $\mathcal{A}(X) - X^2$ using the continuum statistic formula for the Airy$_2$ process proved in [CQR13]. Since this density integrates to one, they were able to conclude that the maximizer is unique almost surely. In [Pim14], Pimentel characterized the uniqueness of the maximizer of a stochastic process by perturbing the process by the addition of a small affine shift. This method yields Johansson’s conjecture as a special case.

Each technique that yields Johansson’s conjecture has its strengths and drawbacks. For example, the exact formula for the density obtained in [FQR13] yields rather strong upper bounds on probabilities. These, in turn, allowed Quastel and Remenik [QR15] to obtain an upper estimate on the tail distribution of directed polymers. However, the formula was not useful for proving a lower bound and the authors had to use probabilistic methods instead. Stronger bounds were obtained in [Sch12] (see also [BLS12]) via Riemann-Hilbert techniques. In our work too, we require information not easily gleaned by any single technique, and we will have recourse to several approaches to furnish the proofs of our principal results. We will elaborate in Section 1.3.

1.1.2. General initial data for the KPZ fixed point. More general initial locations of polymers in the LPP model may be allowed. Indeed, for a collection $\vec{y}$ of starting points $y_i \in \mathbb{Z}^2$, $i \in \mathbb{N}$, and for an endpoint $x \in \mathbb{Z}^2$, we define the last passage time

$$G_{\vec{y} \to x} := \max_{i \in \mathbb{N}} G_{y_i \to x}.$$  

This is now the maximum energy of a polymer running from any of the points $y_i$ to $x$. Figure 1(B) depicts this version of LPP when the set of points $\vec{y}$ forms a downright path (the thin black line on the lower left of the figure). The scaling limit of $H_N(x)$, still defined by (1.2), is dictated by the form of this downright path of starting points. For instance, if the set of points $\vec{y}$ forms a zigzag path (down, then right, and repeat), then $H_N(x)$ converges to the Airy$_1$ process [BFP07] rather than to the Airy$_2$ process. In general, the mapping from the limiting behavior of the set $\vec{y}$ to the limiting behavior of $H_N(x)$ as $N \to \infty$ is facilitated by the KPZ fixed point. The limit of $H_N(x)$ matches the time-one spatial marginal $h_1(x)$ of the KPZ fixed point with initial data related to the limit of the $\vec{y}$. The process $\mathcal{A}(x) - x^2$ arises precisely when the initial data for the KPZ fixed point is given by the so-called narrow wedge. Geometric last passage percolation has a simple correspondence to the height function evolution of a discrete-time version of the corner growth model (or totally asymmetric simple exclusion process) and in that interpretation, the general initial data corresponds to the initial height function: see for instance [CLW16].

Another route to access more general initial data for the KPZ fixed point arises by returning to the fixed initial location $y = (0,0)$ version of LPP but now associating to each point on the boundary of the first quadrant an $\omega$ which is distributed differently (in a way that may depend
Figure 1(C) depicts this version of LPP (see also the caption). Depending on how the boundary \( \omega \) are distributed, the \( H_N(x) \) defined by (1.2) will converge to different limits. As before, these correspond to the time-one spatial marginal of the KPZ fixed point with initial data related to the limit of the boundary \( \omega \)'s.

The first result of this paper (Theorem 1.2 ahead) is that, for a quite large class of initial data with decay at infinity, the KPZ fixed point almost surely has a unique maximizer. This result should also follow from recent results of [SV20] using a proof technique analogous to that of [CH14] via absolute continuity with respect to Brownian motion. Our proof of Theorem 1.2 is in the vein of [FQR13], using exact determinantal formulas from [MQR21b].

![Figure 2. LPP evolution with respect to time. Time is measured in the diagonal direction and space is in the anti-diagonal direction. The thick black line depicts the maximizing path over all possible endpoints at a given time. Between the first and second pictures (and between the third and fourth), this endpoint is rather stable. However, between the second and third pictures, there is a large jump in the endpoint. In the large \( N \) limit, these jumps occur in the exceptional set \( T_T \) of times at which the maximizer is not unique.](image)

1.1.3. **Temporal evolution of the KPZ fixed point.** We may add a time parameter \( t \) into the LPP model (as depicted in Figure 2) by replacing \( N \) by \( \lfloor tN \rfloor \). In this way, we extend \( H_N(x) \) to \( H_N(t,x) \) where the later is defined by the relation

\[
G_{\vec{y} \rightarrow ([\lfloor tN \rfloor]_+, [\lfloor tN \rfloor]_-)} = c_1 tN + c_2 N^{1/3} H_N(t, c_3 N^{-2/3} x).
\]

The limit of \( H_N(t, x) \) as \( N \to \infty \) is given by the **KPZ fixed point** \( h_t(x) \) started from initial data given in terms of the limit of the starting points \( \vec{y} \). The KPZ fixed point was first constructed in [MQR21b] as a limit of the totally asymmetric simple exclusion process (TASEP), which is one of the simplest models in the universality class (see also [NQR20] for an analogous derivation for reflected Brownian motions). TASEP is essentially equivalent to \( H_N(t, x) \). More precisely, there is a coupling of the exponential random variable version of our LPP model and the totally asymmetric simple exclusion process [BDS16] such that \( H_N \) describes the height function for the latter. A proof that geometric LPP has the same limit as the exponential version of the model is given in [MQR21a]. We do not reproduce a precise statement of this limit result since we will only be concerned with the limit process itself.

In their construction of the KPZ fixed point, [MQR21b] also proved that the map \( t \mapsto h_t \) is a Markov process on a suitable space of upper semi-continuous functions. Various other properties of this Markov process are discussed in [MQR21b, Section 4], such as exact determinantal formulas for transition probabilities. A variational formulation of the KPZ fixed point which provides a coupling of all initial data on the same probability space was proved in [NQR20] based on the...
directed landscape constructed in [DOV18]. For physical background on KPZ universality and an overview of some of the subject’s main developments, see [Tak18; Qua11; Cor12; BP14; QS15].

There are several models for which convergence to the KPZ fixed point was proved only for special initial data, and just two (TASEP and Brownian last passage percolation) for which it is proven for general initial data. However, the KPZ fixed point is conjectured to be the universal scaling limit of the height functions for all models in the KPZ universality class: the height functions \( h(t, x) \) are conjectured to converge, after recentering and under the KPZ 1:2:3 scaling, to \( h_t(x) \); indeed, it is expected that, up to model-dependent values for \( c_1, c_2 \) and \( c_3, h_\varepsilon(t,x):=c_2\varepsilon^{1/2}h(\varepsilon^{-3/2}t,c_3\varepsilon^{-1}x) - c_1\varepsilon^{-3/2}t \) converges to \( h_t(x) \) with initial data corresponding to the \( t=0 \) limit of \( h_\varepsilon(0,x) \).

For special initial data, the one-dimensional distributions of the KPZ fixed point coincide with the Tracy-Widom GOE and GUE distributions, which originally appeared in random matrix theory [TW94; TW96; AGZ10]. The GOE arises when \( h_0(x) \equiv 0 \), the so-called “flat” initial data. The GUE arises when \( h_0(x) = \delta_u(x) \), the so-called “narrow wedge”. For \( u \in \mathbb{R} \), \( \delta_u(x) \) is defined as

\[
  \delta_u(x) := \begin{cases} 
    0, & \text{if } x = u, \\
    -\infty, & \text{otherwise.} 
  \end{cases}
\]

Despite looking somewhat odd, this is the most fundamental initial data for the KPZ fixed point.

As mentioned earlier, the following result can be found in [MQR21b, Eq. 4.12]: for any fixed \( t > 0 \), the spatial marginal of the KPZ fixed point starting from the narrow wedge (1.4) is given, as a process in \( x \), by

\[
  h_t(x) = A(t, x - u) - \frac{(x - u)^2}{t},
\]

where \( A(t, x) := t^{1/3}A(t^{-2/3}x) \) and \( A(x) \) is the Airy\(_2\) process. In particular, under narrow-wedge initial data, \( h_t(x) \) has the same law as \( A(x) - x^2 \). The uniqueness of the random variable \( X \), defined above, implies that, for any given time \( t \geq 0 \), the KPZ fixed point \( h_t \) started from a narrow wedge almost surely attains its maximum at a unique point.

### 1.2. The main result of the paper.

As we have mentioned, one of our results will be that \( h_t(x) \) attains its maximum at a unique location almost surely for each fixed \( t > 0 \) under general initial data. However, this does not preclude the existence of random exceptional times at which \( h_t \) has several maximizers. A classical example of a non-empty set of exceptional times is the zero set \( \textbf{Zero} = \{ t \geq 0 : B(t) = 0 \} \) of standard Brownian motion \( B \). For every \( T > 0 \), the Hausdorff dimension of \( \textbf{Zero} \cap [0,T] \) is almost surely \( \frac{1}{2} \)—see [MP10, Theorem 4.24]. The random geometry of an exceptional time is trivial in this case—we merely have \( B(t) = 0 \) at such times. In our case, and others, there is however a rich geometry associated to exceptional times.

Indeed, the study of random dynamics that leaves invariant an equilibrium measure, and the question of the existence and Hausdorff dimension of an exceptional set of times at which an almost sure property of the equilibrium law is violated, are celebrated topics in modern probability theory. Discrete Fourier analytic tools have been employed to investigate [BKS99] the sensitivity to noise of critical percolation, leading to proofs of the existence [SS10] of exceptional times, under a natural dynamic leaving invariant critical percolation on the honeycomb lattice, and to the identification [GPS10] of the Hausdorff dimension \( 31/36 \) of the exceptional set for this model.

In our case, we will consider exceptional times when the \( h_t \) fails to have a unique maximizer. They can be viewed as moments of instability in the life of the random polymer, at which its endpoint loses its uniqueness. At such moments, the polymer’s future is uncertain, with the passage of even an instant of further time being liable to propel the polymer endpoint to a macroscopic distance from its present location (see Figures 2 and 3).
Let $T > 0$ and $A \geq 0$. The exceptional set of random times in $[0, T]$ that are such moments of instability, when the polymer endpoint may subsequently jump by a distance greater than $A$, is

$$T_{T,A}(h) := \{ t \in [0, T] : \exists x_1, x_2 \in \text{Argmax}(h_t), \ |x_1 - x_2| > A \},$$

where the set $\text{Argmax}(h_t) \subset \mathbb{R}$ contains all points $x$ at which $h_t(x)$ is the maximum value of $h_t$. When $A = 0$, we adopt the shorthand $T_T$ for $T_{T,0}$; in this case, the condition on $x_1, x_2$ may be equivalently written as $x_1 \neq x_2$.

Of course, the set $T_T$ is random and depends on the initial data $h_0$ of the KPZ fixed point. For example, if $h_0$ does not have sufficiently fast decay at infinity, then $h_t$ can be unbounded, in which case $T_T(h)$ is empty. We thus need to impose some assumptions on the initial data $h_0$ to ensure that our question is well-defined. For instance, we need that $h_t$ is always almost surely bounded so that maximizers exist. We impose a slightly stronger condition, that $h_0$ decays parabolically at infinity and is identically $-\infty$ for all sufficiently negative arguments.

**Assumption 1.1. (Parabolic decay)** The initial data $h_0 : \mathbb{R} \to [-\infty, \infty)$ of the KPZ fixed point is a non-random, upper semicontinuous function that is not identically equal to $-\infty$, and for which

(a) there exist $\alpha \in \mathbb{R}$ and $\gamma > 0$ such that the bound $h_0(y) \leq \alpha - \gamma y^2$ holds for all $y \in \mathbb{R}$ and

(b) there exists $\lambda \in \mathbb{R}$ such that $h_0(y) = -\infty$ for $y \leq -\lambda$.

Assumption 1.1 will refer to both parts (a) and (b), and we will occasionally make use of only part (a).

We will show in Lemma 3.1 that Assumption 1.1(a) guarantees that, at any time $t > 0$, the KPZ fixed point $h_t$ is almost surely bounded and decays at infinity. This yields the existence of maximizers and leads to the natural question of their almost sure uniqueness at fixed times, a form of Johansson’s conjecture for general initial data; here is our result affirming this general form of the conjecture.

**Theorem 1.2.** Let the initial data of the KPZ fixed point $h_0$ satisfy Assumption 1.1(a). Then $h_t$ has a unique maximizer almost surely for every fixed $t > 0$. 

**Figure 3.** The KPZ fixed point $h_t(x)$ spatial process depicted at three times; for clarity, we have shown the curves separated, but there need not be any ordering of the function values as time proceeds. The first two of the three times are typical ones at which the maximizer is unique (see the black bullet at its location), while the third is exceptional. There are then two maximizers, one close to those earlier and the other at a dramatic remove.
Theorem 1.2 should be provable by using the recent result of [SV20] which shows the absolute continuity of $h_t$ with respect to Brownian motion on compact intervals. Such a proof would closely follow the original proof of Johansson’s conjecture in the narrow-wedge case presented in [CH14]; this requires a statement such as Lemma 3.1 on the decay of $h_t$ at infinity. Our proof of Theorem 1.2, however, is independent of [SV20] and relies on the formulas for the KPZ fixed point proved in [MQR21b]. In this way, it is more in line with the approach to Johansson’s conjecture in the narrow-wedge case presented in [FQR13]. However, in contrast to [FQR13], where a density of one was computed, from which uniqueness was concluded, we compute the probability that two maximizers appear at a given time and show that it equals zero.

Theorem 1.2 implies that the Lebesgue measure of $T_{T,A}(h)$ is zero almost surely. It is thus natural to examine the fractal dimension of the exceptional set of violating times. We refer to Appendix A for the definition of the Hausdorff dimension $\dim(X)$ for a set $X \subset \mathbb{R}$, because it is this notion of dimension that we will use to measure the exceptional set when it is non-empty. Our main result identifies the Hausdorff dimension of the set $T_{T,A}(h)$.

**Theorem 1.3.** Let the initial data of the KPZ fixed point $h_0$ satisfy Assumption 1.1. Then, for any $T > 0$ and $A \geq 0$, the set $T_{T,A}(h)$ in (1.6) is non-empty with strictly positive probability, and

$$p_{h_0} \left( \dim(T_{T,A}(h)) = \frac{2}{3} \mid T_{T,A}(h) \neq \emptyset \right) = 1.$$  

In fact, we can obtain the upper bound on the Hausdorff dimension under only Assumption 1.1(a); see Proposition 6.1. In our approach, we require the full Assumption 1.1 for the lower bound because of a restriction in a “melon” transformation in Brownian last passage percolation that we rely on; we will say a little more about this transformation in Section 1.3, and about the restriction that it imposes in Section 5. We do not attempt the extension to more general initial data in the present article.

In the case of narrow wedge initial data, we may use the self-similarity of the KPZ fixed point evolution along with a zero-one law to demonstrate that $T_T \neq \emptyset$ with probability one.

**Corollary 1.4.** For narrow wedge initial data $h_0 = d_0$ and for any $T > 0$, $T_T(h) \neq \emptyset$ with probability one, and thus unconditionally,

$$\mathbb{P}_{d_0} \left( \dim(T_T(h)) = \frac{2}{3} \right) = 1.$$  

**Proof.** Let $E_{T,A} = \{T_{T,A}(h) \neq \emptyset\}$ with $E_T = E_{T,0} = \{T_T(h) \neq \emptyset\}$. Theorem 1.3 implies that $\mathbb{P}(E_{T,A}) > 0$. Since $E_{T,A}$ increases as $A$ decreases, it follows that $\mathbb{P}(E_T) > 0$ as well. Proposition 2.4(i) implies that, for any $\alpha > 0$, and for narrow wedge initial data, $h_t(x)$ has the same law as $\alpha h_{\alpha^{-1}t}(\alpha^{-2}x)$, as processes in $t$ and $x$. Since scaling by $\alpha$ does not change the event of having a non-unique maximizer, we conclude that $\mathbb{P}(E_T)$ is $T$-independent.

The KPZ fixed point $h_t$ is a (right-)continuous Feller process (see Proposition 2.3), Blumenthal’s zero-one law [Blu57] implies that its germ sigma-algebra is trivial. The sets $E_T$ are decreasing in $T$ and their limit $E_0 = \bigcap_{T>0} E_T$ is in the germ sigma-algebra. Thus, $\mathbb{P}(E_0)$ is either zero or one. However, from our earlier deduction, we know that $\mathbb{P}(E_0) = \lim_{T \to 0} \mathbb{P}(E_T) > 0$; thus, $\mathbb{P}(E_0) = 1$. In turn, this implies the first result of the corollary, that $\mathbb{P}(E_T) = 1$ for all $T > 0$. The second claim, (1.8), follows by combining (1.7) with $\mathbb{P}(E_T) = \lim_{A \to 0} \mathbb{P}(E_{T,A})$ and $\lim_{A \to 0} \dim(T_{T,A}(h)) = \dim(T_T(h))$. \hfill \Box

As we explain shortly, in Section 1.4, we believe (but will not prove) that, for all initial data, it is with probability one that $T_T \neq \emptyset$. On the other hand, the set $T_{T,A}$ for $A > 0$ will indeed be empty with positive probability (except for certain initial data such as where $0 \in T_{T,A}(h)$); in this sense, then, Theorem 1.3 is sharp.

Further, if there exist $x_1, x_2 \in \text{Argmax}(h_0)$ such that $x_1 \neq x_2$, i.e., the initial data has several maximizers, then $T_T \neq \emptyset$ almost surely and Theorem 1.3 yields $\dim(T_T) = 2/3$ unconditionally.
This occurs for a double narrow-wedge initial data: for $u_1 \neq u_2 \in \mathbb{R}$, this is the initial data
$$\delta_{u_1,u_2}(x) := \delta_{u_1}(x) \vee \delta_{u_2}(x) = \begin{cases} 0, & \text{if } x = u_1 \text{ or } x = u_2, \\ -\infty, & \text{otherwise.} \end{cases}$$

Similarly, if there exist $x_1, x_2 \in \text{Argmax}(h_0)$ with $|x_1 - x_2| > A$, then $T_{T,A} \neq \emptyset$ with probability one, and $\dim(T_{T,A}) = 2/3$ unconditionally.

1.3. Heuristics and structure. We will indicate three main facts; how they will combine into a proof of the Hausdorff dimension of the exceptional set; and, in outline, how we will prove each of them. In so doing, we will indicate the structure of the paper, which is also illustrated in Figure 4.

In a crude but instructive simplification, a set has dimension $\alpha$ if, for any $\varepsilon > 0$, it may be fattened to become a union of order $\varepsilon^{-\alpha}$ intervals of length $\varepsilon$. The fattened set will be a proxy set $T_T^\varepsilon(h) = \{ t \leq T : h_t \in TP^\varepsilon \}$; namely, the set of times $t$ at which the KPZ fixed point $h_t$ lies in the twin peaks set $TP^\varepsilon$ of upper semicontinuous functions $f$ such that $\text{Max}(f) - f(x_i) \leq \varepsilon$ for some points $x_1, x_2 \in \mathbb{R}$ such that $|x_1 - x_2| \geq 1$. We refer to these points $x_1$ and $x_2$ as near maximizers. In fact, in our precise statements of results (which we reference in the ensuing paragraphs), we consider near maximizers whose distance $|x_1 - x_2| \leq L$ for large $L$. In this present heuristic discussion, we omit to denote these variables. Here are the three main facts that we demonstrate:

(i) The KPZ fixed point $h_t(x)$ is Hölder-$\frac{1}{3}$ in $t$, uniformly over compact sets in $x$.

(ii) The probability that $h_t \in TP^\varepsilon$ is at most $C\varepsilon t^{-1/3}$.

(iii) The same probability is at least $C(t)\varepsilon$.

Given these, we may see why the Hausdorff dimension of $T_T(h)$ will be two-thirds when this set is non-empty. Indeed, Item (i) implies that the maximum of $h_t$ is Hölder-$\frac{1}{3}$ in time, which suggests that intervals contained in $T_T^\varepsilon(h)$ should typically be at least of size of order $\varepsilon^3$. Item (ii) gives us a complementary upper bound on the typical length of intervals in $T_T^\varepsilon(h)$. In particular, it shows that, once the set $T_T^\varepsilon(h)$ is entered, in the passage of time of order $\varepsilon^3$, it will be exited (and hence the interval will have ended). Finally, Item (iii) along with Item (ii) implies that the total size of $T_T^\varepsilon(h)$ is of order $\varepsilon$. Thus, $T_T^\varepsilon(h)$ is a set of size $\varepsilon$ which consists of intervals of length $\varepsilon^3$; the number of intervals must be of order $\varepsilon^{-2}$, and such an order of intervals of length $\varepsilon$ will be needed to cover $T_T(h)$. The infimum $H_0^\alpha(T_T(h))$ of $\alpha$-values of coverings of maximum diameter $\varepsilon$ recalled in (A.1) should be of order $\varepsilon^{-2+3\alpha}$, a quantity whose behaviour changes as $\varepsilon \to 0$ depending on whether $\alpha$ is greater or less than $2/3$. Thus is the Hausdorff dimension of two-thirds predicted.

Our task is thus to prove the three facts and then use them to deduce our main theorems. The respective proofs appear in Sections 3, 4, and 5. These pieces fit together to prove Theorem 1.3 in the final Section 6. Next we explain in outline how the three tasks will be accomplished.

Lemma 3.3 is the precise rendering of Item (i). That $h_t(x)$ is Hölder-$\frac{1}{3}$ in $t$ for fixed $x$ is known from [MQR21b], but our proof of the extra local uniformity in space makes use of a variational formula, recalled in Section 2, for the KPZ fixed point in terms of the directed landscape recently constructed in [DOV18]. The proof also requires that $h_t(x)$ is Hölder-$\frac{1}{2}$ in $x$, locally uniformly in $t$, which we prove in Lemma 3.2. Finally, the spatially uniform temporal continuity’s implication that $\text{Max}(h_t)$ is Hölder-$\frac{1}{3}$ in time is recorded in Lemma 3.4.

Theorem 4.9 is the rigorous manifestation of Item (ii). The much more involved proof of this result uses exact formulas, also recalled in Section 2, for the KPZ fixed point in terms of Fredholm determinants that have been obtained in [MQR21b]. More precisely, for a fixed $t > 0$ and for any $\delta, \varepsilon > 0$, we will consider in (4.4) the probability that two near maximizers of $h_t$ are located in $\delta$-neighbourhoods of fixed points $x_1 \neq x_2$, while the maximum of $h_t$ is in an $\varepsilon$-neighbourhood of a fixed value $M$. Dividing this probability by $\delta^2 \varepsilon^2$ and taking the limits $\varepsilon, \delta \to 0$, we will obtain in effect the density, conditionally on maximizer non-uniqueness, of the maximum value and two maximizers of
In Proposition 4.1, existence, scaling properties and bounds on this limit are asserted. (To call this just mentioned limit a density is really an improper formulation because the concerned law is $\sigma$-finite, with infinite mass on maximizer pairs at distance close to zero.) The derivation of this result involves double differentiation of a Fredholm determinant, arising from the distribution function of the KPZ fixed point. The justification of this differentiation and the computation of the derivatives are quite technical, involving asymptotic analysis of path integral formulations of the Fredholm determinant kernels, defined by means of a Brownian scattering transform. These calculations rely on properties of trace class operators and Fredholm determinants that are summarized in Appendix B; and bounds on kernels involving Airy functions that are reviewed in Appendix C.

Theorem 4.9 offers the bound in Item (ii) on the probability that $h_t \in TP^\varepsilon$; it is obtained by integration of the just indicated density function over $x_1, x_2$ and $M$. By taking $\varepsilon \to 0$, we see that Theorem 4.9 immediately implies Theorem 1.2 on the almost sure uniqueness of the maximizer at fixed time.

Combining Item (ii) with the temporal Hölder regularity of $h_t$ and of its maximum, given in Item (i), yields an upper bound on the Hausdorff dimension of $T_T(h)$ in Proposition 6.1.

Theorem 5.1 is the precise rendering of Item (iii). Its proof, in contrast to that of Item (ii), relies on a Gibbsian resampling argument, akin in spirit to the Brownian Gibbs property used in such works as [CH14; DV21; Ham19; CHH19]; we discuss this property in greater detail in Section 5. The argument works in the prelimiting model of Brownian last passage percolation: the random variable $h_t^{(n)}$, namely the prelimiting version of $h_t$, will be written in terms of a last passage value through a random environment obtained by a “melon” transformation of the original Brownian environment (the term “melon” is used in [DOV18], though one could instead call this a “continuous RSK correspondence” or a “Pitman transform”). This relies on a remarkable identity of last passage values through the original and melon-transformed environments proved in [DOV18]. (The identity was later found to be implied by the earlier work [NY04] in the more general setting of positive temperature polymer models; see [Cor20] for more details and three proofs of the positive temperature identity, and [Dau20] for a fourth). It is through this melon transform that we are able to access general initial data.

The melon transformed environment coincides with Dyson Brownian motion with $\beta = 2$. This ensemble of random curves is Gibbsian, enjoying a simple Brownian resampling invariance. By harnessing this invariance, we may exploit the melon-transformed environment, resampling $h_t^{(n)}$ in order to generate an event of probability at least $C_2 \varepsilon$ on which $h_t^{(n)} \in TP^\varepsilon$. Taking $n \to \infty$ is the final step on the road to Theorem 5.1.

The lower bound in Item (iii) is suggested by (but does not follow from) the spatial Brownian absolute continuity of $h_t$ established in [SV20]. Indeed, a Brownian bridge has probability proportional to $\varepsilon$ of having a unit-order separated location that comes within $\varepsilon$ of the maximal value of the bridge. A much more quantitative comparison result than absolute continuity is needed, however, in order to transfer small probability events between the Brownian measure and the spatial process for $h_t$. Our approach does not seek such a comparison, but rather attacks the problem directly.

Although Gibbsian resampling is not a new technique in studying models in the KPZ universality class, our use of it departs from existing methods in two quite substantial ways. In previous works, the Gibbsian line ensemble which is being resampled is the object of interest. In the present work, we are interested in last passage percolation in the environment defined by the Gibbsian line ensemble. If we restrict attention to narrow wedge initial data, we recover the earlier considered cases where the line ensemble is the object of interest (i.e., the last passage problem trivializes). The second departure is that our resampling is performed on a random interval defined relative to the location of the unique global maximizer. In this sense, the resampling may be called non-Markovian. To illustrate the complication that this introduces, consider a Brownian bridge. Its law on any given interval is invariant under replacing the path by an independent Brownian bridge affinely shifted to fit in. If we look at its law on an interval starting at the maximizer of the path,
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Figure 4. Flowchart of this paper. The grey blocks correspond to the three items described in Section 1.3.

such a resampling invariance no longer holds. To handle this in the Brownian bridge case, as well as in our more general case, we rely on a path decomposition of Markov processes at certain special times given in [Mil78].

Of the two bounds on Hausdorff dimension, it is usually the lower that is harder to prove. To derive the lower bound, we will define in Section 6.2 a measure on $[0, T]$, whose value is the approximate amount of time spent by $h_t$ in the set $T_P^\varepsilon$. Item (iii) guarantees positivity of this measure in the total variation norm. Further using Item (ii), we will prove in Proposition 6.3 the finiteness of an energy of this measure, and a lower bound on the Hausdorff dimension that follows from Frostman’s criterion; and also that $T_T(h) \neq \emptyset$ with strictly positive probability, something that follows with only a little more argument.

1.4. Conjectures for some related exceptional sets. Theorem 1.3 offers an assertion concerning fractal geometry for exceptional sets embedded in the KPZ fixed point. Several assertions may naturally be conjectured concerning related fractals embedded either in the KPZ fixed point or in the space-time Airy sheet. Here we state, and explain the reasoning for, some such conjectures.

First, recall that for narrow wedge initial data we proved as Corollary 1.4 that, for any choice of $T$, $T_T \neq \emptyset$ almost surely. Our first conjecture would strengthen this result in two directions. First, it would extend this to general initial data, and second it would show that the set of non-uniqueness times is, in fact, almost surely dense.

**Conjecture 1.5.** For any $h_0$ satisfying Assumption 1.1, $T_\infty(h)$ is almost surely dense in $[0, \infty)$.

Let us assume, for the moment, that we can show that for general initial data, $T_T \neq \emptyset$ almost surely. Then the Blumenthal zero-one law argument used to proved Corollary 1.4 should apply not just to the germ sigma-algebra for the initial data, but rather for any fixed time $t$. This would imply that around any rational time, there is a time arbitrarily close when non-uniqueness holds—thus the almost sure density result. To show that $T_T \neq \emptyset$ almost surely for general initial data requires
establishing some uniformity over \( T \) of the lower bound on the probability of \( T_T \neq \emptyset \), which seems difficult, though it may be possible using a suitable strengthening of our techniques.

In dynamical percolation at criticality on the faces of the honeycomb lattice [SS10; GPS10], the probability that a given face lies in an infinite open component at some time on a given unit interval is known to be bounded away from zero and one. However, the set of times at which there exists an infinite open component is presumably almost surely dense—and a zero-one law seems to promise such a result, though no such proof is recorded to our knowledge. Given Theorem 1.3 and our conjecture, we see an analogy between exceptional times for the KPZ fixed point at which two maximizers exist, separated to unit order, with times in dynamic percolation at which the infinite open cluster visits a given region; and between those exceptional times at which the pair of maximizers exist, without any demand of separation, and moments in dynamical percolation at which the infinite open cluster exists, without any condition being imposed on its geometry.

Our principal result, Theorem 1.3, determines the Hausdorff dimension of exceptional times in the KPZ fixed point at which there exist two maximizers, and a natural question concerns the Hausdorff dimensions of times at which there are a given number of maximizers exceeding two. We formulate a conjecture on the values of these dimensions.

**Conjecture 1.6.** The Hausdorff dimension of the set of times with three maximizers is one-third; the set of times with four such has zero Hausdorff dimension. For five maximizers, there almost surely exist no such exceptional times.

Admitting this conjecture, the set of times at which there exist four maximizers could be non-empty, but we believe this set to be empty almost surely.

We argue for Conjecture 1.6 in the case of three maximizers, developing the heuristic presented for the case of two in the preceding section. Let \( T_T(3) \) denote the set of times with three maximizers, which, by a countability argument, we may suppose to be at mutual distance at least one; and let \( T_T^e(3) \) denote the set of times \( t \) at which there exist three points at mutual distance at least one, for each of which, \( h_t \) is within \( \varepsilon \) of its maximum. Local Brownianity of \( h_t \) suggests that \( \mathbb{P}(t \in T_T^e(3)) = \Theta(\varepsilon^2) \). Because \( h_t \) is \( \frac{1}{3} \)-Hölder in time, \( T_T^e(3) \) may plausibly be decomposed into intervals of length of order \( \varepsilon^3 \). Setting \( \delta = \varepsilon^3 \), the number of intervals of length \( \delta \) needed to cover \( T_T^e(3) \), and hence \( T_T(3) \), should be of order \( \varepsilon^2/\varepsilon^3 = \varepsilon^{-1} = \delta^{-1/3} \), whence our prediction.

Our results and the above conjectures concern the KPZ fixed point, in which the initial time is fixed at zero. The fractal geometry of exceptional sets may also be explored in the directed landscape \( \mathcal{L} \) constructed in [DOV18]. This landscape ascribes to any pair of points \((y, s), (x, t) \in \mathbb{R}^2 \) with \( s < t \) a random real-valued weight \( \mathcal{L}(y, s; x, t) \) that is a scaled expression for the energy in Brownian LPP of the geodesic whose route in scaled coordinates starts at \((y, s)\) and ends at \((x, t)\). A fractal object in the landscape is the difference profile \( \mathbb{R} \rightarrow \mathbb{R} : z \mapsto \mathcal{L}(1, 0; z, 1) - \mathcal{L}(-1, 0; z, 1) \). This is a non-decreasing random function whose set of points of increase almost surely has Hausdorff dimension one-half [BGH19a]. For generic point pairs \((y, s), (x, t) \in \mathbb{R}^2 \) with \( s < t \), there is a unique path—the geodesic—that interpolates the pair’s elements whose scaled energy attains the value \( \mathcal{L}(y, s; x, t) \). Exceptionally, two such paths exist that are disjoint except at their shared endpoints. The set \((x, y) \in \mathbb{R}^2 \) for which \((y, 0)\) and \((x, 1)\) are such a pair of points has Hausdorff dimension one-half almost surely [BGH19b].

To formulate conjectures that develop the theme of the present article but concern the coupling offered by the system \( \mathcal{L} \), let \( X \) denote the set of triples \((y, s, t)\) where \( y \in \mathbb{R} \) and \( s, t \in \mathbb{R} \) with \( s < t \). Each element indexes a scaled energy profile \( \mathbb{R} \rightarrow \mathbb{R} : x \mapsto \mathcal{L}(y, s; x, t) \) which may, exceptionally, have several maximizers. Indeed, for \( k \in \mathbb{N} \) with \( k \geq 2 \), we may set \( E_k \) equal to the subset of elements of \( X \) for which \(|s - t| \geq 1 \) and for which there are at least \( k \) maximizers \( x_1, \ldots, x_k \) for which \(|x_i - x_j| \geq 1 \) for all \( 1 \leq i < j \leq k \).
The space $X$ should be equipped with a metric if Hausdorff dimension questions are to be well-posed. A natural metric on $X$ stipulates that the distance $(y_1, s_1, t_1)$ and $(y_2, s_2, t_2)$ equals $|t_1 - t_2| + |s_1 - s_2| + |y_1 - y_2|^{3/2}$. The power of $3/2$ in the final term accounts for the shape of a KPZ space-time box: if such a box has height $\varepsilon^3$, it will have width $\varepsilon^2$. Such a scaling-adapted metric that specifies a parabolic form of Hausdorff dimension was used by Cafferelli, Kohn and Nirenberg [CKN82] in their treatment of partial regularity of weak solutions of the Navier-Stokes’ equations.

**Conjecture 1.7.** When $X$ is equipped with the just specified metric, the Hausdorff dimension of $E_k$ is almost surely equal to $\max\{3 - k/3, 0\}$. Moreover, $E_{10}$ is empty almost surely.

To make a case for the conjecture, let an $\varepsilon$-box in $X$ take the form of a rectangle whose length is $\varepsilon^3$ in the $t$ and $s$ coordinates, and $\varepsilon^2$ in the $x$ coordinate. Let $E_k(\varepsilon)$ denote a fattening of the exceptional set $E_k$, wherein a given triple qualifies for membership if there exist $k$ points at pairwise distance at least one at which the indexed profile achieves a shortfall from its maximum of at most $\varepsilon$. By profile Brownianity on unit-order scales, we expect that the intersection of $E_k(\varepsilon)$ with a unit-order ball in $X$ has Lebesgue measure $\varepsilon^{k-1}$. But the measure of an $\varepsilon$-box is $\varepsilon^{3+3+2} = \varepsilon^8$. Thus, the number of boxes needed to cover $E_k(\varepsilon)$ should be of order $\varepsilon^{-9}$. The diameter $\delta$ of an $\varepsilon$-box equals $\varepsilon^3$ in the metric we specified above. The number of boxes in the covering is thus $\delta^{k/3}-3$. This inference points to the sought conclusion that the Hausdorff dimension of $E_k$ equals $3 - k/3$; provided, of course, that this quantity is not negative.

### 1.5. Notation.

Results from other papers that are restated herein will be called “Propositions”. For two real numbers, $a$ and $b$, $a \wedge b := \min(a, b)$ and $a \vee b := \max(a, b)$. For a function $f : \mathbb{R} \to \mathbb{R} \cup \{\pm \infty\}$ we define $\operatorname{Max}(f) := \sup_{x \in \mathbb{R}} f(x)$, which may equal $\infty$ even if $f$ is real-valued. The elements of $\operatorname{Argmax}(f) \subset \mathbb{R}$ are $x \in \mathbb{R}$ such that $f(x) = \operatorname{Max}(f)$. The set $\operatorname{Argmax}(f)$ can be empty if $f$ is unbounded. We will say (and already have said!) that a function $f$ is $\beta^{-}$-Hölder if, for all $\alpha < \beta$, it is $\alpha$-Hölder.
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### 2. The KPZ fixed point

The KPZ fixed point is a conjectural universal limit of a variety of space-time growth processes as well as directed polymers and interacting particle systems [CQR15; Cor12] (see also the lecture notes [QM19]). It was only recently constructed in [MQR21b], as a limit of TASEP; in [NQR20], convergence of one-sided reflected Brownian motions to the KPZ fixed point was proved, and, in [MQR21a], solvability and scaling limits of a general class of determinantal processes are studied. Through a combination of works [MQR21b], [DOV18] and [NQR20], a characterization of the KPZ fixed point in terms of a variational problem has been obtained. The fixed point’s universality, termed strong KPZ universality, remains a wide open problem; see, however, recent progress in [QS20; Vir20]. The fixed point is a highly non-trivial object, with work needed to define it. This section is devoted to recalling key results and properties of the KPZ fixed point that we will use.
There are two approaches to the fixed point, each offering a different advantage, perspective and piece of the construction. The earlier approach, due to [MQR21b], is based on exact formulas; the second, due to [DOV18], studies a probabilistic object. Although these two works study limits of slightly different versions of TASEP, the approaches are united in [NQR20].

The method of [MQR21b] provides a Fredholm determinant formula for the transition probability distribution for the KPZ fixed point. This formula appears later as (2.12); it employs notation and operators defined in Section 2.2. It is proved in [MQR21b] that, for every choice of initial data (within a suitable class), there exists a unique Feller process with transition probabilities given by this key formula. This is the content of the upcoming Proposition 2.3 in which the notation \( h_t(x; h_0) \) denotes the KPZ fixed point \( h_t(x) \) started with initial data \( h_0 \) at time \( t = 0 \). We also will record, as Proposition 2.4, several key properties of this process. The approach in [MQR21b] does not provide a coupling of \( h_t(x; h_0) \) over all initial data (i.e., a stochastic flow).

The coupling of all initial data for the KPZ fixed point is achieved in [DOV18] by the construction of the directed landscape, an object that, when parabolic curvature is removed, is the space-time Airy sheet whose existence was conjectured in [CQR15]. This four-parameter field can be viewed as a Green’s function; the fixed point is then recovered from it by convolution against the desired initial data. That is, for any specific initial data \( h_0 \), the resulting space-time process is equal in law to \( h_t(x; h_0) \): see Definition 2.1 and Proposition 2.3 below. This variational representation for the KPZ fixed point is described in Section 2.1 along with some key properties of the directed landscape.

Since Theorem 1.3 is only concerned with the KPZ fixed point for a single (though arbitrary) initial data, we will mainly rely on the Fredholm determinant transition probability formula of [MQR21b] in our analysis. All of this analysis appears in the proof of our key technical result, Proposition 4.1. The directed landscape is invoked in proving two lemmas in Section 3 which pertain to the existence and temporal Hölder continuity of the maximum of the KPZ fixed point, as well as in proving Theorem 5.1.

2.1. A variational formula. We start by defining the KPZ fixed point through a variational formula. To do this, we will use the parabolic Airy sheet \( S : \mathbb{R}^2 \to \mathbb{R} \), which was introduced in [CQR15] and constructed in [DOV18] as a scaling limit of Brownian last passage percolation. The projection \( S(0, \cdot) \) of the random continuous function \( S \) has the distribution of the Airy2 process minus the parabola \( x^2 \). The parabolic Airy sheet of scale \( s > 0 \) is defined by

\[
S_s(x, y) := sS(s^{-2}x, s^{-2}y),
\]

for \( x, y \in \mathbb{R} \). Some properties of the parabolic Airy sheet can be found in Definition 1.2 and Lemma 9.1 of [DOV18].

The directed landscape can be defined using the parabolic Airy sheet. Denote \( \mathbb{R}_4^4 := \{(x, s; y, t) \in \mathbb{R}^4 : s < t \} \), where \( s \) and \( t \) will be viewed as temporal, and \( x \) and \( y \) as spatial, variables. The directed landscape is a random continuous function \( L : \mathbb{R}_4^4 \to \mathbb{R} \), which satisfies

\[
L(x, r; y, t) = \max_{z \in \mathbb{R}} \{ L(x, r; z, s) + L(z, s; y, t) \},
\]

for \( (x, r; y, t) \in \mathbb{R}_4^4 \) and \( s \in (r, t) \). It is characterized by the property that for any \( k \in \mathbb{N}, t_1, \ldots, t_k > 0 \) and \( s_1, \ldots, s_k > 0 \), provided that \( (t_i, t_i + s_i^3) \) are pairwise disjoint intervals for \( 1 \leq i \leq k \), the collection of processes \( \{ L(s, t_i; x, s_i^3) \}_{i=1}^k \) are independent parabolic Airy sheets of scale \( s_i \), \( 1 \leq i \leq k \).

**Definition 2.1.** The KPZ fixed point \( h_t \) for \( t > 0 \), starting from \( h_0 \) at time \( t = 0 \), is defined by the variational formula

\[
h_t(x; h_0) := \sup_{y \in \mathbb{R}} \{ h_0(y) + L(y, 0; x, t) \},
\]
provided that the supremum is finite.

In order that the supremum in (2.1) be finite almost surely, we need to restrict the growth of \( h_0(y) \) as \( y \to \pm \infty \). The assumption made in [MQR21b] is of at most linear growth of \( h_0 \) for large \( |y| \).

If we take the initial data \( h_0 \) to be the narrow wedge (1.4), then, from (2.1), we recover (1.5). We denote by \( \mathbb{P}_{h_0} \) the probability distribution of the KPZ fixed point starting at \( h_0 \); \( \mathbb{E}_{h_0} \) is the associated expectation. When the initial data is clear, we prefer to write \( h_t(x) \) instead of \( h_t(x; h_0) \).

[DOV18, Corollary 10.7] yields the following bound on the directed landscape:

**Proposition 2.2.** For any \( \delta > 0 \),

\[
L(y, s; x, t) + \frac{(y-x)^2}{t-s} \leq C_\delta (1 + \|y, s, x, t\|_{\frac{1}{2}})(t-s)^{\frac{3}{2} - \delta},
\]

for all \((y, s; x, t) \in \mathbb{R}^4 \). Here, \( \| \cdot \| \) denotes the \( \ell_1 \)-norm on \( \mathbb{R}^4 \); \( C_\delta \) is a random variable, which depends on \( \delta \) but is independent of \((y, s, x, t) \) and satisfies \( \mathbb{P}(C_\delta > m) \leq a \exp(-cm^{3/2}) \) for any \( m \geq 0 \) and for some positive \( \delta \)-dependent constants \( a \) and \( c \). In particular, \( C_\delta \) is almost surely finite.

The bound (2.2) is not optimal, but it will suffice for our purpose. We have applied the estimate \( \log(1 + |x|) \leq \beta |x|^{3/2} \), valid for any \( \alpha > 0 \) and some \( \beta = \beta(\alpha) > 0 \), to [DOV18, Corollary 10.7].

### 2.2. A formula for the distribution function.

Here we provide a formula for the distribution function of the KPZ fixed point (2.1). We need some definitions from [MQR21b, Sections 3.3 and 4.1] wherein are found proofs—for example, of existence of limits—that the definitions are well-posed.

#### 2.2.1. Functions and graphs.

For a function \( f : \mathbb{R} \to [-\infty, \infty] \) we define its hypograph \( \text{hypo}(f) := \{(x, y) \in \mathbb{R}^2 : y \leq f(x)\} \) and epigraph \( \text{epi}(f) := \{(x, y) \in \mathbb{R}^2 : y \geq f(x)\} \). We recall that a function \( f \) is upper (or lower) semicontinuous if and only if \( \text{hypo}(f) \) (or \( \text{epi}(f) \)) is closed. We declare that an upper semicontinuous function \( f : \mathbb{R} \to [-\infty, \infty] \) belongs to the set \( \text{UC} \) if \( f \not\equiv -\infty \) and if, for some real \( \alpha \) and \( \gamma \), \( f(x) \leq \alpha + \gamma |x| \) for all \( x \in \mathbb{R} \). We equip \( \text{UC} \) with the topology of local UC convergence, a description of which can be found in [MQR21b, Section 3.1]. We denote by \( \text{LC} := \{f : -f \in \text{UC}\} \) the counterpart class of lower semicontinuous functions.

#### 2.2.2. Integral operators involving Airy functions.

The classical Airy function \( \text{Ai}(z) \) can be defined via the contour integral

\[
\text{Ai}(z) := \frac{1}{2\pi i} \int e^{w^3/3 - zw} \, dw,
\]

where \( \langle \cdot \rangle \) is the positively oriented contour running from \( e^{-i\pi/3} \) to \( e^{i\pi/3} \) through \( 0 \) (see [AS64; VS10; Nis] for properties of \( \text{Ai} \)). Using this function, we define the family of operators

\[
S_{t,x} := \exp\{x \partial^2 + \frac{t}{3} \partial^3\}, \quad x, t \in \mathbb{R}^2 \setminus \{x < 0, t = 0\},
\]

which act on the domain \( C_0^\infty(\mathbb{R}) \) of smooth, compactly supported functions. This operator (and many others considered below) can be written explicitly as an integral operator with respect to a kernel. We will use the same notation for the kernel and the operator. The operator \( S_{t,x} \) acts on functions \( f \in C_0^\infty(\mathbb{R}) \) as

\[
(S_{t,x} f)(z) = \int_{\mathbb{R}} S_{t,x}(z, y) f(y) \, dy
\]

with the kernel \( S_{t,x}(z, y) = S_{t,x}(z - y) \), which for \( t > 0 \) is given by

\[
S_{t,x}(z) := \frac{1}{2\pi i} \int_{\langle \cdot \rangle} e^{\frac{t}{3} w^3 + xw^2 + zw} \, dw = t^{-1/3} e^{\frac{2z^3}{3t} - tz} \text{Ai}(-t^{-\frac{1}{3}} z + t^{-\frac{2}{3}} x^2).
\]

For \( t < 0 \), the kernel is defined by setting \( S_{t,x}(z) := S_{-t,-x}(-z) \), which yields \( S_{t,x} = (S_{-t,-x})^* \), where the latter is the adjoint operator. Using properties of the Airy function, one shows that

\[
S_{s,x} S_{t,y} = S_{s+t, x+y}, \quad (S_{t,x})^* S_{t,-x} = I,
\]
as long as all parameters avoid the set \( \{ x < 0, t = 0 \} \). Here, \( I \) is the identity operator. In Appendix C, we prove several bounds on the kernel (2.4).

### 2.2.3. The Brownian scattering transform.

Let \( \mathcal{B} \) be a Brownian motion with rate two, so that \( \mathbb{E}[\mathcal{B}(t)^2] = 2t \). Let \( p_t(u) := \mathbb{P}_{\mathcal{B}(0) = 0}(\mathcal{B}(t) = u) \) be its transition kernel, given by

\[
(2.6) \quad p_t(u) = \frac{1}{\sqrt{4\pi t}} e^{-\frac{u^2}{4t}}, \quad p_0(u) = \delta_u, \tag{2.6}
\]

for \( t > 0 \) and \( u \in \mathbb{R} \). For any \( \ell_1 < \ell_2 \), and for a function \( f \in \mathcal{U} \), we define the “No hit” operator by

\[
(2.7) \quad \mathcal{P}^{\text{No hit}}_{[\ell_1, \ell_2]}(u_1, u_2) := \mathbb{P}_{\mathcal{B}([\ell_1, \ell_2]) = 0}(\mathcal{B}(y) > f(y) \text{ for } y \in [\ell_1, \ell_2]) p_{\ell_2-\ell_1}(u_2 - u_1), \tag{2.7}
\]

where the denoted event is that of a Brownian bridge, from \((\ell_1, u_1)\) to \((\ell_2, u_2)\), staying above the function \( f \). We further define the “Hit” operator

\[
(2.8) \quad \mathcal{P}^{\text{Hit}}_{[\ell_1, \ell_2]} := I - \mathcal{P}^{\text{No hit}}_{[\ell_1, \ell_2]}, \tag{2.8}
\]

where, as before, \( I \) is the identity operator.

For \( f \in L^2(\mathbb{R}) \), \( t > 0 \), and for \( \kappa > 0 \) fixed, we define the multiplicative operator

\[
(2.9) \quad \Gamma_t f(u) := e^{G_t(u)} f(u), \quad \text{with} \quad G_t(u) := t^{-\frac{1}{2}} \kappa \text{sgn}(u)|u|^\frac{3}{2}. \tag{2.9}
\]

It is stated in the proof of Theorem 4.1 in [MQR21b] that, for every \( t > 0 \), there exists a value \( \kappa_* \) such that, for \( 0 < \kappa < \kappa_* \), the Brownian scattering transform may be defined as a map from any function \( f \in \mathcal{U} \) to a \( t \)-dependent operator on \( L^2(\mathbb{R}) \),

\[
(2.10) \quad K_t^{\text{hypo}} := \lim_{\ell_2 \to \infty} \lim_{\ell_1 \to -\infty} \Gamma_t(S_{t, \ell_1})^* \mathcal{P}^{\text{Hit}}_{[\ell_1, \ell_2]} S_{t, -\ell_2} \Gamma_t, \tag{2.10}
\]

where \( S_{t,x} \) is specified in (2.3), and where the limit is in the trace norm in the space \( L^2(\mathbb{R}) \). Moreover, if \( f \) decays at \( \pm \infty \), then the bound on the trace norm of \( K_t^{\text{hypo}} \) depends on \( f \) merely through the maximal value of \( f \). Indeed, the initial data of the KPZ fixed point considered in [MQR21b] has at most linear growth at infinity; i.e., \( \mathfrak{h}_0(x) \leq \bar{\alpha} + \gamma|x| \) for all \( x \in \mathbb{R} \). Obviously, if \( \mathfrak{h}_0 \) decays at infinity, it is in this class of initial data with \( \gamma = 0 \). Then the last formula in [MQR21b, Appendix A.1] gives a bound on \( K_{1/2}^{\text{hypo}(\mathfrak{h}_0)} \), which depends on the initial data only via \( \bar{\alpha} \).

In [MQR21b, Section 4.1], the Brownian scattering transform \( K_t^{\text{hypo}} \) was in fact defined as the limit of the kernels (2.10) without using \( \Gamma_t \), but by restricting the space to \( L^2((a, \infty)) \) for any fixed \( a \). Such restriction of the space appears naturally from the determinantal formula for the multipoint distribution function of the KPZ fixed point [MQR21b, Eq. 4.7], and one of the roles of \( a \) is to avoid divergence of the \( t \)-dependent kernel in (2.10) at \(-\infty \). Since we will use the continuum statistics formula in Proposition 2.3 below, divergence of the kernel is controlled by the operator \( \Gamma_t \) in (2.10).

The object \( K_t^{\text{hypo}} \) is an integral operator, whose existence was proved in [MQR21b, Theorem 4.1]. For any \( g \in \mathcal{U} \), we similarly define the integral operator on \( L^2(\mathbb{R}) \)

\[
(2.11) \quad K_t^{\text{e}^g} := e K_t^{g} \mathcal{P}^{\text{hypo}(-g)} \mathcal{P}^{\text{Hit}(f)}, \tag{2.11}
\]

where \( \mathcal{P}^{\text{Hit}(f)} \) is the reflection operator \( \mathcal{P}^{\text{Hit}(f)} := \mathcal{P}^{\text{hypo}(\mathfrak{h}_0)} \mathcal{P}^{\text{Hit}(f)} \mathcal{P}^{\text{e}^g} \).
2.2.4. The KPZ fixed point formula. Using these definitions, we can provide a formula for the distribution function of the KPZ fixed point (2.1), which can be found in [MQR21b, Section 4.2]. Some basic properties of the Fredholm determinant which appears on the right-hand side of (2.12) may be found in Appendix B.

**Proposition 2.3.** For any $h_0 \in \text{UC}$, the KPZ fixed point $t \mapsto h_t(\cdot; h_0)$ is a Feller process on UC, whose distribution function for any $t > 0$ and $g \in \text{LC}$ is given by the formula

$$P_{h_0}(h_t(x) \leq g(x), \forall x \in \mathbb{R}) = \det \left( I - \mathbf{K}_{t/2}^{\text{hypo}(h_0)} \mathbf{K}_{-t/2}^{\text{epi}(g)} \right)_{L^2(\mathbb{R})}. \tag{2.12}$$

We note that the trace norm of the operator $\mathbf{K}_{t/2}^{\text{hypo}(h_0)} \mathbf{K}_{-t/2}^{\text{epi}(g)}$ is bounded, because, in view of (B.2) and (B.1), it is a composition of two trace class operators; in particular, the Fredholm determinant in (2.12) is well-defined.

Properties of the KPZ fixed point can be found in [MQR21b, Section 4.3]. Here, we list only those which will be used in this article.

**Proposition 2.4.** Let $h_t(x; h_0)$ denote the KPZ fixed point with initial data $h_0 \in \text{UC}$. Then it has the following properties, where all of the identities in distribution are for random functions in the spatial variable on $x \in \mathbb{R}$.

(i) (1:2:3 scaling invariance) For any $\alpha > 0$, one has $\alpha h_{\alpha^{-2}t}(\alpha^{-2}x; h_0^\alpha) \overset{\text{dist}}{=} h_t(x; h_0)$ as a process in both $x$ and $t$, where $h_0^\alpha(x) := \alpha^{-1}h_0(\alpha^2x)$.

(ii) (Stationarity in space) For any $t > 0$ and $u \in \mathbb{R}$, $h_t(x + u; h_0(\cdot - u)) \overset{\text{dist}}{=} h_t(x; h_0)$, where we write $h_0(\cdot - u)$ for the function $y \mapsto h_0(y - u)$.

(iii) (Affine invariance) Let $f(x) = h_0(x) + a + cx$ for some constants $a, c$. Then one has $h_t(x; f) \overset{\text{dist}}{=} h_t(x + \frac{1}{2}ct; h_0) + a + cx + \frac{1}{2}ct$ as a process in $x$ and $t$.

(iv) (Skew time reversibility) For any functions $f, g \in \text{UC},$

$$P\left(h_t(x; g) \leq -f(x), \forall x \in \mathbb{R}\right) = P\left(h_t(x; f) \leq -g(x), \forall x \in \mathbb{R}\right).$$

(v) (Preservation of max) For any $f_1, f_2 \in \text{UC}$ and $t > 0$, the KPZ fixed points $h_t(\cdot; f_1)$ and $h_t(\cdot; f_2)$ can be coupled so that $h_t(x; f_1) \vee h_t(x; f_2) \overset{\text{dist}}{=} h_t(x; f_1 \vee f_2)$ for all $x \in \mathbb{R}$.

(vi) (Monotonicity) For any $t > 0$ and $f_1, f_2 \in \text{UC}$ such that $f_1 \geq f_2$, the KPZ fixed points $h_t(\cdot; f_1)$ and $h_t(\cdot; f_2)$ can be coupled so that $h_t(x; f_1) \geq h_t(x; f_2)$ for all $x \in \mathbb{R}$ a.s.

(vii) ($\frac{1}{2}$-Hölder regularity in space) For any fixed $t > 0$ and $\beta \in (0, \frac{1}{4})$, the function $x \mapsto h_t(x; h_0)$ is almost surely locally $\beta$-Hölder continuous.

(viii) ($\frac{1}{3}$-Hölder regularity in time) For any fixed $x \in \mathbb{R}$ and $\beta \in (0, \frac{1}{2})$, the function $t \mapsto h_t(x; h_0)$ is almost surely locally $\beta$-Hölder continuous.

The monotonicity (vi) follows from the preservation of maximum (v). Proofs of spatial and temporal regularities of the KPZ fixed point can be found in [MQR21b, Theorem 4.13 and Proposition 4.24].

**Lemma 2.5.** For any $h_0 \in \text{UC}$, the KPZ fixed point $t \mapsto h_t$ enjoys the strong Markov property.

**Proof.** The strong Markov property follows from time-continuity of the KPZ fixed point (see Proposition 2.4(viii)), the Feller property (see Proposition 2.3), and [DJ56, Theorem 2]. \qed

3. Maximum of the KPZ fixed point

In this section, we prove that, if the initial data has parabolic decay at infinity, then the KPZ fixed point at every time is almost surely bounded above and decays at infinity. Moreover, we obtain the temporal Hölder regularity of the maximum value, provided that it lies in a bounded interval. Along the way, we will prove Hölder continuity of $h_t(x)$ in each variable, locally uniformly in the other variable.

We start by proving boundedness of the KPZ fixed point.
Lemma 3.1. For any initial data $h_0$ satisfying Assumption 1.1(a) and for any $T > 0$, there exists a random variable $B \in \mathbb{R}$, which is almost surely finite, such that the KPZ fixed point $h_t$ satisfies

\begin{equation}
    h_t(x) \leq B - \frac{\gamma}{3 + \gamma t} x^2,
\end{equation}

for all $x \in \mathbb{R}$ and $t \in [0, T]$, where the constant $\gamma > 0$ is from Assumption 1.1. In particular, for every fixed $t \geq 0$, the KPZ fixed point $h_t(x)$ is almost surely bounded above, and $\lim_{x \to \pm \infty} h_t(x) = -\infty$ almost surely.

Proof. We will use the variational formula (2.1) and properties of the directed landscape. Let us fix some $\delta > 0$ and denote $F_{\delta}(y, s, x, t) := C_\delta(1 + \|y, s, x, t\|^{1/5})$, where $\| \cdot \|$ is the $\ell_1$-norm on $\mathbb{R}^4$ and $C_\delta$ is the $\delta$-dependent random variable from (2.2), which is positive and almost surely finite. Then, for any $(y, s; x, t) \in \mathbb{R}_t^4$, (2.2) yields

\begin{equation}
    -F_{\delta}(y, s, x, t)(t - s)^{1/5 - \delta} - \frac{(x-y)^2}{t-s} \leq L(y, s; x, t) \leq F_{\delta}(y, s, x, t)(t - s)^{1/5 - \delta} - \frac{(x-y)^2}{t-s}.
\end{equation}

Since we are going to use $F_{\delta}$ and $C_\delta$ for a fixed value $\delta$, we prefer to make our notation slightly lighter and omit the subscripts $\delta$ in the rest of this proof. From (2.1), (3.2) and Assumption 1.1, we obtain

\begin{equation*}
    h_t(x) \leq \sup_{y \in \mathbb{R}} \left\{ \alpha - \gamma y^2 + F(y, 0, x, t)t^{1/5 - \delta} - \frac{(x-y)^2}{t-s} \right\}.
\end{equation*}

We consider $t \in [0, T]$ for fixed $T > 0$.

By simple calculus, it follows that $\gamma y^2/2 + (x - y)^2/t \geq \gamma x^2/(2 + \gamma t)$ for all $y \in \mathbb{R}$. Thus we see

\begin{equation*}
    \sup_{y \in \mathbb{R}} \left\{ \alpha - \gamma y^2 + F(y, 0, x, t)t^{1/5 - \delta} - \frac{(x-y)^2}{t-s} \right\} \leq \sup_{y \in \mathbb{R}} \left\{ \alpha - \frac{\gamma}{2} y^2 + F(y, 0, x, t)t^{1/5 - \delta} - \frac{\gamma}{2 + \gamma t} x^2 \right\}
\end{equation*}

\begin{equation*}
\leq \sup_{x, y \in \mathbb{R}} \left\{ \alpha - \frac{\gamma}{2} y^2 + F(y, 0, x, t)t^{1/5 - \delta} - c(\gamma, t)x^2 \right\} - \frac{\gamma}{3 + \gamma t} x^2,
\end{equation*}

where $c(\gamma, t) = \frac{\gamma}{2+\gamma t} - \frac{\gamma}{3+\gamma t} > 0$. Now, since $F(y, 0, x, t) \leq C(1 + |x|^{1/5} + |y|^{1/5} + |t|^{1/5})$, it is easy to see that the first term in the previous displayed inequality is an almost surely finite random constant that depends only on $\gamma$ and $T$; we label it $B$. Boundedness and decay at infinity of the KPZ fixed point follow readily from (3.1). \qed

3.1. Locally uniform spatial & temporal Hölder regularity. To prove the Hölder regularity of the maximum of $h_t$ (Lemma 3.4), we will need that the temporal Hölder regularity Proposition 2.4(viii) holds locally uniformly in $x$. This is Lemma 3.3 above. Its proof will first require spatial Hölder regularity of $h_t$ to hold locally uniformly in $t$, which is the next statement.

Lemma 3.2. For any initial state $h_0$ satisfying Assumption 1.1(a), $K > 0$, $0 < T_0 < T$ and $\delta \in (0, \frac{1}{2}]$, one has almost surely

\begin{equation}
    \sup_{s \in [T_0, T]} \sup_{x \neq y, |x|, |y| \leq K} \frac{|h_s(x) - h_s(y)|}{|x - y|^{1/2 - \delta}} < \infty.
\end{equation}

Proof. We make use of [DOV18, Proposition 10.5], which asserts modulus of continuity bounds for $\mathcal{L}$. In particular, it implies that, for $\delta \in (0, 1/2]$, $0 < T_0 \leq T$, and $L > 0$, there exists a random constant $C_L$ (depending also on $\delta$, $T_0$, and $T$) such that, for all $s \in [T_0, T]$ and $x$, $y$, and $z$ with $|x|, |y|, |z| \leq L$,

\begin{equation}
    |\mathcal{L}(z, 0; y, s) - \mathcal{L}(z, 0; x, s)| \leq C_L |x - y|^{1/2 - \delta}.
\end{equation}
Now we observe that, for any $x, y \in \mathbb{R}$,
\[ b_s(y) - b_s(x) = \sup_{z \in \mathbb{R}} (h_0(z) + \mathcal{L}(z, 0; y, s)) - \sup_{z \in \mathbb{R}} (h_0(z) + \mathcal{L}(z, 0; x, s)) \leq \mathcal{L}(z_0^*(y), 0; y, s) - \mathcal{L}(z_0^*(y), 0; x, s), \]
where $z_0^*(y)$ is the element of minimum absolute value in the set of maximizers of the first supremum.

Define $\bar{z} = \sup_{s \in [T_0, T]} \sup_{|y| \leq K} |z_0^*(y)|$. We claim that $\bar{z}$ is almost surely finite. Before proving the claim, we show how it completes the proof of Lemma 3.2.

Since $\delta, T_0,$ and $T$ are fixed, let, for $L \in \mathbb{N}, C_L$ be the corresponding constant in (3.3). Define $C$ by setting it to be $C_L$ on the event that $\bar{z} \in [L, L + 1]$, for every $L \geq \lceil K \rceil$, and to be $C_{\lceil K \rceil}$ on the event that $\bar{z} \in [0, \lceil K \rceil]$. Then we have that $h_s(y) - h_s(x) \leq C|x - y|^{1/2 - \delta}$ for all $|x|, |y| \leq K$ and $s \in [T_0, T]$; by symmetry, the same upper bound holds for $|h_s(y) - h_s(x)|$. Since $C$ is clearly almost surely finite, Lemma 3.2 follows conditional upon the claim.

We prove the claim by arguing that $\bar{z} < \infty$ almost surely. Let $z_0 \in \mathbb{R}$ be such that $h_0(z_0) > -\infty$. It is enough to prove that $h_0(z_0) + \inf_{s \in [T_0, T]} \inf_{|y| \leq K} \mathcal{L}(z_0, 0; y, s) =: -R > -\infty$, i.e., $R < \infty$, and that there exists a random constant $M$ depending on only $T_0, T,$ and $K$ such that $\sup_{|z| \geq M} (h_0(z) + \mathcal{L}(z, 0; y, s)) < -R$ for all $|y| \leq K$.

That $R < \infty$ follows immediately from the continuity of $\mathcal{L}$ and the definition of $z_0$. To find the random $M$ satisfying the conditions, we observe that, from Assumption 1.1 and (3.2) with $\delta = 1/3$,
\[ h_0(z) + \mathcal{L}(z, 0; y, s) \leq \alpha - \gamma z^2 + F_{1/3}(z, 0, y, s) - \frac{(z - y)^2}{s} \leq \alpha - \gamma z^2 + F_{1/3}(z, 0, K, T) - \frac{(z - y)^2}{T_0}. \]
It is easy to see that we can find $M$ large enough depending on only $\alpha, \gamma, K, T$ and $T_0$ such that $|z| > M$ implies that the previous expression is smaller than $-R$ for all $y$ with $|y| \leq K$. This completes the proof of the claim, and thus of Lemma 3.2.

**Lemma 3.3.** For any initial state $h_0$ satisfying Assumption 1.1(a), $L > 0$, $0 < T_0 < T$ and $\delta \in (0, \frac{1}{3})$, one has almost surely
\[ \sup_{|x| \leq L} \sup_{s \neq t \in [T_0, T]} \frac{|h_t(x) - h_s(x)|}{|t - s|^{1/3 - \delta}} < \infty. \]

**Proof.** For $s < t$, the variational formula (2.1) yields
\[ (3.4) \quad h_t(x) - h_s(x) = \sup_{y \in \mathbb{R}} \{ h_s(y) - h_s(x) + \mathcal{L}(y, s; x, t) \}. \]

We wish to bound $h_s(y) - h_s(x)$ by $C|y - x|^{1/2 - \delta}$ for a random constant $C$ uniform in $s \in [T_0, T]$ using Lemma 3.2. However, this requires that $y$ be restricted to a compact interval, and so we start by showing that we may localize the supremum in the previous display to a compact interval. More precisely, letting $y_{s,t}^*(x)$ be the maximizer of the supremum in (3.4) of minimum absolute value, we claim that, almost surely,
\[ (3.5) \quad \sup_{|x| \leq L} \sup_{s \neq t \in [T_0, T]} |y_{s,t}^*(x)| < \infty. \]

First let $R' = -\inf_{|x| \leq L} \inf_{s \in [T_0, T]} h_s(x)$. By the variational formula (2.1) and the continuity of $\mathcal{L}$, we have that $R' < \infty$ almost surely. Thus we see that
\[ \sup_{y \in \mathbb{R}} \{ h_s(y) + \mathcal{L}(y, s; x, t) \} \geq h_s(x) + \mathcal{L}(x, s; x, t) \geq -R' + \inf_{|x| \leq L} \inf_{s \neq t \in [T_0, T]} \mathcal{L}(x, s; x, t) =: -R. \]
Bounds (3.2) on $\mathcal{L}$ imply that $R < \infty$ almost surely; note that, by definition, $R$ is uniform over $|x| \leq L$ and $s, t \in [T_0, T]$. Thus, to prove (3.5), it is enough to show that there exists a random $M$ large enough such that, for all $s \neq t \in [T_0, T]$ and $|x| \leq L$,

\begin{equation}
(3.6) \quad \sup_{|y| \geq M} \{ h_s(y) + \mathcal{L}(y, s; x, t) \} < -R.
\end{equation}

As in the proof of Lemma 3.2, this follows by using that $\mathcal{L}(y, s; x, t) \leq F_{1/3}(y, s, x, t) - \frac{(x-y)^2}{t-s}$ and a uniform decay estimate on $h_s(y)$. This decay estimate, provided by Lemma 3.1, asserts that $h_s(y) \leq \mathcal{B} - \frac{\gamma^2}{3+\gamma^2} y^2 \leq \mathcal{B} - \frac{\gamma^2}{3+\gamma^2} y^2$ for all $s, t \in [T_0, T]$ and $y \in \mathbb{R}$, where $\mathcal{B}$ is uniform over $s \in [T_0, T]$.

Thus, using the random $M$ which satisfies (3.6) above, we see that (3.4) may be written as

\begin{equation}
(3.7) \quad h_t(x) - h_s(x) = \sup_{|y| \leq M} \{ h_s(y) - h_s(x) + \mathcal{L}(y, s; x, t) \}.
\end{equation}

Now, from Lemma 3.2, for given $\delta_1 > 0$, there exists a random constant $C_1$ such that, for all $x, y \in [-M, M]$ and $s \in [T_0, T]$,

\begin{equation}
(3.8) \quad |h_s(y) - h_s(x)| \leq C_1 |y - x|^\frac{1}{2} - \delta_1.
\end{equation}

Applying this and bounds on $\mathcal{L}$ from (3.2) in (3.7) yields, for $|x| \leq L$ and $s, t \in [T_0, T]$,

\begin{align*}
\quad h_t(x) - h_s(x) & \leq \sup_{|y| \leq M} \left\{ C_1 |y - x|^\frac{1}{2} - \delta_1 + F_\delta(y, s, x, t) |t - s|^\frac{1}{2} - \delta - \frac{(x-y)^2}{t-s} \right\} \\
& \leq \sup_{|y| \leq M} \left\{ C_1 |y - x|^\frac{1}{2} - \delta_1 - \frac{(x-y)^2}{t-s} \right\} + F_\delta(M, T, L, T) |t - s|^\frac{1}{2} - \delta.
\end{align*}

Simple calculus yields that the supremum is at most $C_2 |t - s|^\frac{1}{3} - \delta_2$ for a random constant $C_2$, where $\delta_2 = 8\delta_1/(9 + 6\delta_1)$. We set $\delta_1$ so that $\delta_2$ equals the given positive value $\delta$ in Lemma 3.3, thus obtaining $h_t(x) - h_s(x) \leq C_3 |t - s|^\frac{1}{3} - \delta$ for a random constant $C_3$ and for all $|x| \leq L$ and $s, t \in [T_0, T]$.

For the lower bound, again (3.8) and (3.2) imply

\begin{equation}
\quad h_t(x) - h_s(x) \geq \sup_{|y| \leq M} \left\{ -C_1 |y - x|^\frac{1}{2} - \delta - F_\delta(y, s, x, t) |t - s|^\frac{1}{2} - \delta - \frac{(x-y)^2}{t-s} \right\},
\end{equation}

\begin{equation}
\quad \geq -C_4 |t - s|^\frac{1}{2} - \delta,
\end{equation}

by noting that $F_\delta(y, s, x, t) \leq F_\delta(M, T, L, T)$ and considering the value of the remaining expression at $y = x$, which satisfies $|y| \leq M$ by assuming $M > L$ if necessary. This completes the proof of Lemma 3.3.

Our next aim is to obtain temporal Hölder regularity of the maximum of the following cutoff of the KPZ fixed point:

\begin{equation}
(3.9) \quad h^L_t(x) := \begin{cases} 
      h_t(x), & \text{if } x \in [-L, L], \\
      -\infty, & \text{otherwise},
   \end{cases}
\end{equation}

defined for $L > 0$.

**Lemma 3.4.** Let the initial data of the KPZ fixed point satisfy Assumption 1.1(a). For $\delta \in (0, \frac{1}{3})$, $T > T_0 > 0$ and $L > 0$, one has

\begin{equation}
|\max(h^L_t) - \max(h^L_s)| \leq C |t - s|^{\frac{1}{2} - \delta},
\end{equation}

for all $s \neq t \in [T_0, T]$, where the random variable $C$ is almost surely finite.
Proof. This is a quick consequence of Lemma 3.3 on locally spatially uniform temporal Hölder regularity. Letting $x_t^* \in [-L, L]$ be the maximizer of $h_t^L$, we see that
\[
\text{Max}(h_t^L) - \text{Max}(h_s^L) \leq h_t(x_t^*) - h_s(x_t^*) \leq C|t - s|^{3/4 - \delta},
\]
where the almost surely finite constant $C$ depends only on $\delta, L, T_0,$ and $T$ in view of Lemma 3.3. By symmetry, this completes the proof. □

4. The upper bound on the twin peaks probability

Here we state and prove Theorem 4.9, a rigorous rendering of Item (ii) in Section 1.3, and a result that immediately yields Theorem 1.2. We derive Theorem 4.9 from a bound on the density for the presence of two maximizers of the KPZ fixed point $h_t$ at two given spatial points. The latter is computed in Proposition 4.1 by careful differentiation of the formula (2.12). We refer to Figure 5 for the structure of this section.

In order to use the formula (2.12), it is convenient to restrict the spatial variable $x$ of the KPZ fixed point $h_t(x)$ to a finite interval. Doing so permits the use of the kernel on the right-hand side of (2.10) before we take the limits. This kernel has the advantage of being given by an explicit formula. For fixed $\beta \in (0, 1)$, and $L > 0$, we denote
\[
J_L := [-\beta L, \beta L].
\]
We will estimate the probability that the KPZ fixed point has two near maximizers that differ by at least some fixed $A > 0$. To this end, for a function $f : \mathbb{R} \to \mathbb{R} \cup \{-\infty\}$ that is bounded from above, and for three values $A, L, \varepsilon > 0$, we specify the set
\[
S_{A,L}^\varepsilon(f) := \{(x_1, x_2) \in J_L^2 : x_2 - x_1 \geq A, \text{Max}(f) - f(x_i) \leq \varepsilon \text{ for } i = 1, 2\}.
\]
Then we define the set
\[
\text{TP}_{A,L}^\varepsilon := \{f : \mathbb{R} \to \mathbb{R} \cup \{-\infty\} : \text{Max}(f) \in J_{L^{1/2}}, S_{A,L}^\varepsilon(f) \neq \emptyset\}.
\]
In particular, if $L \to \infty$ and $\varepsilon = 0$ then $\text{TP}_A := \text{TP}_{A,\infty}^0$ contains functions $f$ which attain their maxima at two points at distance at least $A$. In the case that $L$ tends to infinity, we denote the set $\text{TP}_{A}^\varepsilon := \text{TP}_{A,\infty}^\varepsilon$, which coincides with the twin peaks set $\text{TP}^\varepsilon$ after the limit $A \to 0$ is taken.
The restriction that the maximum of \( f \in TP^{\varepsilon}_{1,L} \) lie in a bounded interval \( J_{L/2} \) is rather technical and simplifies computations in the proof of Proposition 4.1. We do not simply take \( \beta = 1 \) and \( J_L = [-L, L] \), because then we would have to deal with divergences of the type \((L \pm x)^{-1/2}\) in some upcoming bounds such as (4.50). Having \( \beta < 1 \) slightly simplifies our computations; in particular, it allows us to bound \((L \pm x)^{-1/2}\) by the constant \( \beta^{-1/2} \). That the spatial variable lies in an interval of length proportional to \( L \) while the maximum value lies in an interval of length proportional to \( L^{1/2} \) corresponds to the 1:2:3 scaling invariance of the KPZ fixed point provided in Proposition 2.4(i).

Next, we derive an upper bound on the probability that the KPZ fixed point maximum lies close to a given value and is nearly adopted at locations close to two given points. For \( \varepsilon_i, \delta_i > 0 \), set \( \eta_i = (\varepsilon_i, \delta_i) \). For \( t, L > 0 \) and \( M \in \mathbb{R} \), define the function \( F_{t, M, L}^{(\eta_1, \eta_2)} : J_L^2 \to [0, 1] \) according to

\[
F_{t, M, L}^{(\eta_1, \eta_2)}(x_1, x_2) := \mathbb{P}_{\eta_0}(\text{For each } i \in \{1, 2\}, \ h_t(y_i) > M - \varepsilon_i \text{ for some } y_i \in [x_i, x_i + \delta_i], \text{ and } h_t(z) \leq M \text{ for } z \in [-L, L]).
\]

Here, we have suppressed dependence on the initial data \( \eta_0 \). The function \( F_{t, M, L}^{(\eta_1, \eta_2)}(x_1, x_2) \) equals the probability that the KPZ fixed point visits \( \varepsilon_1 \)- and \( \varepsilon_2 \)-neighbourhoods of its maximum in \( \delta_1 \)- and \( \delta_2 \)-neighbourhoods around the respective points \( x_1 \) and \( x_2 \), with the maximum being close to \( M \). The next result implies that properly normalized functions \( F_{t, M, L}^{(\eta_1, \eta_2)}(x_1, x_2) \) converge to a non-trivial limit as \( \eta_1, \eta_2 \to 0 \). For this, we fix a constant \( \alpha > \frac{1}{2} \); define the domain

\[
\text{Dom} := \left\{ (\varepsilon, \delta) \in \mathbb{R}^2 : \delta > 0, 0 < \varepsilon \leq \delta^{\alpha} \right\};
\]

and denote the limit in this domain

\[
\lim_{\eta \to 0} f(\eta) := \lim_{\eta \in \text{Dom}, \eta \to 0} f(\eta),
\]

for a suitable function \( f \). It should be noted that, when we take the limit \( \eta \to 0 \), we are implicitly claiming that the double limit in \( \varepsilon \) and \( \delta \) in \( \text{Dom} \) exists and does not depend on how that limit is performed. This fact is shown within our proofs. The choice of the domain (4.5) is dictated by our proof of Lemma 4.5. Indeed, if we fix \( \varepsilon_2 > 0 \) and take the limit \( \delta_2 \to 0 \), the term (4.35) diverges. Taking on the other hand the limit \( \delta_2 \to 0 \), when \( \varepsilon_2 \) vanishes faster than \( \sqrt{\delta_2} \), we show that the term (4.35) vanishes.

**Proposition 4.1.** For \( \eta_i = (\varepsilon_i, \delta_i) \) with positive components, define \( |\eta_i| = \varepsilon_i \delta_i > 0 \). Assume that the initial data of the KPZ fixed point satisfies \( h_0(x) \leq \alpha \) for some \( \alpha \in \mathbb{R} \) and for all \( x \in \mathbb{R} \). For every fixed \( t > 0, L > 0 \) and \( A > 0 \) the following limits exist:

\[
F_{t, M, L}^{(\eta_1, \ast)}(x_1, x_2) := \lim_{\eta_2 \to 0, \eta_2 > 0} \frac{1}{|\eta_2|} F_{t, M, L}^{(\eta_1, \eta_2)}(x_1, x_2),
\]

\[
F_{t, M, L}(x_1, x_2) := \lim_{\eta \to 0, |\eta| > 0} \frac{1}{|\eta|} F_{t, M, L}^{(\eta_1, \ast)}(x_1, x_2),
\]

uniformly over \( x_1, x_2 \in J_L \), such that \( x_2 - x_1 \geq A \), and locally uniformly over \( M \in \mathbb{R} \); the limit (4.7a) holds uniformly over \( \eta_1 \in (0, \frac{4}{3})^2 \), i.e., for \( \varepsilon_1 \) and \( \delta_1 \) in \( (0, \frac{4}{3}) \).

The function \( F_{t, M, L}(x_1, x_2) \) is continuous in \( M \in \mathbb{R} \) and \( x_1, x_2 \in J_L \) such that \( x_1 < x_2 \), and satisfies the scaling identity

\[
F_{t, M, L}(x_1, x_2) = t^{-2} F_{1, t^{-1/3} M, t^{-2/3} L}(t^{-\frac{2}{3}} x_1, t^{-\frac{2}{3}} x_2),
\]

where the right-hand function is defined by (4.7b) with the initial data \( h_0^{(t)}(x) := t^{-1/3} h_0(tx^{2/3}) \).

Finally, for any \( \tilde{L} > 0 \), there exist constants \( c, C \geq 0 \), depending on \( L, \tilde{L} \) and \( \alpha \), such that

\[
F_{1, M, L}(x_1, x_2) \leq Ce^{c|x_2-x_1|^3},
\]
for any $x_1, x_2 \in J_L$ such that $x_1 < x_2$, and any $|M| \leq \tilde{L}$.

To prove this result, we write the function $F_{t,M,L}^{(\eta_1, \eta_2)}(x_1, x_2)$ from (4.4) in terms of distribution functions of the form (2.12). We then take the limits in (4.7), a task, undertaken in Section 4.1.1, that amounts to a double differentiation of a Fredholm determinant. In order to use Lemma B.1, we prove in Section 4.1.3 that the involved kernels are trace class, and we compute in Section 4.1.4 these derivatives of the Fredholm determinant. Finally, we prove properties of the limit (4.7b) in Section 4.2.


4.1.1. Rewriting the probability. The scaling property, Proposition 2.4(i), of the KPZ fixed point implies that, for the initial data $\eta_0$, the probability (4.4) can be written as

$$F_{t,M,L}^{(\eta_1, \eta_2)}(x_1, x_2) = \mathbb{P}_{\eta_0}^{(t)} \left( \text{For each } i \in \{1, 2\}, \ h_1(t^{-\frac{2}{3}}y_i) > t^{-\frac{1}{3}}(M - \varepsilon_i) \text{ for some } y_i \in [x_i, x_i + \delta_i], \right.$$

(4.10) \hspace{1cm} \text{and } h_1(t^{-\frac{2}{3}}z) \leq t^{-\frac{1}{3}}M \text{ for } z \in [-L, L]$

where $h_0^{(t)}(x) := t^{-1/3}h_0(t^{2/3}x)$. Note that if $h_0(x) \leq \alpha$ for all $x \in \mathbb{R}$, then $h_0^{(t)}(x) \leq t^{-1/3}/\alpha$ for all $x \in \mathbb{R}$. Hence, it is sufficient to prove the limits (4.7) for $t = 1$. Indeed, we will prove that the limits

$$F_{1,M,L}^{(\eta_1, \eta_2)}(x_1, x_2) = \lim_{\eta \searrow 0} \frac{1}{|\eta|} F_{1,M,L}^{(\eta_1, \eta_2)}(x_1, x_2),$$

(4.11a) \hspace{1cm}

$$F_{1,M,L}(x_1, x_2) = \lim_{\eta \searrow 0} \frac{1}{|\eta|} F_{1,M,L}^{(\eta_1, \eta_2)}(x_1, x_2),$$

(4.11b)

exist uniformly as in (4.7), where the limit (4.11a) holds uniformly over $\eta_1 \in (0, \frac{1}{2} \alpha^2]$. To make our notation lighter, we prefer to fix the values of $L, M, x_1$ and $x_2$ throughout this proof and not to indicate the dependence of various kernels on them.

We can write the function $F_{1,M,L}^{(\eta_1, \eta_2)}$ using the KPZ fixed point formula (2.12). For this, we need to write the event in (4.4) in terms of the distribution function as on the left-hand side of (2.12). For $x_1, x_2 \in J_L$ and for $\eta_i = (\varepsilon_i, \delta_i) \geq 0$—a notation indicating that the components are non-negative—such that $\delta_1, \delta_2 < x_2 - x_1$, we define the function

$$\mathfrak{g}_{\eta_1, \eta_2}(y) := M - \varepsilon_1 \cdot 1_{y \in [x_1, x_1 + \delta_1]} - \varepsilon_2 \cdot 1_{y \in [x_2, x_2 + \delta_2]}.$$

Then our assumption on $\delta_i$ implies $[x_1, x_1 + \delta_1] \cap [x_2, x_2 + \delta_2] = \emptyset$. Using the inclusion-exclusion formula, the probability (4.4) with $t = 1$ can be written as

$$F_{1,M,L}^{(\eta_1, \eta_2)}(x_1, x_2) = \mathbb{P}_{\eta_0} \left( h_1(y) \leq \mathfrak{g}_{0,0}(y) \text{ for } y \in [-L, L] \right) - \mathbb{P}_{\eta_0} \left( h_1(y) \leq \mathfrak{g}_{\eta_1, 0}(y) \text{ for } y \in [-L, L] \right)$$

(4.13) \hspace{1cm} - \mathbb{P}_{\eta_0} \left( h_1(y) \leq \mathfrak{g}_{\eta_1, \eta_2}(y) \text{ for } y \in [-L, L] \right) + \mathbb{P}_{\eta_0} \left( h_1(y) \leq \mathfrak{g}_{\eta_1, \eta_2}(y) \text{ for } y \in [-L, L] \right),$$

where we write $\eta_i = 0$ if $\varepsilon_i = \delta_i = 0$. To evaluate these probabilities, we use the KPZ fixed point formula (2.12). An advantage in restricting the spatial variable to the interval $[-L, L]$ is that we can use the prelimiting version of formula (2.10) for the kernel in the KPZ fixed point formula (2.12). All Fredholm determinants are computed over $L^2(\mathbb{R})$ and our notation omits reference to this.

Before using formula (2.12), we need to make several definitions. For $f \in \mathbb{C}$ and $\ell_1 < \ell_2$, define the restriction of $f$ to $[\ell_1, \ell_2]$ by

$$f_{[\ell_1, \ell_2]}(x) := \begin{cases} f(x), & \text{for } x \in [\ell_1, \ell_2], \\ -\infty, & \text{otherwise.} \end{cases}$$
Then, we define the operator on the right-hand side of (2.10) before taking the limits
\[
K_{t,[t_1,t_2]}^{hyp(f)} := \Gamma_t(S_{t,t_1})^{*} \mathbf{P}_{[t_1,t_2]}^{Hit(f_{t_1},f_{t_2})} S_{t_2,t} \Gamma_t.
\]
The counterpart epi-operator is defined by (2.11). We use the shorthand
\[
R^{(\eta_1,\eta_2)} := K^{epi(g_{\eta_1,\eta_2})},
\]
where \( f \in UC \) and \( g \in LC \). Using the KPZ fixed point formula (2.12), we can then write the probabilities in (4.13) in the form
\[
F_{1,M,L}^{(\eta_1,\eta_2)}(x_1, x_2) = \det\left( I - K^{hyp(h_\eta)}R^{(0;0)} \right) - \det\left( I - K^{hyp(h_\eta)}R^{(\eta_1;0)} \right)
- \det\left( I - K^{hyp(h_\eta)}R^{(0,\eta_2)} \right) + \det\left( I - K^{hyp(h_\eta)}R^{(\eta_1,\eta_2)} \right),
\]
where as before we write \( \eta_i = 0 \) if \( \varepsilon_i = \delta_i = 0 \). Dependence on \( x_1, x_2 \) and \( M \) of the right-hand side is through the function \( g_{\eta_1,\eta_2} \) in the kernel (4.14).

One can see that computation of the iterated limits (4.7b) boils down to double differentiation of a Fredholm determinant. More precisely, for a function \( f : \mathbb{R}^2 \to \mathbb{R} \), we denote the limit
\[
D_{\eta} f(\eta) := \lim_{\eta \rightarrow 0} \frac{f(\eta + \bar{\eta}) - f(\eta)}{\bar{\eta}},
\]
provided it exists, where \( \bar{\eta} \in \text{Dom} \) is such that \( |\bar{\eta}| > 0 \) (recall the definition of the domain (4.5) and the limit (4.6)). Then, dividing (4.15) by \( |\eta_1| |\eta_2| \) and taking the limits as in (4.11), we get
\[
F_{1,M,L}^{(\eta_1;*;\eta_2)}(x_1, x_2) = D_{\eta_2} \det\left( I - K^{hyp(h_\eta)}R^{(\eta_1,\eta_2)} \right)_{|\eta_2 = 0} - D_{\eta_2} \det\left( I - K^{hyp(h_\eta)}R^{(0,\eta_2)} \right)_{|\eta_2 = 0},
\]
\[
(4.17) \quad \frac{F_{1,M,L}^{(\eta_1;*;\eta_2)}(x_1, x_2) = D_{\eta_1}D_{\eta_2} \det\left( I - K^{hyp(h_\eta)}R^{(\eta_1;\eta_2)} \right)_{|\eta_1 = \eta_2 = 0},}
\]
where the limits are uniform over \( x_1, x_2 \) and \( M \) as in (4.7b).

4.1.2. Auxiliary results. The following lemmas provide some asymptotics, which we will use in the forthcoming section.

**Lemma 4.2.** For some \( a > 0 \) and every \( 0 \leq \delta \leq a \), let the functions \( g_\delta : [0, \infty) \to \mathbb{R} \) be equibounded with \( g_\delta(0) = 0 \). Moreover, assume that \( g_\delta \) is continuously differentiable on \( [0, \infty) \) and that the sequence \( g'_\delta \) converges locally uniformly on \([0, \infty)\) as \( \delta \searrow 0 \) to a continuous function \( g'_0 : [0, \infty) \to \mathbb{R} \). Then for every \( \alpha > 0 \) the following limit holds locally uniformly in \( v \in [0, \infty) \):
\[
lim_{\delta \searrow 0} \frac{1}{\delta^\alpha} g_\delta(\delta^\alpha v) = g'_0(0)v.
\]

Moreover, there is \( \delta_* > 0 \) and a constant \( C \geq 0 \), depending only on \( \alpha \) and \( \delta_* \), such that
\[
\sup_{0 \leq \delta \leq \delta_*} \sup_{0 \leq v \leq \delta^\alpha} \left| \frac{g_\delta(v)}{v} \right| \leq C.
\]

**Proof.** Using properties of the functions \( g_\delta \), for every \( v \geq 0 \) we have
\[
\frac{1}{\delta^\alpha} g_\delta(\delta^\alpha v) = \frac{1}{\delta^\alpha} \left( g_\delta(\delta^\alpha v) - g_\delta(0) \right) = \frac{1}{\delta^\alpha} \int_0^{\delta^\alpha v} g'_\delta(r)dr.
\]
This yields for any $R > 0$
\[
\sup_{0 \leq v \leq R} \left| \frac{1}{\delta^\alpha} g_\delta(\delta^\alpha v) - g'(0)v \right| = \sup_{0 \leq v \leq R} \left| \frac{1}{\delta^\alpha} \int_0^{\delta^\alpha v} (g'_\delta(r) - g'(0))dr \right| \leq R \sup_{0 \leq r \leq \delta R} \left| g'_\delta(r) - g'(0) \right|,
\]
which vanishes as $\delta \to 0$, because $g'_\delta$ converge locally uniformly to $g'$.

The bound (4.19) follows from the limit (4.18). \hfill \Box

**Lemma 4.3.** For some $a > 0$ and every $0 < \delta \leq a$, let $g_\delta : [0, \infty) \to \mathbb{R}$ be a bounded continuous function, such that $g_\delta$ converge locally uniformly as $\delta \to 0$ to a continuous function $g_0 : [0, \infty) \to \mathbb{R}$. Then, for any $\alpha > 0$,
\[
\lim_{\delta \to 0} \sup_{0 \leq v \leq \delta^\alpha} \int_0^\infty dv \ p_\delta(v) g_\delta(v + \varepsilon) = \frac{1}{2} g_0(0),
\]
where $p_\ell$ is the heat kernel (2.6).

**Proof.** Denoting $p(u) := p_1(u)$, using the scaling property of the heat kernel $p_\delta(\sqrt{\delta}u) = p(u)/\sqrt{\delta}$, and changing the integration variable $v = \sqrt{\delta}w$, the integral in (4.20) can be written as
\[
\int_0^\infty dw \ p(w) g_\delta(\sqrt{\delta}w + v).
\]
Since $\int_0^\infty dw \ p(w) = \frac{1}{2}$, we can write
\[
\int_0^\infty dv \ p_\delta(v) g_\delta(v + \varepsilon) - \frac{1}{2} g_0(0) = \int_0^\infty dw \ p(w)(g_\delta(\sqrt{\delta}w + v) - g_0(0)).
\]
The absolute value of this expression is bounded by
\[
\int_0^\infty dw \ p(w) \sup_{0 \leq v \leq \delta^\alpha} \left| g_\delta(\sqrt{\delta}w + v) - g_0(0) \right|.
\]
Then boundedness of the functions $g_\delta$ and fast decay of $p$ at infinity allow us to apply the dominated convergence theorem and to conclude that the limit $\delta \to 0$ of this expression equals
\[
\int_0^\infty dw \ p(w) \lim_{\delta \to 0} \sup_{0 \leq v \leq \delta^\alpha} \left| g_\delta(\sqrt{\delta}w + v) - g_0(0) \right| = 0.
\]
From this the limit (4.20) follows. \hfill \Box

For $\ell_1 < \ell_2$ and $a \in \mathbb{R}$, we define the density function
\[
\Theta[(a)]_{\ell_1, \ell_2}(u_1, u_2) := \mathbb{P}_{B(\ell_1)=u_1, B(\ell_2)=u_2} \left( B(y) > a \text{ for } y \in [\ell_1, \ell_2] \right) p_{\ell_2 - \ell_1} (u_2 - u_1),
\]
where $B$ is a Brownian motion with variance two, whose transition kernel $p_\ell$ is defined in (2.6).
In other words, $\Theta[(a)]_{\ell_1, \ell_2}(u_1, u_2)$ may be interpreted as the probability that Brownian motion moves from $(\ell_1, u_1)$ to $(\ell_2, u_2)$ while staying strictly above $a$. By the reflection principle, we may compute (4.21) explicitly:
\[
\Theta[(a)]_{\ell_1, \ell_2}(u_1, u_2) := \left( p_{\ell_2 - \ell_1} (u_2 - u_1) - p_{\ell_2 - \ell_1} (u_1 + u_2 - 2a) \right) \cdot 1_{u_1, u_2 > a}.
\]

For fixed $u_1, u_2 > -M$ and for $\delta > 0$, let us define the functions
\[
f_\delta(v) = \mathbb{P}_{[\ell_2 - L, x_2 + \delta]}^{\text{No hit}(-\eta_1, 0)}(u_1, v), \quad g_\delta(v) = \Theta_{x_2 + \delta, [\ell_2]}^{(-M)}(v, u_2).
\]
It is important that the function $f_\delta$ depends on $\eta_1$, which we however prefer not to indicate in our notation. We can prove that these functions have the properties stated in the preceding lemmas.
Lemma 4.4. The function \( f_\delta \) is differentiable on \([ -M, \infty ) \) and both \( f_\delta \) and \( f'_\delta \) are continuous and equibounded on \([ -M, \infty ) \), for every \( \delta \in [0, 1) \). Moreover, \( f_\delta (v) = 0 \) for \( v \leq 0 \).

Furthermore, if \( x_2 - x_1 \geq A \), then for \( 0 \leq \delta < L - x_2 \) the functions \( g_\delta (\cdot - M) \) have the properties listed in Lemmas 4.2 and 4.3.

Proof. The property \( f_\delta (v) = 0 \) for \( v \leq 0 \) follows readily from the definition \((4.23)\). Using the kernel \((4.21)\), the Markov property allows to write

\[
f_\delta (v) = \left( P^{\text{No hit}_{\delta} (-\theta_{\eta_1,0})}_{[-L,x_1+\delta]} \ast \Theta_{[\eta_1,\eta_2]}^{(-M)} \right) (u_1, v),\]

where we write “\( \ast \)” for the convolution of two kernels. Since we have \( x_1 + \delta_1 < x_2 \) and since \( P^{\text{No hit}_{\delta} (-\theta_{\eta_1,0})}_{[-L,x_1+\delta]} \) is a density of a probability distribution, from \((4.22)\) we conclude that both \( f_\delta \) and \( f'_\delta \) are equibounded and continuous on \([ -M, \infty ) \).

Formula \((4.22)\) yields \( g_\delta (v) = (p_{L-x_2-\delta}(u_2-v) - p_{L-x_2}(v+u_2+2M)) \cdot 1_{v,u_2>-M} \), which are continuous and equibounded on \( \mathbb{R} \), and converge uniformly as \( \delta \searrow 0 \) to

\[
g(v) = (p_{L-x_2}(u_2-v) - p_{L-x_2}(v+u_2+2M)) \cdot 1_{v,u_2>-M}.
\]

Moreover, \( g_\delta \) is continuously differentiable on \([ -M, \infty ) \), whose derivatives converge uniformly on this interval to \( g'(v) = -p'_{L-x_2}(u_2-v) - p'_{L-x_2}(v+u_2+2M) \), where \( p'(u) = \partial_u \Theta (u) \).

4.1.3. Trace class bounds on kernels. The aim of this section is to compute limits of the kernel \( R^{(\eta_1,\eta_2)} \), which are provided in Lemma 4.8. For this, we need to compute limits of some auxiliary kernels, which we do in the forthcoming lemmas.

Let us fix \( L > 0 \), \( \bar{L} > 0 \) and \( 0 < A < \beta L \), where the constant \( \beta \) is from the definition of \( J_L \) in \((4.1)\); and let us define the sets

\[
S = \{(x_1, x_2) \in J_L^2 : x_2 - x_1 \geq A \}, \quad \bar{S} = \{M \in \mathbb{R} : |M| \leq \bar{L} \}.
\]

Now we prove that the differentiation of the Fredholm determinants, which appears in the derivation of \((4.17)\), can be performed uniformly over \((x_1, x_2) \in S \) and \( M \in \bar{S} \). For this, we use Lemma B.1 and show that the respective operators are differentiable in trace class.

Recall the kernel \((2.7)\). For \( L > 0 \) and \( \eta_i = (\varepsilon_i, \delta_i) \geq 0 \), we denote

\[
Q^{(\eta_1,\eta_2)} (u_1, u_2) := P^{\text{No hit}_{\delta} (-\theta_{\eta_1,\eta_2})}_{[-L,L]} (u_1, u_2),
\]

which depends on \( M \), \( x_1 \) and \( x_2 \), because the function \( g_{\eta_1,\eta_2} \) in \((4.12)\) does. In the next lemma, we compute this function’s derivatives with respect to \( \eta_1 \) and \( \eta_2 \).

Lemma 4.5. For every \( u_1, u_2 \in \mathbb{R} \), the following limits exist

\[
\begin{align*}
Q^{(\eta_1,*)} (u_1, u_2) &:= \lim_{\eta_2 \searrow 0} \frac{1}{\eta_2} \left( Q^{(\eta_1,\eta_2)} - Q^{(\eta_1,0)} \right) (u_1, u_2), \\
Q^{(*,0)} (u_1, u_2) &:= \lim_{\eta_1 \searrow 0} \frac{1}{\eta_1} \left( Q^{(\eta_1,0)} - Q^{(0,0)} \right) (u_1, u_2), \\
Q^{(*,*)} (u_1, u_2) &:= \lim_{\eta_1 \searrow 0, \eta_2 \searrow 0} \frac{1}{\eta_1 \eta_2} \left( Q^{(\eta_1,\eta_2)} - Q^{(0,0)} \right) (u_1, u_2),
\end{align*}
\]

uniformly over \((x_1, x_2) \in S \) and \( M \in \bar{S} \); and the limit \((4.27a)\) holds uniformly over \( \eta_1 \in (0, \frac{A}{L}]^2 \). Moreover, these kernels are rank-one and are given by the formulas

\[
\begin{align*}
Q^{(\eta_1,*)} (u_1, u_2) &= -\partial_1 P^{\text{No hit}_{\delta} (-\theta_{\eta_1,0})}_{[-L,x_2]} (u_1, -M) \cdot \partial_2 \Theta_{[x_2,L]}^{(-M)} (u_1, u_2), \\
Q^{(*,0)} (u_1, u_2) &= -\partial_2 \Theta_{[x_1,L]}^{(-M)} (u_1, -M) \cdot \partial_1 \Theta_{[x_2,L]}^{(-M)} (u_1, u_2), \\
Q^{(*,*)} (u_1, u_2) &= -\frac{1}{4\pi} (x_2 - x_1)^{-\frac{3}{2}} \cdot \partial_2 \Theta_{[x_1,L]}^{(-M)} (u_1, -M) \cdot \partial_1 \Theta_{[x_2,L]}^{(-M)} (u_1, u_2),
\end{align*}
\]
where \( \partial_1, \partial_2 \) are the derivatives with respect to the first and second arguments respectively.

**Proof.** We recall our notation \( \eta_i = (\varepsilon_i, \delta_i) \geq 0 \), and throughout the proof we consider values \( \varepsilon_1, \delta_1 \in (0, \frac{1}{2}] \). This, in particular, implies that the two intervals in the definition (4.12) do not intersect. We start by proving existence of the limit (4.27a) and the formula (4.28a).

Definitions (4.26), (2.7) and the definition in (4.12) of the function \( g_{\eta_1, \eta_2} \) yield

\[
\frac{(Q^{(\eta_1, \eta_2)} - Q^{(\eta_1, 0)})(u_1, u_2)}{p_{2L}(u_2 - u_1)} = P_{B(-L)=u_1, B(L)=u_2} \left( B(y) > -g_{\eta_1, \eta_2}(y) \text{ for } y \in [-L, L] \right) \\
- P_{B(-L)=u_1, B(L)=u_2} \left( B(y) > -g_{\eta_1, 0}(y) \text{ for } y \in [-L, L] \right) \\
= -P_{B(-L)=u_1, B(L)=u_2} \left( B(y) > -g_{\eta_1, 0}(y) \text{ for } y \in [-L, L] \right)
\]

(4.29)

where \( B \) is a Brownian bridge with variance two. Let the Brownian bridge \( \bar{B} \) be obtained from \( B \) by reversing the time direction, i.e., the formula (4.29) holds if we replace \( B \) by \( \bar{B} \), where the Brownian bridge \( \bar{B} \) goes from the point \( u_2 \) at time \( L \) to the point \( u_1 \) at time \( -L \). Let us furthermore define the hitting time \( \tau^{(a)} := \text{sup}\{z \leq x_2 + \delta_2 : \bar{B}(z) = a\} \). Then formula (4.29) can be written as

\[
\frac{(Q^{(\eta_1, \eta_2)} - Q^{(\eta_1, 0)})(u_1, u_2)}{p_{2L}(u_2 - u_1)} = -P_{B(-L)=u_1, B(L)=u_2} \left( B(y) > -g_{\eta_1, 0}(y) \text{ for } y \in [-L, L] \right)
\]

\[
\tau^{(-M+\varepsilon_2)} \in [x_2, x_2 + \delta_2]
\]

(4.30)

We note that if the value of the Brownian motion \( \bar{B}(x_2 + \delta_2) \) is in \((-M, -M + \varepsilon_2)\), then hitting of the box \([x_2, x_2 + \delta_2] \times (-M, -M + \varepsilon_2)\) happens at time \( x_2 + \delta_2 \) (this is due to continuity of Brownian motion). Since we excluded the point \( x_2 + \delta_2 \) in (4.30), hitting can happen only at the level \(-M + \varepsilon_2\) on the time interval \([x_2, x_2 + \delta_2]\). Moreover, if the value of \( B(x_2 + \delta_2) \) is in \([-M + \varepsilon_2, \infty)\), then hitting of the box happens almost surely at \( \tau^{(-M+\varepsilon_2)} \in [x_2, x_2 + \delta_2] \).

Define the first hitting density function (existence follows from the Brownian reflection principle)

\[
F^{(a)}_{[z, \delta_2]}(v) := \frac{d}{dz} P_{B(x_2 + \delta_2) = v}(\tau^{(a)} \leq x_2 + z),
\]

for \( z < \delta_2 \) and \( v \geq a \). Let us also use the functions \( f_\delta \) and \( g_\delta \), defined in (4.23), and the kernel (4.21). Then the strong Markov property of Brownian motion yields the decomposition formula

\[
(4.31)
\]

\[
(4.32)
\]

where we used the property \( \bar{B}(\tau^{(-M+\varepsilon_2)}) = -M + \varepsilon_2 \) and the fact that the “No hit” probability (2.7) is the same for the two Brownian motions \( B \) and \( \bar{B} \). See Figure 6 for an illustration.

From Eq. 6.3 in Section 2.6 of [KS91] for \( z < \delta_2 \) and \( v > a \) we have the formula

\[
(4.33)
\]

where \( p'_u(u) = \partial_u p_u(u) \). For \( z < \delta_2 \), this function is continuously extended to \( v = a \) by 0. Combining this formula with (4.32) and substituting it into (4.30) yields

\[
(4.34)
\]
the integral with respect to \( g \) shows that

where we used fast decay of the heat kernel at infinity. Hence, we have

\[ I \] and

\[ f \in \mathbb{R} \]

\[ f(x) = \begin{cases} \eta & \text{if } x \leq M + \varepsilon_2 \\ 0 & \text{if } x > M + \varepsilon_2 \end{cases} \]

an illustration of (4.32). The Brownian motion \( \bar{B} \) starts at height \( u_2 \) at time \( L \) and runs backwards in time until height \( v \) at time \( x_2 + \delta_2 \), conditioned to avoid the solid line at height \( -M \) all the while. From height \( v \), the path runs until a time \( z \) with sub-probability measure \( \mathbb{P}_{[z,\delta_2]}(-M+\varepsilon_2)(v)dz \) on the interval \( z \in [x_2, x_2 + \delta_2] \). This point is the time when the Brownian motion hits height \( -M + \varepsilon_2 \), provided it occurs in the time interval \( [x_2, x_2 + \delta_2] \). From there, the Brownian motion continues to height \( u_1 \) at time \( -L \), conditioned to avoid the solid line at height \( -M \) and the bump of height \( -M + \varepsilon_1 \) on the time interval \( [x_1, x_1 + \delta_1] \).

Since \( f_z(-M) = 0 \), we can write the preceding expression as

\[
\left( Q^{(\eta_1,\eta_2)} - Q^{(\eta_1,0)} \right)(u_1, u_2) = 2\varepsilon_2 \int_0^{\delta_2} dz \int_{-M+\varepsilon_2}^{\infty} dv \nabla_{\varepsilon_2} f_z(-M) \cdot p_{\delta_2-z}(v + M - \varepsilon_2) \cdot g_{\delta_2}(v),
\]

where \( \nabla_{\varepsilon_2} f_z(v) = \frac{1}{\varepsilon_2} (f_z(v+\varepsilon_2) - f_z(v)) \) is a difference quotient. Applying integration by parts to the integral with respect to \( v \), we get

\[
\left( Q^{(\eta_1,\eta_2)} - Q^{(\eta_1,0)} \right)(u_1, u_2) = -2\varepsilon_2 \int_0^{\delta_2} dz \nabla_{\varepsilon_2} f_z(-M) \cdot p_{\delta_2-z}(0) \cdot g_{\delta_2}(-M + \varepsilon_2)
- 2\varepsilon_2 \int_0^{\delta_2} dz \int_{-M+\varepsilon_2}^{\infty} dv \nabla_{\varepsilon_2} f_z(-M) \cdot p_{\delta_2-z}(v + M - \varepsilon_2) \cdot g_{\delta_2}'(v),
\]

where we used fast decay of the heat kernel at infinity. Hence, we have

\[
\frac{1}{|\eta_2|} \left( Q^{(\eta_1,\eta_2)} - Q^{(\eta_1,0)} \right)(u_1, u_2) = -2 \delta_2 \int_0^{\delta_2} dz \nabla_{\varepsilon_2} f_z(-M) \cdot p_{\delta_2-z}(0) \cdot g_{\delta_2}(-M + \varepsilon_2)
- \frac{2}{\delta_2} \int_0^{\delta_2} dz \int_{-M+\varepsilon_2}^{\infty} dv \nabla_{\varepsilon_2} f_z(-M) \cdot p_{\delta_2-z}(v + M - \varepsilon_2) \cdot g_{\delta_2}'(v).
\]

We denote these two terms by \( \mathcal{I}_1^{(\eta_2)} \) and \( \mathcal{I}_2^{(\eta_2)} \) respectively, and will compute their limits one by one.

The term \( \mathcal{I}_1^{(\eta_2)} \). From Lemma 4.4, we conclude that \( |\nabla_{\varepsilon_2} f_z(-M)| \leq C_1 \) uniformly in \( \varepsilon_2 \in (0, 1] \) and \( z \in [0, \frac{4}{2}] \). Furthermore, for \( \alpha_* \), from the definition (4.5), Lemma 4.2 gives the bound \( |g_{\delta_2}(-M + \varepsilon_2)| \leq C_2\varepsilon_2 \) uniformly in \( \delta_2 \in [0, \delta_*] \) and \( \varepsilon_2 \in (0, \varepsilon_2^* \varepsilon_2) \) (here, we use Lemma 4.4, which shows that \( g_{\delta_2} \) has the required properties). Hence, for the constant \( C = C_1C_2/\sqrt{\pi} \), we can bound

\[
|\mathcal{I}_1^{(\eta_2)}| \leq C \frac{1}{\delta_2} \int_0^{\delta_2} dz \frac{\varepsilon_2}{\sqrt{\delta_2-z}} = 2C \frac{\varepsilon_2}{\sqrt{\delta_2}}.
\]
Since for $\eta_2 \in \text{Dom}$ we have $\varepsilon_2 \leq \delta_2^{\alpha_*}$ for $\alpha_* > \frac{1}{2}$ (see (4.5)), we conclude that

$$\lim_{\eta_2 \searrow 0} |I_1^{(\eta_2)}| \leq 2C \lim_{\delta_2 \searrow 0} \delta_2^{\alpha_* - \frac{1}{2}} = 0. \tag{4.35}$$

**The term $I_2^{(\eta_2)}$.** Changing the integration variable, we get

$$I_2^{(\eta_2)} = \frac{2}{\delta_2} \int_0^{\delta_2} dz \int_0^\infty dv \nabla_{\varepsilon_2} f_z(-M) \cdot p_{\delta_2 - z}(v) \cdot g_{\delta_2}'(v - M + \varepsilon_2).$$

Let us define $I_2 = f_0'(-M) \cdot g_0'(-M)$ and

$$\widetilde{I}_2^{(\delta_2)} = \frac{2}{\delta_2} \int_0^{\delta_2} dz \int_0^\infty dv f_z'(-M) \cdot p_{\delta_2 - z}(v) \cdot g_{\delta_2}'(v - M). \tag{4.36}$$

We are going to prove that both $I_2^{(\eta_2)} - \widetilde{I}_2^{(\delta_2)}$ and $\widetilde{I}_2^{(\delta_2)} - I_2$ vanish as $\eta_2 \searrow 0$ in the domain $\text{Dom}$. We first prove that $I_2^{(\eta_2)} - \widetilde{I}_2^{(\delta_2)}$ vanishes as $\eta_2 \searrow 0$ along $\text{Dom}$. We have

$$I_2^{(\eta_2)} - \widetilde{I}_2^{(\delta_2)} = \frac{2}{\delta_2} \int_0^{\delta_2} dz \int_0^\infty dv (\nabla_{\varepsilon_2} f_z(-M) - f_z'(-M)) \cdot p_{\delta_2 - z}(v) \cdot g_{\delta_2}'(v - M + \varepsilon_2) + \frac{2}{\delta_2} \int_0^{\delta_2} dz \int_0^\infty dv f_z'(-M) \cdot p_{\delta_2 - z}(v) \cdot (g_{\delta_2}'(v - M + \varepsilon_2) - g_{\delta_2}'(v - M)).$$

Denote these two terms by $I_{2,1}^{(\eta_2)}$ and $I_{2,2}^{(\eta_2)}$ respectively; we will show that they both vanish in the limit.

**The term $I_{2,1}^{(\eta_2)}$.** We can bound

$$|I_{2,1}^{(\eta_2)}| \leq \left( \sup_{0 \leq z \leq \delta_2} \left| \nabla_{\varepsilon_2} f_z(-M) - f_z'(-M) \right| \right) \cdot \frac{2}{\delta_2} \int_0^{\delta_2} dz \int_0^\infty dv p_{\delta_2 - z}(v) \cdot g_{\delta_2}'(v - M + \varepsilon_2). \tag{4.37}$$

From Lemma 4.4 we get

$$\lim_{\eta_2 \searrow 0} \sup_{0 \leq z \leq \delta_2} \left| \nabla_{\varepsilon_2} f_z(-M) - f_z'(-M) \right| = 0. \tag{4.38}$$

Moreover, the monotonicity property of the Riemann integral gives

$$\lim_{\delta_2 \searrow 0} \sup_{0 \leq z \leq \delta_2} \frac{1}{\delta_2} \int_0^{\delta_2} dz \int_0^\infty dv p_{\delta_2 - z}(v) \cdot g_{\delta_2}'(v - M + \varepsilon_2) \leq \lim_{\delta_2 \searrow 0} \frac{1}{\delta_2} \int_0^{\delta_2} dz \sup_{0 \leq z \leq \delta_2} \int_0^\infty dv p_{\delta_2 - z}(v) \cdot g_{\delta_2}'(v - M + \varepsilon_2).$$

From boundedness and continuity of the function $g_{\delta_2}'$ (Lemma 4.4) we conclude that the function

$$z \mapsto \sup_{0 \leq z \leq \delta_2} \left| \int_0^\infty dv p_{\delta_2 - z}(v) \cdot g_{\delta_2}'(v - M + \varepsilon_2) \right|$$

is continuous in $z \in (0, \delta_2)$. Then the fundamental theorem of calculus and Lemma 4.3 yield

$$\lim_{\delta_2 \searrow 0} \frac{1}{\delta_2} \int_0^{\delta_2} dz \sup_{0 \leq z \leq \delta_2} \left| \int_0^\infty dv p_{\delta_2 - z}(v) \cdot g_{\delta_2}'(v - M + \varepsilon_2) \right| = \lim_{\delta_2 \searrow 0} \sup_{0 \leq z \leq \delta_2} \left| \int_0^\infty dv p_{\delta_2}(v) \cdot g_{\delta_2}'(v - M + \varepsilon_2) \right| \leq \lim_{\delta_2 \searrow 0} \sup_{0 \leq z \leq \delta_2} \int_0^\infty dv p_{\delta_2}(v) \cdot |g_{\delta_2}'(v - M + \varepsilon_2)| = \frac{1}{2} |g_0'(-M)|, \tag{4.39}$$
for $\alpha_z$ from (4.5). Using (4.39) together with (4.38) and (4.37) yields
\begin{equation}
\lim_{\eta_2 \searrow 0} |T_{2,2}^{(\eta_2)}| = 0.
\end{equation}

The term $T_{2,2}^{(\eta_2)}$. We bound
\begin{equation}
|T_{2,2}^{(\eta_2)}| \leq \left( \sup_{0 \leq z \leq \delta_2} |f_z'(-M)| \right) \cdot \frac{2}{\delta_2} \int_0^{\delta_2} dz \left| \int_0^\infty dv \, p_{\delta_2 - z}(v) \cdot (g'_{\delta_2}(v - M + \varepsilon_2) - g'_{\delta_2}(v - M)) \right|.
\end{equation}
Lemma 4.4 implies that the supremum of $|f_z'(-M)|$ in (4.41) is bounded, and the function
$$z \mapsto \int_0^\infty dv \, p_{\delta_2 - z}(v) \cdot (g'_{\delta_2}(v + \varepsilon_2) - g'_{\delta_2}(v - M))$$
is continuous in $z \in (0, \delta_2]$. Then, in the same way as in (4.39), the fundamental theorem of calculus and Lemma 4.3 give
\begin{align*}
\lim_\delta_2 \sup_{0 \leq z \leq \delta_2} \frac{1}{\delta_2} \int_0^{\delta_2} dz \left| \int_0^\infty dv \, p_{\delta_2 - z}(v) \cdot (g'_{\delta_2}(v - M + \varepsilon_2) - g'_{\delta_2}(v - M)) \right| \\
= \lim_\delta_2 \sup_{0 \leq z \leq \delta_2} \left| \int_0^\infty dv \, p_{\delta_2 - z}(v) \cdot (g'_{\delta_2}(v - M + \varepsilon_2) - g'_{\delta_2}(v - M)) \right| = 0.
\end{align*}
Using this limit in (4.41), we see that
\begin{equation}
\lim_{\eta_2 \searrow 0} |T_{2,2}^{(\eta_2)}| = 0.
\end{equation}
From (4.40) and (4.42), we conclude that $\lim_{\eta_2 \searrow 0} |T_{2,2}^{(\eta_2)} - \overline{T}_{2}(\delta_2)| = 0$.

We now prove that $\overline{T}_{2}(\delta_2) - \overline{T}_{2}$ vanishes as $\eta_2 \searrow 0$. From Lemma 4.4, we conclude that the function
$$z \mapsto \int_0^\infty dv \, f_z'(-M) \cdot p_{\delta_2 - z}(v) \cdot g'_{\delta_2}(v - M)$$
is continuous in $z \in (0, \delta_2]$. Then applying the fundamental theorem of calculus and Lemma 4.3 to (4.36), we get
\begin{align*}
\lim_{\delta_2 \searrow 0} \overline{T}_{2}(\delta_2) = \lim_{\delta_2 \searrow 0} \frac{2}{\delta_2} \int_0^{\delta_2} dz \left[ \int_0^\infty dv \, f_z'(-M) \cdot p_{\delta_2 - z}(v) \cdot g'_{\delta_2}(v - M) \right] \\
= \lim_{\delta_2 \searrow 0} 2 \int_0^\infty dv \, f_0'(-M) \cdot p_{\delta_2}(v) \cdot g'_{\delta_2}(v - M) = \overline{T}_{2}.
\end{align*}
From (4.35) and (4.43), we obtain
\begin{equation}
\lim_{\eta_2 \searrow 0} \frac{1}{|\eta_2|} \left( Q^{(\eta_1,\eta_2)} - Q^{(\eta_1,0)} \right)(u_1, u_2) = -f_0'(-M) \cdot g_0(-M)
\end{equation}
\begin{equation}
= -\partial_2 P_{[-L,x_2]}^{\text{No hit}(\eta_1,0)}(u_1, -M) \cdot \partial_1 \Theta^{(-M)}_{[x_2,x_1]}(-M, u_2),
\end{equation}
which is the required formula (4.28a).

Dependence of the prelimiting kernel on $\eta_1$ is only through the function $P_{[-L,x_2]}^{\text{No hit}(\eta_1,0)}$ and its $\partial_2$-derivative, which appear in (4.28a) and other formulas. From (4.24), we can see that these functions are bounded uniformly in $\eta_1 \in (0, \frac{4}{3}]^2$; indeed, the kernel $P_{[-L,x_1+\delta]}^{\text{No hit}(\eta_1,0)}$ is bounded because it is a density function, and boundedness of $\partial_2 \Theta^{(-M)}_{[x_1+\delta_1, x_2]}$ follows from (4.22). Hence, the limit (4.27a) holds uniformly over $\eta_1 \in (0, \frac{4}{3}]^2$.

One can readily see that the limit (4.27a) holds also uniformly over $(x_1, x_2) \in S$ and $M \in \bar{S}$. This is because all the involved kernels are given by hitting and transition distributions of Brownian
motion, which are bounded uniformly in these variables. This finishes the proof of (4.27a) and (4.28a).

A proof of existence of the limit (4.27b) and the formula (4.28b) is carried out in a similar manner. Indeed, we may write

\[
\frac{\left( Q^{(\eta_1,0)} - Q^{(0,0)} \right)(u_1, u_2)}{p_{2L}(u_2 - u_1)} = \mathbb{P}_{\mathcal{B}(-L)=u_1, \mathcal{B}(L)=u_2} \left( \mathcal{B}(y) > -\eta_{\eta_1,0}(y) \text{ for } y \in [-L, L] \right)
- \mathbb{P}_{\mathcal{B}(-L)=u_1, \mathcal{B}(L)=u_2} \left( \mathcal{B}(y) > -M \text{ for } y \in [-L, L] \right)
= - \mathbb{P}_{\mathcal{B}(-L)=u_1, \mathcal{B}(L)=u_2} \left( \mathcal{B}(y) > -M \text{ for } y \in [-L, L], \mathcal{B}(z) \in (-M, -M + \varepsilon_1) \text{ for some } z \in [x_1, x_1 + \delta_1] \right).
\]

Defining the stopping time \( \overline{\tau}^{(a)} := \sup \{ z < x_1 + \delta_1 : \mathcal{B}(z) = a \} \), as in (4.30) we write

\[
\frac{\left( Q^{(\eta_1,0)} - Q^{(0,0)} \right)(u_1, u_2)}{p_{2L}(u_2 - u_1)} = - \mathbb{P}_{\mathcal{B}(-L)=u_1, \mathcal{B}(L)=u_2} \left( \mathcal{B}(y) > -M \text{ for } y \in [-L, L], \mathcal{B}(z) \in (-M + \varepsilon_1, \infty) \text{ for } z \in [x_1, x_1 + \delta_1] \right).
\]

Then, as in (4.34), we may show that

\[
\frac{1}{|\eta_1|} \left( Q^{(\eta_1,0)} - Q^{(0,0)} \right)(u_1, u_2) = - \frac{2}{\delta_1} \int_0^{\delta_1} dz \nabla \epsilon_1 \tilde{f}_\delta(-M) \cdot p_{\delta_1-z}(0) \cdot \tilde{g}_\delta(-M + \varepsilon_1)
- \frac{2}{\delta_1} \int_0^{\delta_1} dz \int_{-M+\varepsilon_1}^{\infty} dv \nabla \epsilon_1 \tilde{f}_\delta(-M) \cdot p_{\delta_1-z}(v + M - \varepsilon_1) \cdot \tilde{g}_\delta'(v),
\]

where

\[
\tilde{f}_\delta(v) = \Theta^{(-M)}_{[-L, x_1 + \delta]}(u_1, v), \quad \tilde{g}_\delta(v) = \Theta^{(-M)}_{[x_1, \delta, L]}(v, u_2).
\]

Since these functions are particular cases of the functions (4.23), we can repeat the argument used in our derivation of (4.44). This shows that

\[
\lim_{n \to 0} \frac{1}{|\eta_1|} \left( Q^{(\eta_1,0)} - Q^{(0,0)} \right)(u_1, u_2) = - \tilde{f}_0'(-M) \cdot \tilde{g}_0'(-M)
= - \partial_2 \Theta^{(-M)}_{[-L, x_1]}(u_1, -M) \cdot \partial_1 \Theta^{(-M)}_{[x_1, L]}(-M, u_2).
\]

Uniformity of this limit over \((x_1, x_2) \in S \text{ and } M \in \bar{S}\) can be seen as in (4.44). This finishes the proof of (4.27b) and (4.28b). To prove (4.27c), we also need the limit

\[
\lim_{n \to 0} \frac{1}{|\eta_1|} \partial_2 \left( Q^{(\eta_1,0)} - Q^{(0,0)} \right)(u_1, u_2) = - \partial_2 \Theta^{(-M)}_{[-L, x_1]}(u_1, -M) \cdot \partial_1 \partial_2 \Theta^{(-M)}_{[x_1, L]}(-M, u_2),
\]

which can be proved by repeating the proof of (4.46).

Now, we turn to the proof of existence of the last limit (4.27c) and the formula (4.28c). Using (4.44), we obtain

\[
\left( Q^{(\eta_1,\bullet)} - Q^{(0,\bullet)} \right)(u_1, u_2) = \partial_2 \left( P^{\text{No hit}}_{[-L,u_2]}(-\eta_{\eta_1,0}) - P^{\text{No hit}}_{[-L,u_2]}(-M) \right)(u_1, -M) \cdot \partial_1 \Theta^{(-M)}_{[x_2, L]}(-M, u_2).
\]
We may assume that \(x_1 + \delta_1 < x_2\). Using (2.7), we may write the kernel in parentheses explicitly:

\[
\left( \mathbb{P}_{[-L,x_2]}^{\text{No hit} (-\varrho_{q_1,0})} - \mathbb{P}_{[-L,x_2]}^{\text{No hit} (-\varrho_{q_1,0})} \right)(u_1, u_1) = \mathbb{P}_{B(-L)=u_1, B(x_2)=v_1} \left( B(y) > -\varrho_{q_1,0}(y) \text{ for } y \in [-L, x_2) \right) - \mathbb{P}_{B(-L)=u_1, B(x_2)=v_1} \left( B(y) > -\varrho_{q_1,0}(y) \text{ for } y \in [-L, x_2) \right)
\]

\[
- \mathbb{P}_{B(-L)=u_1, B(x_2)=v_1} \left( B(y) > -M \text{ for } y \in [-L, x_2) \right) = - \mathbb{P}_{B(-L)=u_1, B(x_2)=v_1} \left( B(y) > -M \text{ for } y \in [-L, x_2), \right)
\]

\[
\mathbb{P}_{\tilde{\tau}(-M+\varepsilon_1) \in [x_1, x_1 + \delta_1)}.
\]

This formula is the same as (4.45), where the interval is \([-L, x_2]\) instead of \([-L, L]\). In the same way as in (4.47), we arrive at

\[
\bar{\lim}_{\eta_1 \searrow 0} \frac{1}{|\eta_1|} \partial_2 \left( \mathbb{P}_{[-L,x_2]}^{\text{No hit} (-\varrho_{q_1,0})} - \mathbb{P}_{[-L,x_2]}^{\text{No hit} (-\varrho_{q_1,0})} \right)(u_1, u_1) = - \partial_2 \Theta_{[L,x_1]}^{(-M)}(u_1, -M) \cdot \partial_1 \partial_2 \Theta_{[x_1,x_2]}^{(-M)}(-M, u_2).
\]

Using this limit in (4.48), we obtain

\[
\bar{\lim}_{\eta_1 \searrow 0} \frac{1}{|\eta_1|} \left( Q^{(\eta_1;*)} - Q^{(0;*)} \right)(u_1, u_2)
\]

\[
= \bar{\lim}_{\eta_1 \searrow 0} \frac{1}{|\eta_1|} \partial_2 \left( \mathbb{P}_{[-L,x_2]}^{\text{No hit} (-\varrho_{q_1,0})} - \mathbb{P}_{[-L,x_2]}^{\text{No hit} (-\varrho_{q_1,0})} \right)(u_1, -M) \cdot \partial_1 \Theta_{[x_1,x_2]}^{(-M)}(-M, u_2)
\]

\[
= - \partial_2 \Theta_{[L,x_1]}^{(-M)}(u_1, -M) \cdot \partial_1 \partial_2 \Theta_{[x_1,x_2]}^{(-M)}(-M, -M) \cdot \partial_1 \Theta_{[x_1,x_2]}^{(-M)}(-M, u_2).
\]

Using (4.22), we can compute explicitly

\[
\partial_1 \partial_2 \Theta_{[x_1,x_2]}^{(-M)}(-M, -M) = -2 \mathcal{P}_{x_2-x_1}''(0) = \frac{1}{\sqrt{4\pi}} (x_2 - x_1)^{-\frac{3}{2}},
\]

which gives

\[
\bar{\lim}_{\eta_1 \searrow 0} \frac{1}{|\eta_1|} \left( Q^{(\eta_1;*)} - Q^{(0;*)} \right)(u_1, u_2) = \frac{1}{\sqrt{4\pi}} (x_2 - x_1)^{-\frac{3}{2}} \cdot \partial_2 \Theta_{[L,x_1]}^{(-M)}(u_1, -M) \cdot \partial_1 \Theta_{[x_1,x_2]}^{(-M)}(-M, u_2).
\]

As above, uniformity in the variables \((x_1, x_2) \in S\) and \(M \in \bar{S}\) follows readily from the properties of the kernels. This operator is rank one, which finishes the proof of (4.27c) and (4.28c). \(\square\)

We will use the kernels (4.27) in Lemmas 4.7 and 4.8 to compute derivatives of the kernel (4.14). For this, we will also use the following two functions

\[
\text{D}^{(\eta_1;\eta_2)}_{[x,L],+}(w) := \partial_1 \left( \mathbb{P}_{[x,L]}^{\text{No hit} (-\varrho_{q_1,\eta_2})} S_{1/2,-L} \Gamma \varrho \right)(-M, w),
\]

\[
\text{D}^{(\eta_1;\eta_2)}_{[-L,x],-}(w) := \partial_2 \left( \varrho \Gamma S_{1/2,-L}^* \mathbb{P}_{[L,-x]}^{\text{No hit} (-\varrho_{q_1,\eta_2})} \right)(w, -M),
\]

which are defined for \(|x| \leq L\). Here, the multiplicative operator \(\Gamma := \Gamma_{1/2}\) is defined in (2.9); \(\varrho\) is the reflection operator \(\varrho f(u) := f(-u)\); and we used operators defined in (2.3) and (2.7). To bound in Lemma 4.7 the kernels in trace norm, we need the following bounds on the \(L^2\) norms of the functions in (4.49).
Lemma 4.6. Let the sets $S$ and $\bar{S}$ be defined in (4.25). The following bounds hold:

$$\left\| D^{(n_1,n_2)}_{[x,L]} \right\|_{L^2} \leq C, \quad \left\| D^{(n_1,n_2)}_{[L,x],-} \right\|_{L^2} \leq C,$$

uniformly over $(x_1,x_2) \in S$, $|x| \leq \beta L$, $M \in \bar{S}$, and $n_1, n_2 \in [0, \frac{1}{2}]^2$. Here, $C \geq 0$ is a constant that depends only on $L$ and $\bar{S}$, the dependence of the functions in (4.49) on $x_1$, $x_2$ and $M$ comes through the function $g_{n_1,n_2}$ defined in (4.12), and the constant $\beta > 0$ is from the definition of $J_L$ in (4.1). 

Proof. We start our analysis with the kernel $D^{(n_1,n_2)}_{[x,L],+}$, defined in (4.49a). First of all, we rewrite the formula to simplify the apparent dependence on $L$. Let $B$ be Brownian motion of variance two and define $\tau_\theta$ to be the first hitting time of a function $g : \mathbb{R} \to \mathbb{R}$ from above. That is to say, if the starting time for $B$ is $x$, then

$$\tau_\theta := \inf\{\ell : x, B(\ell) \leq g(\ell)\}.$$

Then the transition distribution (2.7) may be written as

$$P^{{\text{No hit}}}_{[x,L]}(u_1, u_2) = p_{L-x}(u_2 - u_1) - P_{B(x)=u_1, B(L)=u_2}(\tau_{-g_{n_1,n_2}} \leq L) \cdot p_{L-x}(u_2 - u_1),$$

where $p_{L-x}$ is the transition kernel of $B$, defined in (2.6). Using the strong Markov property, we may rewrite the last expression as

$$P^{{\text{No hit}}}_{[x,L]}(u_1, u_2) = p_{L-x}(u_2 - u_1) - \int_x^L P_{B(x)=u_1}(\tau_{-g_{n_1,n_2}} \in \cdot) \cdot p_{L-s}(u_2 - g_{n_1,n_2}(s)).$$

Here $P_{B(x)=u_1}(\tau_{-g_{n_1,n_2}} \in \cdot)$ is the probability measure on $\mathbb{R}$, generated by the random variable $\tau_{-g_{n_1,n_2}}$ under the initial data that $B(x) = u_1$. Just looking directly at this integral, it may not be immediately clear that it is finite since if $u_2 \leq -M$, the heat kernel $p_{L-x}$ tends to a Dirac delta function when $s \to L$. Let us briefly explain why the integral is well-defined. Another way to write the integral is as

$$\mathbb{E}_{B(x)=u_1} \left[ p_{L-\tau_{-g_{n_1,n_2}}}(u_2 - g_{n_1,n_2}(\tau_{-g_{n_1,n_2}})) \cdot 1_{\tau_{-g_{n_1,n_2}} \leq L} \right]$$

$$= \mathbb{E}_{B(x)=u_1} \left[ p_{L-\tau_{-g_{n_1,n_2}}}(u_2 - g_{n_1,n_2}(\tau_{-g_{n_1,n_2}})) \cdot 1_{\tau_{-g_{n_1,n_2}} \leq x_2 + \delta_2} \right]$$

$$+ \mathbb{E}_{B(x)=u_1} \left[ p_{L-\tau_{-g_{n_1,n_2}}}(u_2 + M) \cdot 1_{x_2 + \delta_2 < \tau_{-g_{n_1,n_2}} \leq L} \right],$$

where in the last term we used the identity $g_{n_1,n_2}(\tau_{-g_{n_1,n_2}}) = -M$ almost surely when $x_2 + \delta_2 < \tau_{-g_{n_1,n_2}} \leq L$. The first expectation on the right-hand side of (4.52) is finite, because the heat kernel is bounded. Since $\tau_{-g_{n_1,n_2}}$ is a hitting time of a piecewise constant function, from [KS91, Section 2.6] we conclude that its probability distribution has a density $\frac{4}{\pi^2} \mathbb{P}(B(x)=u_1)(\tau_{-g_{n_1,n_2}} \leq s)$, and, moreover, that on the time interval $s \in (x_2 + \delta_2, L]$ this density is bounded above by a constant which depends on $x_2 + \delta_2$ and $L$ (cf. (4.31) and (4.33) for similar densities). Thus, the last expectation in (4.52) is bounded by a constant multiple of $\int_{x_2 + \delta_2}^L ds \cdot p_{L-s}(u_2 + M)$, which is finite as desired.

Returning to (4.51), we claim that this implies that

$$P^{{\text{No hit}}}_{[x,L]}(u_1, u_2) = \left( S_{0,L-x} - S_{0,L-x,[x,L]}^{(n_1,n_2)} \right)(u_1, u_2),$$

where $S_{t,x}(u,v)$ is defined in (2.4) and

$$S_{t,y-\tau_{-g_{n_1,n_2}}(B(\tau_{-g_{n_1,n_2}}))}(u_1, u_2) := \mathbb{E}_{B(x)=u_1} \left[ S_{t,y-\tau_{-g_{n_1,n_2}}(B(\tau_{-g_{n_1,n_2}})), u_2} \cdot 1_{\tau_{-g_{n_1,n_2}} \leq L} \right].$$

To justify the claim, we observe that $p_{\ell}(u) = S_{0,\ell}(u)$ and $S_{t,x}(u,v) = S_{t,x}(u-v)$. Using these facts, (4.53) follows readily from (4.51). The first of these facts, that $p_{\ell}(u) = S_{0,\ell}(u)$, can be shown by taking the Fourier transform of both sides (see the explicit formula for $S_{t,x}(u,v)$ in (2.4)).
Using (4.53), we write the kernel (4.49a) in the form
\[
D_{[x,L]}^{(\eta_1,\eta_2)}(w) = \int_{-\infty}^{\infty} dv \, \partial_1 S_{0,L-x}(-M,v) \cdot (S_{1/2,-L} \Gamma \varrho)(v,w) - \int_{-\infty}^{\infty} dv \, \partial_1 S_{0,L-x,[x,L]}^{(\eta_1,\eta_2)}(-M,v) \cdot (S_{1/2,-L} \Gamma \varrho)(v,w).
\]

Applying the composition identity (2.5), the first integral on the right-hand side of (4.55) equals
\[
\partial_1 (S_{1/2,-L} \Gamma \varrho)(-M,w).
\]

Furthermore, fast decay of the functions (2.4) at infinity allows us to apply Fubini’s theorem and write the second integral in (4.55) as
\[
\partial_1 (S_{1/2,-L} \Gamma \varrho)(-M,w).
\]

Combining this identity with (4.56) and (4.57), we get from (4.55) that
\[
\partial_1 (S_{1/2,-L} \Gamma \varrho)(-M,w).
\]

Dependence of this expression on L is now more apparent, allowing us to take the limit L → ∞.

Now, we will bound the L^2 norm of (4.58). For this, we need to bound the L^2 norms of the two terms in (4.58). The reflection operator \varrho in (4.58) does not influence the L^2 norm and can be omitted. Then Lemma C.2 yields the bound on the first term in (4.58),
\[
\left\| \partial_1 (S_{1/2,-L} \Gamma \varrho)(-M,\cdot) \right\|_{L^2} \leq C_1.
\]

for all |x| ≤ βL and M ∈ \bar{S}, and for some constant C_1 ≥ 0, depending on L and \bar{L}.

Next, we turn to the second term in (4.58). Using (4.54) and integration by parts, we can write
\[
S_{1/2,-L,[x,L]}^{(\eta_1,\eta_2)}(v,w) = \int_x^L dv \, P_{B}(x) = v(\tau - \theta_{\eta_1,\eta_2} \in ds) \cdot (S_{1/2,-L} \Gamma \varrho)(-\varrho_{\eta_1,\eta_2}(s),w)
\]
\[
= \int_x^L dv \, P_{B}(x) = v(\tau - \theta_{\eta_1,\eta_2} < s) \cdot \partial_s (S_{1/2,-L} \Gamma \varrho)(-\varrho_{\eta_1,\eta_2}(s),w)
\]
\[
+ P_{B}(x) = v(\tau - \theta_{\eta_1,\eta_2} \leq L) \cdot (S_{1/2,-L} \Gamma \varrho)(-M,w)
\]
\[
- P_{B}(x) = v(\tau - \theta_{\eta_1,\eta_2} \leq x) \cdot (S_{1/2,-L} \Gamma \varrho)(-\varrho_{\eta_1,\eta_2}(x),w),
\]

where we used \varrho_{\eta_1,\eta_2}(L) = M. As in (4.51), we use in this formula the probability distribution \[P_{B}(x) = v(\tau - \theta_{\eta_1,\eta_2} \in ds)\] generated by the random variable \tau - \theta_{\eta_1,\eta_2}. The integration-by-parts formula holds for any probability distribution (not necessarily absolutely continuous) and can be found in [HS69, Theorem 21.67]. From (4.22), one can readily conclude that
\[
\left| \partial_v P_{B}(x) = v(\tau - \theta_{\eta_1,\eta_2} < s) \right|_{v=-M} \leq C(s-x)^{-\frac{3}{2}}, \quad \text{for } s > x,
\]
\[
\left| \partial_v P_{B}(x) = v(\tau - \theta_{\eta_1,\eta_2} < x) \right|_{v=-M} = 0.
\]
Formula (2.4) implies that \( \partial_x S_{t,x}(z) = S''_{t,x}(z) \), where the derivatives on the right-hand side are taken with respect to \( z \). Applying these bounds and identities to (4.59), we learn that

\[
\left| \partial_1 \left( S_{1/2,-x,[x,L]} \Gamma g \right) (-M, w) \right| \leq C \int_x^L (s - x)^{-\frac{1}{2}} \left( S''_{1/2,-x-\varepsilon} \Gamma g \right) (-M - w) \, ds + C(L - x)^{-\frac{1}{2}} \left( S_{1/2,x-L} \Gamma g \right) (-M - w).
\]

Using the triangle inequality for the \( L^2 \) norm, we obtain

\[
\left\| \partial_1 \left( S_{1/2,-x,[x,L]} \Gamma g \right) (-M, \cdot) \right\|_{L^2} \leq C \int_x^L (s - x)^{-\frac{1}{2}} \left\| \left( S''_{1/2,-x-\varepsilon} \Gamma g \right) (-M - \cdot) \right\|_{L^2} \, ds
\]

\[
+ C(L - x)^{-\frac{1}{2}} \left\| \left( S_{1/2,x-L} \Gamma g \right) (-M - \cdot) \right\|_{L^2}.
\]

In view of Lemma C.2, the last term in this expression is bounded by \( (L - x)^{-\frac{1}{2}} C_2 \). Since \(-L \leq -x - s \leq L\), the assumptions of Lemma C.2 are satisfied, and the first term in (4.60) is bounded by

\[
C_3 \int_x^L (s - x)^{-\frac{1}{2}} \, ds = \frac{1}{2} C_3 (L - x)^{\frac{1}{2}}.
\]

Combining the derived bounds on (4.58), we obtain the first bound in (4.50).

Now, we will prove the second bound in (4.50). From definition (4.49b), we get

\[
D_{[-L,x]}^{(n:\eta_2 \eta_1)}(w) = \partial_1 \left( F^{\text{No hit}}_{-x,L} S_{1/2,-L} \Gamma g \right) (-M, w),
\]

for a new function \( \bar{g}_{\eta_2,\eta_1}(y) := M - \varepsilon_2 \cdot 1_{y \in (-x-\delta_2,-x]} - \varepsilon_1 \cdot 1_{y \in (-x_1-\delta_1,-x_1)} \). The formula (4.61) is the same as (4.49a), but for this new function \( \bar{g}_{\eta_2,\eta_1} \). Then the second bound in (4.50) follows from the first one.

Using the functions (4.49), we define the rank-one kernels

\[
A^{(n:\eta_1 \eta_2)}(u_1, u_2) := D_{[-L,x]}^{(n:0)}(u_1) \cdot D_{[x_2,L]}^{(n:0)}(u_2),
\]

\[
A^{(\varepsilon_1 \varepsilon_2)}(u_1, u_2) := D_{[-L,x]}^{(0:0)}(u_1) \cdot D_{[x_1,L]}^{(0:0)}(u_2),
\]

\[
A^{(\varepsilon_1 \varepsilon_2 \varepsilon_3)}(u_1, u_2) := \frac{1}{\sqrt{4\pi}} (x_2 - x_1)^{-\frac{3}{2}} \cdot D_{[-L,x]}^{(0:0)}(u_1) \cdot D_{[x_2,L]}^{(0:0)}(u_2).
\]

We prove in Lemma 4.8 that these kernels equal to certain derivatives of the kernel (14.4). For this we need to show that (4.62) are trace class.

**Lemma 4.7.** The kernels (4.62) can be written in terms of (4.27) as

\[
A^{(n:\eta_1 \eta_2)} = \varrho \Gamma (S_{1/2,-L}^*) Q^{(n:\eta_1 \eta_2)} S_{1/2,-L} \Gamma g,
\]

\[
A^{(\varepsilon_1 \varepsilon_2)} = \varrho \Gamma (S_{1/2,-L}^*) Q^{(\varepsilon_1 \varepsilon_2)} S_{1/2,-L} \Gamma g,
\]

\[
A^{(\varepsilon_1 \varepsilon_2 \varepsilon_3)} = \varrho \Gamma (S_{1/2,-L}^*) Q^{(\varepsilon_1 \varepsilon_2 \varepsilon_3)} S_{1/2,-L} \Gamma g,
\]

where as before \( \Gamma = \Gamma_{1/2} \).

Let the sets \( S \) and \( \tilde{S} \) be defined in (4.25). Then these kernels are trace class, with trace norms bounded as follows:

\[
\| A^{(n:\eta_1 \eta_2)} \|_1 \leq C, \quad \| A^{(\varepsilon_1 \varepsilon_2)} \|_1 \leq C, \quad \| A^{(\varepsilon_1 \varepsilon_2 \varepsilon_3)} \|_1 \leq C|x_2 - x_1|^{-\frac{3}{2}},
\]

uniformly in \((x_1, x_2) \in S \) and \( M \in \tilde{S} \).
Proof. Using formulas (4.28a) and (4.49), we may write the right-hand side of (4.63a) in the form
\[
\int_{-\infty}^{\infty} du_1 \int_{-\infty}^{\infty} du_2 \, \varrho \Gamma((S_{1/2,- L})^* (w_1, u_1) \cdot Q(\eta_{1;*})(u_1, u_2) \cdot (S_{1/2,- L} \Gamma \varrho)(u_2, \bar{v}_2)
\]
\[
\quad = \partial_2 \left( \varrho \Gamma((S_{1/2,- L})^* P^{\text{No hit}}(\Theta_{[-L,L]}^{(0,0)})) (w_1, -M) \cdot \partial_1 \left( \Theta_{[x_2,L]}^{(-M)} (S_{1/2,- L} \Gamma \varrho)(-M, \bar{v}_2) \right) \right)
\]
\[
\quad = D_{[-L,x_2],+}^{(\eta_{1,0})}(w_1) \cdot D_{[x_2,L],+}^{(\eta_{1,0})}(\bar{v}_2),
\]
which is exactly $A^{(\eta_{1;*})}$. Since the kernel (4.62a) is rank-one, from (B.2) we conclude that
\[
\| A^{(\eta_{1;*})} \|_1 \leq \| D_{[-L,x_2],-}^{(\eta_{1,0})} \| L^2 \cdot \| D_{[x_2,L],+}^{(\eta_{1,0})} \| L^2.
\]
Then Lemma 4.6 yields the first bound in (4.64).

In the same way, we prove formulas (4.63b) and (4.63c); and bounds on the trace norms of (4.62b) and (4.62c). □

Next we differentiate the kernel $R^{(\eta_{1;\eta_2})}$, defined in (4.14), with respect to $\eta_1$ and $\eta_2$.

**Lemma 4.8.** Let the sets $S$ and $\tilde{S}$ be defined in (4.25). The following limits hold in trace norm:

(4.65a)  
\[
\lim_{\eta_2 \searrow 0 \, | \eta_2|} \frac{1}{\eta_2} \left( R^{(\eta_{1;\eta_2})} - R^{(\eta_{1;0})} \right) = A^{(\eta_{1;*})},
\]

(4.65b)  
\[
\lim_{\eta_1 \searrow 0 \, | \eta_1|} \frac{1}{\eta_1} \left( R^{(\eta_{1;0})} - R^{(0;0)} \right) = A^{(\ast;0)},
\]

(4.65c)  
\[
\lim_{\eta_1 \searrow 0 \, | \eta_1|} \frac{1}{\eta_1} \left( A^{(\eta_{1;*})} - A^{(0;*)} \right) = A^{(\ast;\ast)},
\]

uniformly over $(x_1, x_2) \in S$ and $M \in \tilde{S}$; and the limit (4.65a) holds uniformly over $\eta_1 \in (0, \frac{4}{L})^2$.

**Proof.** To compute the limits of the kernels, we use the definitions of the epi-kernel and hypo-kernels, provided in (2.11) and (2.10) respectively. We start by proving (4.65a). We have
\[
R^{(\eta_{1;\eta_2})} - R^{(\eta_{1;0})} = \varrho \left( K_{1/2,[-L,L]}^{\text{hyp}}(0_{\eta_{1,\eta_2}}) - K_{1/2,[-L,L]}^{\text{hyp}}(0_{\eta_{1,0}}) \right) \varrho
\]
\[
= \varrho \Gamma((S_{1/2,- L})^* \left( P^{\text{Hit}}(\Theta_{[-L,L]}^{(\eta_{1,\eta_2})}) - \Gamma^{\text{Hit}}(\Theta_{[-L,L]}^{(\eta_{1,0})}) \right) S_{1/2,- L} \Gamma \varrho
\]
\[
= \varrho \Gamma((S_{1/2,- L})^* \left( Q^{(\eta_{1,0})} - Q^{(\eta_{1;\eta_2})} \right) S_{1/2,- L} \Gamma \varrho,
\]
where in the last identity we made use of (2.8) and the operator (4.26). Lemma C.2 guarantees that the kernels $\Gamma((S_{1/2,- L})^*$ and $S_{1/2,- L} \Gamma$ have fast decays at infinity. Hence, the dominated convergence theorem and Lemma 4.5 yield the limit in trace class
\[
\lim_{\eta_2 \searrow 0 \, | \eta_2|} \frac{1}{\eta_2} \left( R^{(\eta_{1;\eta_2})} - R^{(\eta_{1;0})} \right) = -\varrho \Gamma((S_{1/2,- L})^* \lim_{\eta_2 \searrow 0 \, | \eta_2|} \frac{1}{\eta_2} \left( Q^{(\eta_{1;\eta_2})} - Q^{(\eta_{1;0})} \right) S_{1/2,- L} \Gamma \varrho
\]
\[
= -\varrho \Gamma((S_{1/2,- L})^* Q^{(\eta_{1;*})} S_{1/2,- L} \Gamma \varrho.
\]
By (4.63a), this is equal to the operator $-A^{(\eta_{1;*})}$, which is trace class and rank-one. This finishes the proof of (4.65a).

In the same way, we can prove existence of the limit (4.65b). We have the limit in trace class
\[
\lim_{\eta_1 \searrow 0 \, | \eta_1|} \frac{1}{\eta_1} \left( R^{(\eta_{1;0})} - R^{(0;0)} \right) = -\varrho \Gamma((S_{1/2,- L})^* Q^{(\ast;0)} S_{1/2,- L} \Gamma \varrho.
\]
which, according to (4.63b), equals $-A^{(*)0}$. Moreover, formulas (4.63a) and (4.63c), the dominated convergence theorem and Lemma 4.5 yield the limit in trace class

$$
\lim_{\eta_l \searrow 0} \frac{1}{2} \left( A^{(\eta_l;*)} - A^{(0;*)} \right) = -q \Gamma(S_{1/2,-L})^* \lim_{\eta_l \searrow 0} \frac{1}{2} \left( Q^{(\eta_l;*)} - Q^{(0;*)} \right) S_{1/2,-L} \Gamma q
$$

which, according to (4.65c), equals $-A^{(*)*}$. □

4.1.4. Proof of the limit (4.7). To prove existence of the limit (4.7), we compute the two limits in (4.11) in turn.

We start by computing the limit (4.11a). By [MQR21b, Theorem 4.1], the kernel $K_h^{\text{hypo}(h_0)}$ is trace class; and (B.1) and (B.2) imply that the limits in Lemma 4.8 hold in trace class also for the kernels $K_h^{\text{hypo}(h_0)} R^{(\eta_1;\eta_2)}$. Then using definition (4.16), identity (B.3) and Lemma 4.8, we obtain

$$
\mathcal{F}^{(\eta_l;*)}_{1,M,L}(x_1, x_2) = \lim_{\eta_l \searrow 0} \frac{1}{2} \mathcal{F}^{(\eta_l;\eta_2)}_{1,M,L}(x_1, x_2)
$$

$$
= D_{\eta_2} \det \left( I - K_h^{\text{hypo}(h_0)} R^{(\eta_1;\eta_2)} \right) |_{\eta_2 = 0} - D_{\eta_2} \det \left( I - K_h^{\text{hypo}(h_0)} R^{(0;\eta_2)} \right) |_{\eta_2 = 0}
$$

$$
= \det \left( I - K_h^{\text{hypo}(h_0)} R^{(\eta_1;0)} \right) \text{tr} \left[ \left( I - K_h^{\text{hypo}(h_0)} R^{(\eta_1;0)} \right)^{-1} K_h^{\text{hypo}(h_0)} A^{(\eta_1;*)} \right]
$$

$$
- \det \left( I - K_h^{\text{hypo}(h_0)} R^{(0;0)} \right) \text{tr} \left[ \left( I - K_h^{\text{hypo}(h_0)} R^{(0;0)} \right)^{-1} K_h^{\text{hypo}(h_0)} A^{(0;*)} \right].
$$

(4.66)

The uniformity of the limits over $(x_1, x_2) \in S, M \in \hat{S}$ and $\eta_1 \in (0, \frac{1}{2}]^2$ follows from the uniformity of the kernels. Thus we have shown that the limit in (4.11a) (and hence also (4.7a)) exists in the desired uniform manner. Moreover, we have provided a formula for this limit. The formula can be simplified further. In shorthand, denote the kernels

$$
G^{(\eta)} := R^{(\eta;0)}, \quad H^{(\eta)} := R^{(\eta;0)} - A^{(\eta;*)}.
$$

Since the operator $A^{(\eta;*)}$, given in (4.65a), is rank one, we can use identity (B.4) to write (4.66) as

$$
\det \left( I - K_h^{\text{hypo}(h_0)} R^{(\eta_1;0)} \right) \text{tr} \left[ \left( I - K_h^{\text{hypo}(h_0)} R^{(\eta_1;0)} \right)^{-1} K_h^{\text{hypo}(h_0)} A^{(\eta_1;*)} \right]
$$

$$
= \det \left( I - K_h^{\text{hypo}(h_0)} H^{(\eta_1)} \right) - \det \left( I - K_h^{\text{hypo}(h_0)} G^{(\eta_1)} \right),
$$

which yields

$$
\mathcal{F}^{(\eta_1;*)}_{1,M,L}(x_1, x_2) = \det \left( I - K_h^{\text{hypo}(h_0)} H^{(\eta_1)} \right) - \det \left( I - K_h^{\text{hypo}(h_0)} G^{(\eta_1)} \right)
$$

(4.68)

We now compute the limit (4.11b) (and hence also (4.7b)). Formula (4.68), definition (4.16) and the differentiation formula (B.3) yield

$$
\mathcal{F}^{(\eta_1;*)}_{1,M,L}(x_1, x_2) = \lim_{\eta_1 \searrow 0} \frac{1}{2} \mathcal{F}^{(\eta_1;*)}_{1,M,L}(x_1, x_2)
$$

$$
= \det \left( I - K_h^{\text{hypo}(h_0)} H^{(0)} \right) \text{tr} \left[ \left( I - K_h^{\text{hypo}(h_0)} H^{(0)} \right)^{-1} K_h^{\text{hypo}(h_0)} \lim_{\eta_1 \searrow 0} \frac{1}{2} \left( H^{(\eta_1)} - H^{(0)} \right) \right]
$$

$$
- \det \left( I - K_h^{\text{hypo}(h_0)} G^{(0)} \right) \text{tr} \left[ \left( I - K_h^{\text{hypo}(h_0)} G^{(0)} \right)^{-1} K_h^{\text{hypo}(h_0)} \lim_{\eta_1 \searrow 0} \frac{1}{2} \left( G^{(\eta_1)} - G^{(0)} \right) \right].
$$

(4.69)
We will here rewrite the limits of the kernels, as we did in (4.68). Using Lemma 4.8 and formula (B.4), the expression in the last line of (4.69) equals

$$\begin{align*}
\det\left( I - K_{1/2}^{\text{hypo}(h_0)} G^{(0)} \right) & \text{tr} \left[ \left( I - K_{1/2}^{\text{hypo}(h_0)} G^{(0)} \right)^{-1} K_{1/2}^{\text{hypo}(h_0)} A^{(*;0)} \right] \\
\text{(4.70)} & = \det\left( I - K_{1/2}^{\text{hypo}(h_0)} \left( G^{(0)} - A^{(*;0)} \right) \right) - \det\left( I - K_{1/2}^{\text{hypo}(h_0)} G^{(0)} \right),
\end{align*}$$

where we used that $A^{(*;0)}$ is rank-one.

Now we turn to the kernel $H^{(h_1)}$ in (4.69), for which we have

$$\begin{align*}
\lim_{\eta \searrow 0} \frac{1}{|\eta_1|} (H^{(\eta_1)} - H^{(0)}) = \lim_{\eta \searrow 0} \frac{1}{|\eta_1|} (G^{(\eta_1)} - G^{(0)}) - \lim_{\eta \searrow 0} \frac{1}{|\eta_1|} (A^{(\eta_1;\ast)} - A^{(0;\ast)}) = A^{(*;0)} - A^{(*;\ast)},
\end{align*}$$

where we used definitions (4.67) and Lemma 4.8. The operators $A^{(*;0)}$ and $A^{(*;\ast)}$ are rank one. Hence, plugging (4.71) into (4.69) and applying (B.4) twice, the expression in the second line of (4.69) can be written as

$$\begin{align*}
\det\left( I - K_{1/2}^{\text{hypo}(h_0)} H^{(0)} \right) & \text{tr} \left[ \left( I - K_{1/2}^{\text{hypo}(h_0)} H^{(0)} \right)^{-1} K_{1/2}^{\text{hypo}(h_0)} \left( A^{(*;0)} - A^{(*;\ast)} \right) \right] \\
\text{(4.72)} & = \det\left( I - K_{1/2}^{\text{hypo}(h_0)} \left( H^{(0)} - A^{(*;0)} \right) \right) - \det\left( I - K_{1/2}^{\text{hypo}(h_0)} \left( H^{(0)} - A^{(*;\ast)} \right) \right).
\end{align*}$$

Combining formulas (4.69), (4.70) and (4.72), we conclude that

$$\begin{align*}
F_{1,M,L}(x_1, x_2) & = \det\left( I - K_{1/2}^{\text{hypo}(h_0)} \left( H^{(0)} - A^{(*;0)} \right) \right) - \det\left( I - K_{1/2}^{\text{hypo}(h_0)} \left( H^{(0)} - A^{(*;\ast)} \right) \right) \\
& - \det\left( I - K_{1/2}^{\text{hypo}(h_0)} \left( G^{(0)} - A^{(*;0)} \right) \right) + \det\left( I - K_{1/2}^{\text{hypo}(h_0)} G^{(0)} \right).
\end{align*}$$

Recalling the definition of the kernels (4.67), we can write the last expression as

$$\begin{align*}
F_{1,M,L}(x_1, x_2) & = \det\left( I - K_{1/2}^{\text{hypo}(h_0)} \left( R^{(0;0)} - A^{(0;\ast)} - A^{(*;0)} \right) \right) \\
& - \det\left( I - K_{1/2}^{\text{hypo}(h_0)} \left( R^{(0;0)} - A^{(0;\ast)} - A^{(*;\ast)} \right) \right) \\
(4.73) & - \det\left( I - K_{1/2}^{\text{hypo}(h_0)} \left( R^{(0;0)} - A^{(*;0)} \right) \right) + \det\left( I - K_{1/2}^{\text{hypo}(h_0)} R^{(0;0)} \right).
\end{align*}$$

This exact formula for $F_{1,M,L}(x_1, x_2)$ will be useful next, in Section 4.2.

4.2. Properties of the function $F_{t,M,L}$. We now prove the properties of the function $F_{t,M,L}$, which are stated in Proposition 4.1.

4.2.1. Continuity. Dependence of the function $F_{t,M,L}$ on $x_1$, $x_2$, and $M$ comes through the kernels $A^{(0;\ast)}$, $A^{(*;0)}$, and $A^{(*;\ast)}$ in formula (4.73). These kernels are rank-one, and are defined in (4.62) via the two functions (4.49). Furthermore, these two functions depend on these variables only through the kernels $P_{[a,b]}^{\text{No hit}(-\theta_1, \eta_2)}$ and their first-order derivatives. This non-hitting density of Brownian motion depends continuously on $x_1$, $x_2$, and $M$, from which we can conclude that the kernels in (4.73) are continuous as well. Then Lemma B.1.2 implies linearity of the Fredholm determinants in (4.73) and hence of the function $F_{t,M,L}(x_1, x_2)$.

4.2.2. Scaling property. From identity (4.10), we conclude

$$F_{t,M,L}^{(\eta_1, \eta_2)}(x_1, x_2) = F_{1,t^{-1/3}, t^{-2/3}}^{(\eta_1^{(t)}, \eta_2^{(t)})}(t^{-2/3}x_1, t^{-2/3}x_2),$$
where \( \eta_t^{(t)} = (t^{-1/3}\xi, t^{-2/3}\delta_t) \). Hence, from (4.7b), we have

\[
\mathcal{F}_{t,M,L}(x_1, x_2) = t^{-2} \lim_{m \to 0} \lim_{\eta_1, \eta_2 \to 0} \frac{1}{||\eta_1|| ||\eta_2||} \mathcal{F}_{1,t^{-1/3}M,t^{-2/3}L}^{(\eta_1^{(t)}, \eta_2^{(t)})}(t^{-\frac{2}{3}}x_1, t^{-\frac{2}{3}}x_2)
\]

\[
= t^{-2} \mathcal{F}_{1,t^{-1/3}M,t^{-2/3}L}^{(\eta_1^{(t)}, \eta_2^{(t)})}(t^{-\frac{2}{3}}x_1, t^{-\frac{2}{3}}x_2)
\]

which is exactly (4.8).

4.2.3. Boundedness. Now, we will prove the bound (4.9). To this end, we write (4.73) as

\[
\mathcal{F}_{1,M,L}(x_1, x_2) = \mathcal{F}_{1,M,L}^{(1)}(x_1, x_2) + \mathcal{F}_{1,M,L}^{(2)}(x_1, x_2),
\]

where

(4.74a) \[
\mathcal{F}_{1,M,L}^{(1)}(x_1, x_2) := \det \left( I - K_{1/2}^{\text{hypo}(b_0)} \left( R^{(0,0)} - A^{(0;0)} \right) \right)
\]

\[
- \det \left( I - K_{1/2}^{\text{hypo}(b_0)} \left( R^{(0,0)} - A^{(0;0)} - A^{(0;\ast)} \right) \right),
\]

(4.74b) \[
\mathcal{F}_{1,M,L}^{(2)}(x_1, x_2) := \det \left( I - K_{1/2}^{\text{hypo}(b_0)} \left( R^{(0,0)} - A^{(0;\ast)} - A^{(\ast;\ast)} \right) \right)
\]

\[
+ \det \left( I - K_{1/2}^{\text{hypo}(b_0)} R^{(0,0)} \right) - \det \left( I - K_{1/2}^{\text{hypo}(b_0)} \left( R^{(0,0)} - A^{(0;\ast)} \right) \right)
\]

\[
- \det \left( I - K_{1/2}^{\text{hypo}(b_0)} \left( R^{(0,0)} - A^{(\ast;\ast)} \right) \right).
\]

Then (4.9) will follow immediately, if we prove that

(4.75a) \[
\mathcal{F}_{1,M,L}^{(1)}(x_1, x_2) \leq C e^{c|x_2 - x_1|^\frac{3}{2}},
\]

(4.75b) \[
\mathcal{F}_{1,M,L}^{(2)}(x_1, x_2) \leq C,
\]

uniformly in \( x_1, x_2 \in J_L, x_1 < x_2 \) and \( |M| \leq L \), where \( C, e \geq 0 \) depend only on \( L \), \( L \) and \( \alpha \).

Thus, it remains to prove (4.75). Let us recall the definitions of the kernels involved in (4.74) and show that their trace norms are bounded. The kernel \( K_{1/2}^{\text{hypo}(b_0)} \) is defined in (2.10), from which we conclude that \( ||K_{1/2}^{\text{hypo}(b_0)}||_1 \leq C_1 \), for a finite constant \( C_1 \geq 0 \) which depends on the initial data \( b_0 \) merely in terms of its maximal value (see the comments after (2.10)). The kernel \( R^{(0,0)} \) is defined in (4.14). Since the prelimiting kernel in (2.10) is trace class, the definitions (4.14) and (2.11) imply that \( R^{(0,0)} \) is trace class. The kernels \( A^{(\ast;\ast)} \), \( A^{(0;\ast)} \) and \( A^{(\ast;\ast)} \) are defined in (4.62), and Lemma 4.7 proves that they are trace class.

Applying the bounds (B.5), (B.1) and (B.2) to the determinants in (4.74a), and using boundedness of the trace norms of the involved operators, we obtain

(4.76) \[
\mathcal{F}_{1,M,L}^{(1)}(x_1, x_2) \leq C_2 ||A^{(\ast;\ast)}||_1 \exp \left( C_3 ||A^{(\ast;\ast)}||_1 + C_3 \right),
\]

for some constants \( C_2, C_3 \geq 0 \). Using the bound (4.64) in (4.76), we obtain (4.75a), as required. Here, we simply estimated \( (x_2 - x_1)^{-3/2} \) by a suitable exponential.

Consider now the function \( \mathcal{F}_{1,M,L}^{(2)} \). We apply (B.5), (B.1) and (B.2) to the two pairs of determinants in (4.74b): first and third, and second and fourth. For this, we use boundedness of the trace norms of the involved kernels, which we stated above. Then we find that

(4.77) \[
\mathcal{F}_{1,M,L}^{(2)}(x_1, x_2) \leq C_4 ||A^{(\ast;\ast)}||_1 \exp \left( C_5 ||A^{(\ast;\ast)}||_1 + C_5 \right).
\]

Applying (4.64) to (4.77), we obtain the required bound (4.75b).
4.3. Upper bound on the twin peaks probability. Using Proposition 4.1, we can prove the
twin peaks probability for the cutoff $h^L$ of the KPZ fixed point, defined in (3.9).

**Theorem 4.9.** Let the initial data $h_0 \in UC$ of the KPZ fixed point satisfy $h_0(x) \leq \alpha$ for some
$\alpha \in \mathbb{R}$ and for any $x \in \mathbb{R}$. Then, for any $0 < L \leq \bar{L}$, $A > 0$ and $0 < T_0 < T$,
\begin{equation}
\mathbb{P}_{h_0}(h^L_t \in TP^\varepsilon_{A,L}) \leq C \varepsilon t^{-\frac{1}{2}},
\end{equation}
for $t \in [T_0, T]$, and for a constant $C \geq 0$ depending on $T_0$, $L$, $\bar{L}$, $A$, $\beta$ (which comes into the
definition of $J_L$ in (4.2) and (4.3)) and $\alpha$ (i.e., the dependence on $h_0$ is merely via the constant $\alpha$).

With this, we may close out the proof of Theorem 1.2; we will then prove the just stated theorem.

**Proof of Theorem 1.2.** Lemma 3.1 implies that, for any $t > 0$, the KPZ fixed point $h_t$ almost surely
has a maximizer. Then uniqueness of the maximizer follows immediately from Theorem 4.9 by first
taking the limit $\varepsilon \to 0$, then $\bar{L} = L \to \infty$ and then $A \to 0$.

**Proof of Theorem 4.9.** We may write the probability on the left-hand side of (4.78) as
\begin{equation}
\mathbb{P}_{h_0}(h^L_t \in TP^\varepsilon_{A,L}) = \sum_{M \in \mathbb{Z}} \mathbb{P}_{h_0}(h^L_t \in TP^\varepsilon_{A,L}, \text{Max}(h^L_t) \in (M - \varepsilon, M)).
\end{equation}
Let us define the $\varepsilon$-fattening of $J_L$ by $J_L^\varepsilon := \bigcup_{x \in J_L}[x - \varepsilon, x + \varepsilon]$. From the definition of the set
$TP^\varepsilon_{A,L}$, we conclude that, if $J_L^{\varepsilon,1/2} \cap (M - \varepsilon, M] = \emptyset$, then the term indexed by $M$ in the sum (4.79)
vanishes. When this term does not vanish, we can estimate it by
\begin{align*}
\mathbb{P}_{h_0}(h^L_t \in TP^\varepsilon_{A,L}, \text{Max}(h^L_t) \in (M - \varepsilon, M))
\leq \mathbb{P}_{h_0}(\exists x_1, x_2 \in J_L : x_2 - x_1 \geq A, \ h_t(x_1) > M - 2\varepsilon, \ h_t(y) \leq M \text{ for } y \in [-L, L]).
\end{align*}
For $0 < \delta \leq A$, denote $\eta = (2\varepsilon, \delta)$, and let $A_\delta$ be the largest value in $\delta \mathbb{Z}$ such that $0 < A_\delta \leq A$
Then, using the function $F_{t,M,L}(x_1, x_2)$, defined in (4.4), we have the upper bound
\begin{equation}
\mathbb{P}_{h_0}(h^L_t \in TP^\varepsilon_{A,L}) \leq \sum_{x_1, x_2 \in (\delta \mathbb{Z}) \cap J^\varepsilon_L} \sum_{M \in (\delta \mathbb{Z}) \cap J^\varepsilon_L} F_{t,M,L}(x_1, x_2).
\end{equation}
For $0 < \delta_1 \leq \delta_2$ and $0 < \varepsilon_1 \leq \varepsilon_2$, let us set $\eta_1 = (2\varepsilon_1, \delta_1)$ and $\eta_2 = (2\varepsilon_2, \delta_2)$. Moreover, we define
\begin{align*}
\mathcal{I}(\eta_1; \eta_2) := \sum_{x_1, x_2 \in (\delta_1 \mathbb{Z}) \cap J^\varepsilon_L} \sum_{M \in (\delta_2 \mathbb{Z}) \cap J^\varepsilon_L} F_{t,M,L}(x_1, x_2),
\end{align*}
where we prefer to suppress dependence on the variables $t, A$, etc. Then (4.80) reads as
\begin{equation}
\mathbb{P}_{h_0}(h^L_t \in TP^\varepsilon_{A,L}) \leq \mathcal{I}(\eta_1; \eta_2).
\end{equation}
From (4.7a), we conclude that for every fixed $\tilde{\eta}_1 > 0$ the following limit holds:
\begin{align*}
\lim_{\tilde{\eta}_1 \to 0} \frac{1}{|\tilde{\eta}_2|} \mathcal{I}(\tilde{\eta}_1; \tilde{\eta}_2) = \sum_{x_1, x_2 \in (\delta_1 \mathbb{Z}) \cap J^\varepsilon_L} \sum_{M \in (\delta_2 \mathbb{Z}) \cap J^\varepsilon_L} F_{t,M,L}(x_1, x_2) =: \mathcal{I}(\tilde{\eta}_1; \star).
\end{align*}
Since the limit (4.7a) holds uniformly over $\eta_1$ and since the function $F_{t,M,L}(x_1, x_2)$ is positive, we
conclude that there exist constants $\chi_1 > 0$ and $C_1 > 0$, independent of $\tilde{\eta}_1$ and $\tilde{\eta}_2$, such that
\begin{equation}
\mathcal{I}(\tilde{\eta}_1; \tilde{\eta}_2) \leq C_1 |\tilde{\eta}_2| \mathcal{I}(\tilde{\eta}_1; \star),
\end{equation}
for all $\bar{\eta}_1, \bar{\eta}_2 \in (0, \chi]^2$ and $\bar{\eta}_2 \in \text{Dom}$ (this domain is defined in (4.5)). Now we claim that

\begin{equation}
(4.82) \quad \lim_{\bar{\eta}_1 \to 0} \varepsilon_1^{-1} |\bar{\eta}_1| I^{(\bar{\eta}_1; \ast)} = C_2 \int_{-\beta L - A}^{\beta L - A} \frac{dx_1}{\beta L} \int_{x_1 + A}^{\beta L} \frac{dx_2}{\beta} \int_{-\beta L}^{\beta L} \frac{dM}{\beta} \mathcal{F}_{t, M, L}(x_1, x_2) =: I,
\end{equation}

for a constant $C_2 > 0$ which we define later, and where the constant $\beta$ arises from the definition of $J_L$. We note that continuity of the function $\mathcal{F}_{t, M, L}$ proved in Proposition 4.1, guarantees that the latter triple integral is well-defined. We postpone our proof of this limit for the moment, and show how it implies the bound (4.78).

From (4.82), we conclude that there exist constants $\chi_3 > 0$ and $C_3 > 0$ such that

\begin{equation}
(4.83) \quad I^{(\bar{\eta}_1; \ast)} \leq C_3 \varepsilon_1^{-1} |\bar{\eta}_1|, \quad \text{for all } \bar{\eta}_1 \in (0, \chi_3]^2 \cap \text{Dom}. \quad \text{Hence, from (4.80), and from the two bounds (4.81) and (4.83), we get}
\end{equation}

\begin{equation}
(4.84) \quad \mathbb{P}_{b_0} \left( \theta_t^L \in \text{TP}_{A, L}^8 \right) \leq C_4 e^L
\end{equation}

where $C_4 = C_1 C_2 C_3$. Using the scaling property (4.8), changing the variables of integration, denoting $L_t := t^{-1/3} L$, $L_t := t^{-1/3} L$ and $A_t := t^{-1/3} A$, and using the bound in (4.9) on $\mathcal{F}_{t, M, L}(x_1, x_2)$, we may write the preceding expression explicitly as

\begin{equation}
C_4 e^L = C_5 e^{t^{-1} \int_{-\beta L_t - A_t}^{\beta L_t - A_t} \frac{dx_1}{\beta L} \int_{x_1 + A_t}^{\beta L_t} \frac{dx_2}{\beta} \int_{-\beta L_t}^{\beta L_t} \frac{dM}{\beta} e^{\varepsilon_2 (x_2 - x_1)^{-\frac{3}{2}}} \text{ where the constants } C_5 \text{ and } c \text{ depend on } L_{T_0}, \bar{L}_{T_0} \text{ and } \alpha (\text{the constant } \alpha \text{ arises from the upper bound on the initial data } b_0). \quad \text{In Theorem 4.9, we have assumed that } t \in [T_0, T]. \text{ For this range of } t \text{ and given the condition that } x_2 - x_1 \geq A_t \leq A_{T_0} \text{ from the integral above, we can bound above exp} \left\{ c(x_2 - x_1)^{-\frac{3}{2}} \right\} \leq \exp \left\{ c A_{T_0}^{-3/2} \right\}. \text{ Inserting this bound and evaluating the integrals yields another constant depending just on } \beta, T_0, T, L, \bar{L} \text{ and } A. \text{ Thus we have shown that } C_4 e^L \leq C_6 e^{t^{-1/3}}. \text{ In light of (4.84), this yields (4.78) and completes the proof.}
\end{equation}

All that remains is to prove the limit (4.82). For this, let us define the finite sets

\begin{equation}
S_\delta := \left\{ (x_1, x_2) : x_1 \in (\delta \mathbb{Z}) \cap J_{L_t}^1, x_2 - x_1 \geq A_{\delta} \right\}, \quad \tilde{S}_\varepsilon := (\varepsilon \mathbb{Z}) \cap J_{L_t}^{1/2}, \text{ over which the summation in (4.80) is performed. Recalling that } \bar{\eta}_1 = (2 \varepsilon_1, \delta_1), \text{ we may write}
\end{equation}

\begin{equation}
\varepsilon_1^{-1} |\bar{\eta}_1| I^{(\bar{\eta}_1; \ast)} - I = \varepsilon_1^{-1} |\bar{\eta}_1|^2 \sum_{(x_1, x_2) \in S_{\delta_1}} \sum_{M \in S_1} \left( \frac{1}{|\bar{\eta}_1|} \mathcal{F}_{t, M, L}(x_1, x_2) - \mathcal{F}_{t, M, L}(x_1, x_2) \right)
\end{equation}

\begin{equation}
+ \left( \varepsilon_1^{-1} |\bar{\eta}_1|^2 \sum_{(x_1, x_2) \in S_{\delta_1}} \sum_{M \in S_1} \mathcal{F}_{t, M, L}(x_1, x_2) - I \right).
\end{equation}

Call the first term on the right-hand side $I_1$ and the second one $I_2$. The cardinalities $|S_{\delta_1}|$ and $|\tilde{S}_{\varepsilon_1}|$ are respectively proportional to $\delta_1^2$ and $\varepsilon_1^{-1}$, and we can define the finite constants $\lim_{\delta_1 \to 0} \delta_1^2 |S_{\delta_1}| = C_7$ and $\lim_{\varepsilon_1 \to 0} \varepsilon_1 |\tilde{S}_{\varepsilon_1}| = C_8$, where $C_7$ depends on $L, A$ and $\beta$, and $C_8$ depends on $\bar{L}$ and $\beta$. Moreover, we define the sets

\begin{equation}
S := \bigcap_{\delta_1 > 0} S_{\delta_1} = \left\{ (x_1, x_2) : x_1 \in J_{L_t}, x_2 - x_1 \geq A \right\}, \quad \tilde{S} := \bigcap_{\varepsilon_1 > 0} \tilde{S}_{\varepsilon_1} = J_{L_t}^{1/2}.
\end{equation}

Proposition 4.1 implies continuity of the function $\mathcal{F}_{t, M, L}(x_1, x_2)$ for $(x_1, x_2) \in S$ and $M \in \tilde{S}$. Hence, if we take the constant $C_2 = \lim_{\varepsilon_1, \delta_1 \to 0} \varepsilon_1^{-1} |\bar{\eta}_1|^2 |S_{\delta_1}| |\tilde{S}_{\varepsilon_1}| = 4 C_7 C_8$ in (4.82), then $|I_2| \to 0$ in the limit $\varepsilon_1, \delta_1 \to 0$, in view of the definition of a multiple integral as a limit of Riemann sums.
To deal with the other term, observe that
\[
|\mathcal{I}_2| \leq \varepsilon^{-1} |\tilde{\eta}_1|^2 |S_{\delta_1}| \sup_{(x_1, x_2) \in S_{\delta_1}} \left| \frac{1}{|\tilde{\eta}_1|} \mathcal{F}^{(\eta_1; x)}_{t, M, L}(x_1, x_2) - \mathcal{F}_{t, M, L}(x_1, x_2) \right|.
\]

The multiplier $\varepsilon^{-1} |\tilde{\eta}_1|^2 |S_{\delta_1}|$ converges to $C_2$ as $\varepsilon, \delta_1 \to 0$, and Proposition 4.1 implies that the expression (4.85) vanishes as $\eta_1 \to 0$ along the domain $\text{Dom}$. This finishes the proof of (4.82).

\section{The lower bound on the twin peaks probability}

In this section, we prove a rigorous version of Item (iii) in the heuristics provided in Section 1.3: at any positive time, the KPZ fixed point lies in the set $\text{TP}_A^f$ defined in (4.3) with probability at least a constant multiple of $\varepsilon$.

**Theorem 5.1.** Let the initial state $\eta_0$ of the KPZ fixed point satisfy Assumption 1.1, and suppose that $A > 0$ and $t > 0$. There exist $L_0$ and $\eta > 0$ (both depending on $A$, $t$, and $\eta_0$) such that, for all $L \geq L_0$ and $\varepsilon \in (0, 1)$,

$$
\mathbb{P}_{\eta_0} \left( \eta_t \in \text{TP}_A^f \right) \geq \eta \varepsilon.
$$

Further, $\eta$ and $L_0$ can be taken to depend on $t > 0$ in a continuous manner.

Theorem 5.1 offers a lower bound on the probability of the twin peaks’ event. The general $t$ version of this result follows from the $t=1$ case in light of the 1:2:3 invariance of the KPZ fixed point recalled in Proposition 2.4(i). Thus in this section we set $t=1$ and, for notational convenience, we will denote $\eta_1$ by $\eta$; the claim in Theorem 5.1 that $\eta$ and $L_0$ can be taken to depend on $t$ continuously will be handled separately. Also, we prefer to suppress the initial state $\eta_0$ from notation for the probability measure.

Recall that Assumption 1.1 says that there exist $\alpha$, $\gamma$, and $\lambda$ such that $\eta_0(y) = -\infty$ for all $y < -\lambda$ and satisfies $\eta_0(y) \leq \alpha - \gamma y^2$ for all $y \in \mathbb{R}$. In this section, we assume without loss of generality that $\alpha = \lambda = 0$. We may do so because the occurrence of the twin peaks’ event $\text{TP}_A^f$ is unchanged, provided that $L$ is altered suitably, under arbitrary shifts of $\eta_0$ in the horizontal and vertical directions; i.e., under transformations of the form $\eta_0(\cdot) \mapsto \eta_0(\cdot + z_1) + z_2$ for fixed $z_1, z_2 \in \mathbb{R}$.

So we consider the function $\tilde{\eta}_0(y) := \eta_0(y - \lambda) - (\alpha + \gamma \lambda^2)$, which satisfies $\tilde{\eta}_0(y) = -\infty$ for all $y < 0$. For this function, we have that

$$
\tilde{\eta}_0(y) \leq \alpha - (\alpha + \gamma \lambda^2) - \gamma(y - \lambda)^2 \leq -\frac{\gamma}{2} y^2, \text{ for all } y \in \mathbb{R},
$$

by noting that the arithmetic-geometric mean inequality implies that $2y\lambda \leq y^2/2 + 2\lambda^2$. We will relabel $\gamma/2$ by $\gamma$ since this quantity differs from $\gamma$ by a constant multiple that is independent of $\alpha$ and $\lambda$. Thus, for $\tilde{\eta}_0$ satisfying Assumption 1.1, we may indeed assume that $\alpha = \lambda = 0$, i.e.,

$$
\tilde{\eta}_0(y) \leq -\gamma y^2 \text{ for all } y \in \mathbb{R} \text{ and } \tilde{\eta}_0(y) = -\infty \text{ for } y < 0;
$$

of course, as mentioned previously, making this simplification may need a modification in the value of $L$ for which we consider the event $\text{TP}_A^f$. More precisely, we have that $\tilde{\eta}_t \in \text{TP}_A^f \iff \tilde{\eta}_t \in \text{TP}_{\tilde{\eta}_0}^f$, where $\tilde{\eta}_t$ is obtained from $\eta_t$ by applying the same horizontal and vertical shift that was applied above to $\tilde{\eta}_0$ to give $\tilde{\eta}_0$ (so $\tilde{\eta}_0$ has the distribution of the KPZ fixed point started from initial condition $\tilde{\eta}_0$ at time $t$) and $\tilde{\eta}$ is a function of $L$, $\alpha$, $\gamma$ and $\lambda$. This simplification will aid us in some later technical arguments.

Many of the estimates made in this section will depend on $\tilde{\eta}_0$, and it will be helpful to be precise about which aspects of $\tilde{\eta}_0$ are relevant. Thus, in this section the parameter $\theta$ will be such that

$$
\sup_{|y| \leq \theta} \tilde{\eta}_0(y) \geq -\theta.
$$
Estimates will depend on $h_0$ only through $\gamma$ and $\theta$; this is because we assume as above that $\alpha = \lambda = 0$, but note that the transformation described to make this simplification modifies the value of $\theta$.

In contrast to the paper at large, we work here mainly with the prelimiting model of Brownian last passage percolation. By doing so, we gain access to certain important tools: these include the Brownian description given by the distributional identification of the “melon” function of Brownian LPP (to be introduced shortly) with Dyson Brownian motion; and a remarkable deterministic identity (Proposition 5.2) relating last passage values in the Brownian environment with those in the melon-transformed environment. (A few words on this topic have been offered in explaining Item (iii) in Section 1.3.) We work with the prelimiting model since the key identity has not been proved at the level of the KPZ fixed point. Once we establish a prelimiting version of Theorem 5.1 (Proposition 5.6 below), we use the convergence of Brownian LPP to the KPZ fixed point (Lemma 5.5) to deduce the theorem. Below, in Figure 7, is a diagrammatic representation of the structure of this section.

**Figure 7.** Structure of this section.

### 5.1. Preliminaries.

**5.1.1. The model.** We denote the integer interval $\{1, \ldots, n\}$ by $[1, n]$. Consider a sequence of continuous functions $f = (f_1, \ldots, f_n) : [1, n] \times [0, \infty) \to \mathbb{R}$. We will depict these functions as in Figure 8. The functions $f_1$ through $f_n$ are each indexed by a spatial variable which lies respectively along one of $n$ horizontal lines, with the top line indexing $f_1$ and the bottom line indexing $f_n$. The function values along these lines represent an environment.

Let $0 \leq y \leq x$. An upright path $\gamma$ from $(y, n)$ (i.e., position $y$ on line $n$) to $(x, 1)$ is a path which starts at $(y, n)$ and moves rightwards, jumping up from one line to the next at certain times until it reaches $(x, 1)$: see Figure 8. An upright path is parametrized by its jump times $\{t_i\}_{i=1}^{n-1}$ at which it jumps from the $(i+1)^{st}$ line to the $i^{th}$ line. Define $\Pi_{y,x}^n$ to be the set of upright paths from $(y, n)$ to $(x, 1)$. The weight of $\gamma \in \Pi_{y,x}^n$ in $f$ is denoted $f[\gamma]$ and defined by

$$f[\gamma] = \sum_{i=1}^{n-1} \left( f_i(t_{i-1}) - f_i(t_i) \right),$$

where $\{t_i\}_{i=1}^{n-1}$ are the jump times of $\gamma$, with $t_0 = y$ and $t_n = x$. This expression is thus the sum of increments of $f$ along the portions of $\gamma$ on each line. We define the last passage value in $f$ from
Figure 8. Left: A depiction of the environment given by \( f \). The functions \( f_i \) corresponding to each line are graphed in red on the corresponding black line for visual clarity; the function values themselves need not be ordered. Right: An upright path \( \gamma \) from \((y, n)\) to \((x, 1)\) is depicted in green; note that in a formal sense the depicted vertical portions are not part of the path. The path’s weight is the sum of the increments of \( f_i \) along the portion of the \( i \)th line \( \gamma \) spends on it.

\[(y, n) \rightarrow (x, 1) \text{ by} \]

\[f([(y, n) \rightarrow (x, 1)] = \sup_{\gamma \in \Pi_{y,x}} f[\gamma].\]

If the set \( \Pi_{y,x} \) is empty, i.e., if \( y > x \), we define the passage value to be \(-\infty\). The model of Brownian LPP is specified by taking \( f \) to be a collection of \( n \) independent standard Brownian motions defined on \([0, \infty)\).

5.1.2. The melon function. We define the weight of a collection of disjoint (except possibly at shared endpoints) upright paths as the sum of the weights of the constituent paths. Then for \( j \in \{1, n\} \), we define \( f[(y, n)^j \rightarrow (x, 1)^j] \) to be the maximum weight over all collections of \( j \) disjoint paths from \((y, n)\) to \((x, 1)\).

With this, we may define the melon function \( Wf = ((Wf)_1, \ldots, (Wf)_n) : [1, n] \times [0, \infty) \rightarrow \mathbb{R} \) by

\[(Wf)_j(x) = f[(0, n)^j \rightarrow (x, 1)^j] - f[(0, n)^j-1 \rightarrow (x, 1)^j-1],\]

for \( j \geq 2 \) and \( (Wf)_1(x) = f[(0, n) \rightarrow (x, 1)] \). Two important deterministic properties are that the curves of \( Wf \) are ordered, meaning that \( (Wf)_i(\cdot) \geq (Wf)_{i+1}(\cdot) \) for each \( i \in \{1, n-1\} \) (see, for instance, the discussion at the start [DOV18, Section 4] and references given there); and an inference concerning last passage values in the melon environment:

**Proposition 5.2** (Special case of Proposition 4.1 of [DOV18]). Let \( f = (f_1, \ldots, f_n) : [1, n] \times [0, \infty) \rightarrow \mathbb{R} \) be continuous, and let \( y \leq x \). Then

\[f((y, n) \rightarrow (x, 1)) = (Wf)((y, n) \rightarrow (x, 1)].\]

In particular, this proposition applies when \( f = B \), a collection of \( n \) Brownian motions, as considered below in Section 5.1.3. An important technical condition imposed by the definition of \( Wf \), as well as by Proposition 5.2, is that the domain of each line is \([0, \infty)\), rather than \( \mathbb{R} \). It is because of this condition that we consider only initial conditions which are \(-\infty\) for all small enough arguments; which is to say, this is why we require Assumption 1.1(b).

5.1.3. Scaling limit of Brownian LPP. We will need the convergence of Brownian LPP values to the parabolic Airy sheet, a convergence that holds uniformly on compact sets. Let \( B : [1, n] \times \mathbb{R} \rightarrow \mathbb{R} \) be a collection of \( n \) independent two-sided Brownian motions. Define \( S_n : \mathbb{R}^2 \rightarrow \mathbb{R} \cup \{-\infty\} \) by

\[S_n(y, x) := n^{-1/3} \left( B[(2yn^{2/3}, n) \rightarrow (n + 2xn^{2/3}, 1)] - 2n - 2(x - y)n^{2/3} \right);\]
the co-domain includes $-\infty$ simply to handle the case that $2yn^{2/3} > n + 2xn^{2/3}$. (Although here we allow $y$ to be negative, the definitions in (5.2) and (5.3) easily generalize.)

Here is a statement of convergence of Brownian LPP to the parabolic Airy sheet. (It is simply to have a cleaner version of this statement that we allowed $y$ to be negative in (5.5).)

**Proposition 5.3** (Theorem 1.3 of [DOV18]). In the topology of uniform convergence on compact sets, we have the convergence in law

$$\mathcal{S}(y, x) = \lim_{n \to \infty} S_n(y, x).$$

We will generally work with a centred and scaled version of $WB$. Indeed, let $P_n = (P_{n,1}, \ldots, P_{n,n}) : [1, n] \times [-\frac{1}{2}n^{1/3}, \infty) \to \mathbb{R}$ be given by

$$P_{n,j}(x) = n^{-1/3} \left((WB)_j(n + 2xn^{2/3}) - (2n + 2xn^{2/3})\right).$$

Here, $P$ indicates “parabolic”, as these objects converge to the parabolic Airy line ensemble (though we will not use this fact, as we only require the convergence of Brownian LPP values to the parabolic Airy sheet as in Proposition 5.3). Since $(WB)_j(\cdot)$ is ordered, and $(WB)_j(0) = 0$ for $j \in [1, n]$, we see that, for $x \geq -\frac{1}{2}n^{1/3}$,

$$P_{n,1}(x) = n^{-1/3} \left(B[(0, n) \to (n + 2xn^{2/3}, 1)] - (2n + 2xn^{2/3})\right)$$

$$= \mathcal{S}_n(0, x).$$

We used the definition of $WB_{n,1}$ (5.4) for the first equality and (5.5) for the second.

Note also that

$$P_n[(y, n) \to (x, 1)] = n^{-1/3} \left((WB)[(n + 2yn^{2/3}, n) \to (n + 2xn^{2/3}, 1)] - 2(x - y)n^{2/3}\right),$$

for all $-\frac{1}{2}n^{1/3} \leq y < x$. We find then that, for $y > 0$ with $x > y - \frac{1}{2}n^{1/3}$,

$$\mathcal{S}_n(y, x) = P_n[-\frac{1}{2}n^{1/3} + y, n) \to (x, 1)] - n^{2/3}$$

by comparing (5.8) to the definition (5.5) of $\mathcal{S}_n$, and using Proposition 5.2.

We may now define the prelimiting version of $\mathcal{h}$, denoted $\mathcal{h}^{(n)} : [-n^{1/60}, n^{1/60}] \to \mathbb{R} \cup \{-\infty\}$, by

$$\mathcal{h}^{(n)}(x) = \sup_{0 \leq y \leq n^{1/60}} \left(\mathcal{h}_0(y) + \mathcal{S}_n(y, x)\right)$$

$$= \sup_{0 \leq y \leq n^{1/60}} \left(\mathcal{h}_0(y) + P_n[-\frac{1}{2}n^{1/3} + y, n) \to (x, 1)] - n^{2/3}\right),$$

since by assumption $\mathcal{h}_0(y) = -\infty$ for $y < 0$. The final equality follows from (5.9). We adopt the upper limit of $n^{1/60}$ on $y$ and $|x|$ in order to meet a technical hypothesis in the application of an upcoming estimate Proposition 5.7 from [GH20]; note that $n^{1/60} \to \infty$ as $n \to \infty$ and so in the limit $y$ and $x$ can be thought of as respectively taking any non-negative value and any real value. Finally, for given $x$, a path in the environment defined by $P_n$ which achieves the supremum implicit in $P_n[-\frac{1}{2}n^{1/3} + y, n) \to (x, 1)]$ in the last equality of (5.10) is called a geodesic.

The next lemma translates the well-known fact that $WB$ can be described as non-intersecting Brownian motions to a similar statement about $P_n$’s distribution; see also Figure 9.

**Lemma 5.4.** The distribution of $P_n : [1, n] \times [-\frac{1}{2}n^{1/3}, \infty) \to \mathbb{R}$ is that of $n$ independent Brownian motions of rate two and of drift $-n^{1/3}$, with common initial value $-n^{2/3}$, and conditioned on mutual non-intersection.
\[ n^{2/3} \text{ drift } = -n^{1/3} O(1) \]

\[ O(1) \quad (n^{2/3}, 0) \]

\[ P_n,1 \]

**Figure 9.** A depiction of \( P_n \) from (5.6). The vertical shift by \( n^{-2/3} \), drift of \( -n^{-1/3} \), and scaling by \( n^{-1/3} \) are picked so that the height and fluctuations of \( P_{n,1} \) in a unit order interval are also of unit order, as emphasized by the black box of unit order height and width.

**Proof.** We may identify \( WB \) with \( n \)-level Dyson Brownian motion \([OY02]\), which may be defined as \( n \) independent Brownian motions of rate one and zero drift, with common initial value zero, conditioned on mutual non-intersection (the singular conditioning made precise via a suitable limiting procedure or a Doob \( h \)-transform); see, for example, \([Dys62; Meh91; Gra99]\). The expressions for the rate, drift, and initial value in the sought statement follow from the definition (5.6) of \( P_n \). \( \square \)

Since we ultimately need to make inferences about \( h \), we require that \( h^{(n)} \to h \) on compact sets. This is recorded in the next statement, which we will prove in Section 5.2 using the convergence of \( S_n \) to \( S \) from Proposition 5.3.

**Lemma 5.5.** Let \( h_0 : \mathbb{R} \to \mathbb{R} \cup \{-\infty\} \) satisfy Assumption 1.1. Then we have that \( h^{(n)} \to h \) in distribution in the topology of uniform convergence on compact sets.

We will prove Theorem 5.1 by deriving the following analogous statement for \( h^{(n)} \).

**Proposition 5.6.** Let \( h_0 : \mathbb{R} \to \mathbb{R} \cup \{-\infty\} \) satisfy Assumption 1.1 and suppose that \( A > 0 \). There exist \( L_0 \) and \( \eta > 0 \) (both depending on \( \gamma, \theta, \) and \( A \)) such that, for all \( L > L_0 \), there exists \( n_0 \) (depending on \( \gamma, \theta, \) and \( L \)) so that for all \( n > n_0 \) and \( \varepsilon \in (0,1) \),

\[ \mathbb{P}(h^{(n)} \in TP_{A,L}^\varepsilon) \geq \eta \varepsilon. \]

Further, \( L_0 \) and \( \eta \) may be taken to depend continuously on \( \gamma, \theta, \) and \( A \).

We show how Proposition 5.6 implies Theorem 5.1, and then turn to the proof of the former.

**Proof of Theorem 5.1.** As we have noted, we may take \( t = 1 \) and use the notation \( h \) in place of \( h_1 \). Let \( L > L_0 \) with \( L_0 \) as given in Proposition 5.6. By combining the fact that \( h^{(n)} \) converges to \( h \) uniformly on compact sets (Lemma 5.5) with the Portmanteau theorem and Proposition 5.6, we see that

\[ \mathbb{P}(h \in TP_{A,L}^\varepsilon) \geq \lim_{n \to \infty} \mathbb{P}(h^{(n)} \in TP_{A,L}^\varepsilon) \geq \eta \varepsilon. \]

For general \( t > 0 \), we must show that \( \eta \) and \( L_0 \) can be taken to depend on \( t \) continuously. This follows since the KPZ scaling, to move from the \( \varepsilon \)-twin peaks’ event for \( t > 0 \) to \( t = 1 \), modifies \( A, \gamma, \theta, \) and \( \varepsilon \) in a manner that depends continuously on \( t \); the dependence of \( \eta \) and \( L_0 \) on these quantities in Proposition 5.6 is also continuous. This completes the proof of Theorem 5.1. \( \square \)
We now turn to the proof of Proposition 5.6. We start with a section on some technical estimates regarding the location of maximizers of \( h^{(n)} \) as well as of the maximum in its definition (5.10).

### 5.2. Locations of maximizers

We will need a uniform tail bound for \( S_n(y, x) \) as \( x \) and \( y \) vary over compact intervals. Such a bound is proved in [GH20], and we state it here now.

**Proposition 5.7** (Proposition 3.15 of [GH20]). There exist finite positive constants \( n_0, K_0, C, \) and \( c \) such that, for \( n \geq n_0, K_0 \leq K \leq n^{1/30}, \) and \( 0 < R < n^{1/46}, \)

\[
\mathbb{P} \left( \sup_{x,y \in [-R,R]} |S_n(y, x) + (y - x)^2| > K \right) \leq CR^2 \exp(-cK^{3/2}).
\]

The proof of Proposition 5.7 as given in [GH20] is not difficult and follows a strategy used earlier in [BSS14] to prove a similar statement in another model of LPP; essentially, one considers a fine discretization of the set of endpoints in \([-R, R]\) and uses known one-point tail bounds and a union bound to get the uniform-over-endpoints statement.

It is to handle the bounds of \( n^{1/30} \) and \( n^{1/46} \) on \( K \) and \( R \) that we have imposed that \( y \leq n^{1/60} \) in the definition of \( h^{(n)} \) and restricted \( h^{(n)} \)’s domain to \([-n^{1/60}, n^{1/60}]\).

Next, we show uniform-in-\( n \) control over \( x_0^n \), the maximizer of \( h^{(n)} \).

**Lemma 5.8.** Let \( h_0 : \mathbb{R} \to \mathbb{R} \cup \{-\infty\} \) satisfy Assumption 1.1. Let \( x_0^n \) be the maximizer of \( h^{(n)} \) of largest absolute value. Given \( \delta > 0 \), there exist \( n_0 \) and \( M < \infty \) (both depending on \( \gamma, \theta, \) and \( \delta \)) such that, for all \( n \geq n_0, \)

\[
\mathbb{P} \left( |x_0^n| > M \right) \leq \delta.
\]

Further, \( M \) can be taken to depend on \( \gamma, \theta, \) and \( \delta \) continuously.

**Proof.** Since by definition \( x_0^n \in [-n^{1/60}, n^{1/60}] \), it is enough to prove that

\[
\mathbb{P} \left( \sup_{M < |x| < n^{1/60}} h^{(n)}(x) > h^{(n)}(0) \right) < \delta
\]

for large enough \( M \) depending only on \( \delta, \gamma \) and \( \theta \). For any \( K > 0 \), we may bound above the left-hand side by

\[
(5.11) \quad \mathbb{P} \left( \sup_{M < |x| < n^{1/60}} h^{(n)}(x) > h^{(n)}(0) \right) \leq \mathbb{P} \left( \sup_{M < |x| < n^{1/60}} h^{(n)}(x) > -K \right) + \mathbb{P} \left( h^{(n)}(0) < -K \right).
\]

We will find a \( K \) such that both terms are less than \( \delta/2 \). The second term is easier to bound, and we address it first. Let \( y_0 \in [-\theta, \theta] \) be such that \( h_0(y_0) \geq -2\theta \) and set \( K \geq 4\theta \). From the formula (5.10) for \( h^{(n)} \), we see that

\[
\mathbb{P} \left( h^{(n)}(0) < -K \right) \leq \mathbb{P} \left( h_0(y_0) + S_n(y_0, 0) < -K \right) \leq \mathbb{P} \left( S_n(y_0, 0) < -K/2 \right).
\]

We can bound this probability using the one-point tail information for \( S_n(y, x) \) from Proposition 5.7. Doing so shows that, for large enough \( K \), the probability is less than \( \delta/2 \).

Returning to the first term on the right-hand side of (5.11), recall that, by (5.1), there exists \( \gamma > 0 \) such that \( h_0(y) \leq -\gamma y^2 \) for all \( y \in \mathbb{R} \). Then we have from (5.10) that

\[
\mathbb{P} \left( \sup_{M < |x| < n^{1/60}} h^{(n)}(x) > -K \right) \leq \mathbb{P} \left( \sup_{M < |x| < n^{1/60}, 0 \leq y \leq n^{1/60}} (S_n(y, x) - \gamma y^2) > -K \right)
\]

\[
\leq \sum_{i=M}^{[n^{1/60}]} \sum_{j=0}^{[n^{1/60}]} \mathbb{P} \left( \sup_{|x| \in [i, i+1]} \sup_{y \in [j, j+1]} S_n(y, x) > -K + \gamma j^2 \right).
\]

(5.12)
Now we want to apply Proposition 5.7 to bound each summand. We see that

\[
\mathbb{P}\left( \sup_{\substack{[x] \in [i,i+1] \\ y \in [j,j+1]}} S_n(y, x) > -K + \gamma j^2 \right)
\]

(5.13)

\[
\leq \mathbb{P}\left( \sup_{\substack{[x] \in [i,i+1] \\ y \in [j,j+1]}} (S_n(y, x) + (x - y)^2) > -K + \gamma j^2 + (|i - j| - 1)^2 \right).
\]

We need a lower bound on the right-hand side of the preceding line’s probability, which we record next. We claim that there exists \( M \) large enough depending on \( \gamma \) such that, for \( i \geq M \) and \( j \geq 1 \),

\[
\gamma j^2 + (|i - j| - 1)^2 \geq \frac{\gamma}{4 + \gamma} (i^2 + j^2).
\]

(5.14)

The proof of this essentially follows by noting that \( 2ij \leq (1 + \gamma/2)j^2 + (1 + \gamma/2)^{-1}i^2 \) and we omit the further details.

Using (5.14) in (5.13) gives

\[
\mathbb{P}\left( \sup_{\substack{[x] \in [i,i+1] \\ y \in \gamma^{-1/2}[j,j+1]}} (S_n(y, x) + (x - y)^2) > -K + \gamma j^2 + (|i - j| - 1)^2 \right)
\]

\[
\leq \mathbb{P}\left( \sup_{\substack{[x] \in [i,i+1] \\ y \in [j,j+1]}} (S_n(y, x) + (x - y)^2) > \frac{\gamma}{4 + \gamma} \left( j^2 + \frac{1}{2} i^2 \right) \right).
\]

Here we assumed that \( K \leq \frac{\gamma \gamma}{2(1 + \gamma)} i^2 \) for \( i \geq M \), which can be assured by supposing that \( M \) is large enough. We apply Proposition 5.7 after noting that we are permitted to do so since for \( i \leq n^{1/60} \) and \( j \leq n^{1/60} \), we have \( i^2, j^2 < n^{1/30} \) and \([j, j + 1], [i, i + 1] \subseteq [-n^{1/46}, n^{1/46}] \). Thus we see, for positive constants \( c \) and \( C \) depending on \( \gamma \),

\[
\mathbb{P}\left( \sup_{\substack{[x] \in [i,i+1] \\ y \in [j,j+1]}} S_n(y, x) > -K + \gamma j^2 \right) \leq C \max\{i^2, j^2\} \exp\{-c(i^3 + j^3)\}.
\]

Returning to the sum in (5.12) and substituting this bound yields, for \( M \) large enough,

\[
\mathbb{P}\left( \sup_{M < |x| < n^{1/60}} h^{(n)}(x) > -K \right) \leq \sum_{i=M}^{[n^{1/60}]} \sum_{j=0}^{[n^{1/60}]} C \max\{i^2, j^2\} \exp\{-c(i^3 + j^3)\}
\]

\[
\leq \sum_{i=M}^{\infty} C'' i^2 \exp\{-ci^3\},
\]

which may be made smaller than \( \delta/2 \) by choosing \( M \) suitably high (which overall depends on \( \gamma \) and \( \theta \)) and by further assuming that \( n > M^{60} \), if required. It may be easily checked that the dependence of \( M \) on these quantities is continuous. This completes the proof of Lemma 5.8. \( \square \)

The proof of Lemma 5.5 on the convergence of \( h^{(n)} \) to \( h \) follows similar lines, relying on a bound on the location of the maximizer in the definition of \( h^{(n)} \) (5.10). We give it now.

Proof of Lemma 5.5. Set \( y_n(x) \) equal to \( \arg \max_y (h_0(y) + S_n(y, x)) \) (taking the choice of largest absolute value when it is not unique). Fix \( M > 0 \). We claim that \( (y_n(x))_{n \in \mathbb{N}} \) is uniformly tight.
for $x \in [-M,M]$. To show this, let $\varepsilon > 0$ be given and let $R \geq M \vee \theta$, so that we may choose $y_0 \in [0,R]$ such that $h_0(y_0) \geq -2\theta$. Then we observe that, for every $K > 0$,

$$
P(y_n(x) > R) \leq P\left( \sup_{R \leq y \leq n^{1/60}} (h_0(y) + S_n(y,x)) > h_0(y_0) + S_n(y_0,x) \right)
$$

$$
\leq P\left( \sup_{R \leq y \leq n^{1/60}} (h_0(y) + S_n(y,x)) > -K \right) + P(h_0(y_0) + S_n(y_0,x) < -K).
$$

(5.15)

We set $K \geq 4\theta$ large enough that $h_0(y_0) \geq -2\theta \geq -K/2$ and $K \geq (y_0 - x)^2$ (for example by setting $K \geq 4R^2$). Then we bound the second term of (5.15) by $CR^2 \exp(-cK^{3/2})$ (uniformly for all $x \in [-M,M]$) by Proposition 5.7. Thus, for all $K$ large enough, the second term is at most $\varepsilon/2$.

Next we bound the first term of (5.15). By a union bound,

$$
P\left( \sup_{R \leq y \leq n^{1/60}} (h_0(y) + S_n(y,x)) > -K \right) \leq \sum_{j = R}^{[n^{1/60}]} P\left( \sup_{y \in [j,j+1]} (S_n(y,x) - \gamma y^2) > -K \right)
$$

$$
\leq \sum_{j = R}^{[n^{1/60}]} P\left( \sup_{y \in [j,j+1]} S_n(y,x) > -K + \gamma j^2 \right).
$$

Setting $R$ such that $\gamma j^2 > K$ for all $j \geq R$ shows that each summand in the last display is bounded above by $Cj^2 \exp(-cj^3)$, uniformly over $x \in [-M,M]$, again by Proposition 5.7. This expression is summable in $j$. So taking $R$ sufficiently large implies that the sum is bounded above by $\varepsilon/2$. Thus, for such $R$, we find that, for $x \in [-M,M]$,

$$
P(y_n(x) > R) \leq \varepsilon,
$$

so that the claimed uniform tightness is obtained, because $y_n(x) \geq 0$ almost surely by our assumption on $h_0$.

That the maximizer sequence has a convergent subsequence, combined with the uniform convergence on compact sets of $S_n$ to $S$, implies that $h^{(n)} \to h$ uniformly on compact sets as well. To see this, fix $M > 0$ and let $K$ be a random compact set such that $y_n(x) \in K$ for all $n$ and $x \in [-M,M]$.

Then simple manipulations show that

$$
\sup_{x \in [-M,M]} |h^{(n)}(x) - h(x)| \leq \sup_{x \in [-M,M]} |S_n(y,x) - S(y,x)| \to 0.
$$

$\square$

5.3. The resampling framework. To prove Proposition 5.6, we will prove the following stronger proposition, from which the former immediately follows. Let $\beta$ be as in the definition of $J_L$ in (4.1).

**Proposition 5.9.** Let $h_0 : \mathbb{R} \to \mathbb{R} \cup \{-\infty\}$ satisfy Assumption 1.1 and suppose $A > 0$. There exist $\eta > 0$ and $L_0 > 0$ (both depending on $\gamma$, $\theta$, and $A$) such that, for all $L > L_0$, there exists $n_0$ (depending on $\gamma$, $\theta$, and $L$) such that, for all $n > n_0$ and $\varepsilon \in (0,1)$,

$$
P\left( \sup_{x \in [x_0^n + A, x_0^n + A + 2]} h^{(n)}(x) > h^{(n)}(x_0^n) - \varepsilon; \ |h^{(n)}(x_0^n)| \leq \beta L^{1/2}; |x_0^n| \leq \beta L - A - 2 \right) \geq \eta \varepsilon,
$$

where $x_0^n = \arg\max_{|x| \leq n^{1/60}} h^{(n)}(x)$ and is taken to be the largest (i.e., not necessarily greatest in absolute value) one on the event that it is not unique; we will use shorthand $x_0 = x_0^n$ below at times. Further, $L_0$ and $\eta$ can be taken to depend on $\gamma$, $\theta$, and $A$ continuously.

The strengthening of Proposition 5.9 relative to Proposition 5.6 is that we now assert that it is possible to achieve the twin peaks’ event of separation $A$ by moving at most distance two to the right of the maximizer $x_0$ beyond the imposed distance $A$. 
The proof of Proposition 5.9 follows a Gibbsian resampling argument. (We will recall the Brownian Gibbs property precisely in Section 5.4.) This argument is considerably easier in the case where $h_0$ is a narrow wedge; in Section 5.5, we explain how this case works and then give the more general proof of this proposition. To set up the argument, we must first recall that $h^{(n)}$ can be expressed in terms of $\mathcal{P}$ via the variational problem in (5.10); and that $\mathcal{P}$ can be expressed in terms of non-intersecting Brownian motions via Lemma 5.4. Roughly put, then, $h^{(n)}$ may be expressed in terms of non-intersecting Brownian motions. We will make use of the Gibbs resampling property for these motions, filtered through the variational problem. To do this, we need to define a $\sigma$-algebra $\mathcal{F}$ that contains the data which will not be resampled. We will study the $\mathcal{F}$-conditional distribution of $h^{(n)}$ on $[x_0 + A, x_0 + A + 2]$ and show that, with probability at least $\eta\varepsilon$, an event occurs which implies that $h^{(n)} \in T^{\varepsilon}_{A,L}$.

To describe $\mathcal{F}$, we need some notation: for a function $f : I \rightarrow \mathbb{R}$ and an interval $[a, b] \subseteq I$, the bridge of $f$ on $[a, b]$, denoted $f^{[a,b]} : [a, b] \rightarrow \mathbb{R}$, is given by

$$f^{[a,b]}(x) = f(x) - \frac{x-a}{b-a} \cdot f(b) - \frac{b-x}{b-a} \cdot f(a);$$

(5.16)

this is the function obtained by affinely transforming $f$ so that its values at $a$ and $b$ vanish. This notation clashes with a similar one in Section 4.1.1, but (5.16) will define $f^{[a,b]}$ within this section.

The $\sigma$-algebra $\mathcal{F}$ is defined to be the one generated by the following collection of random variables:

1. The maximizer of $h^{(n)}$: $x_0 = x_0^n = \arg\max_{x \in [-n^{1/60},n^{1/60}]} h^{(n)}(x)$.
2. The curve data of $\mathcal{P}_n$: $\{\mathcal{P}_{n,j}(x) : j \in \{2, n\}, x \geq -\frac{1}{2}n^{1/3} \text{ or } j = 1, x \notin [x_0 + A, x_0 + A + 2]\}$.
3. The side bridge data of the top curve in $[x_0 + A, x_0 + A + 2]$: $\mathcal{P}_{n,1}^{[x_0+A,x_0+A+1]}$ and $\mathcal{P}_{n,1}^{[x_0+A+1,x_0+A+2]}$.

(Here $\mathcal{P}_{n,1}^{[x_0,A,x_0+A+1]}$ is the function on $[x_0 + A, x_0 + A + 2]$ defined via (5.16) with $f = \mathcal{P}_{n,1}$, and similarly for $\mathcal{P}_{n,1}^{[x_0+A+1,x_0+A+2]}$.)

Conditionings on similar collections of data have been used in earlier works such as [Ham19; CHH19]. There, however, the interval of focus—our $[x_0 + A, x_0 + A + 2]$—is either deterministic or a stopping domain (an analogue of a stopping time suited to the spatial nature of the Brownian Gibbs property used there). This means that the conditional distribution is more easily analysed using standard Markovian properties. Here, $x_0$ is a random variable which depends on the entirety of $\mathcal{P}_n$ and so is rather non-Markovian. This complicates the analysis considerably; a careful treatment will be provided in Section 5.7, for which we set up some notation and record some observations in the rest of this section.

Conditional on $\mathcal{F}$, the only randomness left in determining $h^{(n)}$ is the value of the random variable $Z := \mathcal{P}_{n,1}(x_0 + A + 1)$. Given a value of $Z$ labelled $z$, and the data of $\mathcal{F}$, we can reconstruct $\mathcal{P}_{n,1}(\cdot)$; when $z$ is distributed according to the correct $\mathcal{F}$-conditional distribution of $Z$, this reconstruction may be thought of as the $\mathcal{F}$-conditional distribution of $\mathcal{P}_n$. We will denote the reconstruction by $\mathcal{P}^z_{n,1}(\cdot) : [-\frac{1}{2}n^{1/3}, \infty) \rightarrow \mathbb{R}$. It is given by the formula

(5.17)

$$\begin{align*}
\mathcal{P}^z_{n,1}(x) &= \begin{cases}
\mathcal{P}_{n,1}(x) & \text{for } x \in \left[ -\frac{1}{2}n^{1/3}, \infty \right) \\
(x_0 + A + 1 - x)\mathcal{P}_{n,1}(x_0 + A) & + (x - (x_0 + A))z + \mathcal{P}_{n,1}^{[x_0+A+0,x_0+A+1]}(x) & \text{for } x \in (x_0 + A, x_0 + A + 1), \\
(x - (x_0 + A + 1))\mathcal{P}_{n,1}(x_0 + A + 2) & + (x_0 + A + 2 - x)z + \mathcal{P}_{n,1}^{[x_0+A+1,x_0+A+2]}(x) & \text{for } x \in [x_0 + A + 1, x_0 + A + 2); 
\end{cases}
\end{align*}$$
while for \( j \geq 2 \) and \( x \in \mathbb{R} \), \( P_{n,j}^x(x) = P_{n,j}(x) \). Note that \( P_{n,j}^x \) is \( \mathcal{F} \)-measurable.

5.4. The Brownian Gibbs property. Here, we explain this property of \( P_n \), which was introduced and significantly leveraged in [CH14]. It will be used in the proof of an important upcoming statement, Lemma 5.15, on the \( \mathcal{F} \)-conditional distribution of \( P_{n,1} \) on \([a, b] \) that is of a Brownian bridge (in blue) of rate two from \((a, P_{n,1}(a)) \) to \((b, P_{n,1}(b)) \) conditioned on not intersecting \( P_{n,2} \) on \([a, b] \).

![Figure 10. A depiction of the Brownian Gibbs resampling procedure. On the left in black is all the data contained in the \( \sigma \)-algebra \( \mathcal{F}_{\text{ext}} \). The \( \mathcal{F}_{\text{ext}} \)-conditional distribution of \( P_{n,1} \) on \([a, b] \) is that of a Brownian bridge (in blue) of rate two from \((a, P_{n,1}(a)) \) to \((b, P_{n,1}(b)) \) conditioned on not intersecting \( P_{n,2} \) on \([a, b] \).](image)

For a fixed interval \([a, b] \subseteq (-\frac{1}{2}n^{1/3}, \infty) \), define \( \mathcal{F}_{\text{ext}} \) to be the \( \sigma \)-algebra generated by \( \{P_{n,1}(x) : x \in [-\frac{1}{2}n^{1/3}, \infty) \setminus [a, b] \} \) and \( \{P_{n,j}(x) : j \in [2, n], x \geq [-\frac{1}{2}n^{1/3}, \infty) \} \), i.e., the data of everything external to \([a, b] \) on the top line. The Brownian Gibbs property asserts that the \( \mathcal{F}_{\text{ext}} \)-conditional distribution of \( P_{n,1}(\cdot) \) on \([a, b] \) is that of a Brownian bridge of rate two from \((a, P_{n,1}(a)) \) to \((b, P_{n,1}(b)) \) which is conditioned not to intersect the second curve \( P_{n,2}(\cdot) \). This can be interpreted as saying that \( P_{n,1} \) can be resampled on \([a, b] \) without changing its law by sampling a Brownian bridge with prescribed endpoints and conditioning it to avoid the second curve: see Figure 10.

(In fact, the full Brownian Gibbs property gives a similar description of the conditional distribution even under a larger class of conditionings. For example, for \( k \in \mathbb{N} \), we may resample the top \( k \) curves on \([a, b] \) instead of merely the first; this amounts to a description of the conditional distribution on \([a, b] \) when the data of the top \( k \) curves on \([a, b] \) is not included in \( \mathcal{F}_{\text{ext}} \). However, in this paper we will only making use of the \( k = 1 \) case.)

**Lemma 5.10.** The ensemble \( P_n \) has the Brownian Gibbs property.

This statement is equivalent to the one that \( n \)-level Dyson Brownian motion has the Brownian Gibbs property. Though well-known and used in previous works [CH14; DV21], we were unable to locate a precise proof of this fact in the literature. However, it is fairly straightforward given the fact that an ensemble of Brownian bridges with strictly ordered endpoints conditioned on the (positive probability) event of non-intersection has the Brownian Gibbs property, and we will sketch the proof of Dyson Brownian motion having the Brownian Gibbs property given this fact. That non-intersecting Brownian bridges have the Brownian Gibbs property is very intuitive, but was formally proved only recently, in [DM20].

**Proof of Lemma 5.10.** As mentioned, this follows from \( P_n \) being an affine transformation of \( n \)-level Dyson Brownian motion (Lemma 5.4) and the latter ensemble having the Brownian Gibbs property. We briefly outline how to show that \( n \)-level Dyson Brownian motion \( \text{DBM}_n : [1, n] \times [0, \infty) \to \mathbb{R} \) has this property.

Let \([a, b] \subseteq (0, \infty) \). We first condition on the \( \sigma \)-algebra generated by \( \{\text{DBM}_{n,j}(x) : j \in [1, n], x \in [0, \infty) \setminus [a, b] \} \). The Markov property of \( \text{DBM}_n \) then implies that this conditional distribution depends on only the boundary values \( \{\text{DBM}_{n,j}(x) : j \in [1, n], x \in \{a, b\} \} \). Then the conditional distribution is that of \( n \) non-intersecting Brownian bridges with the given endpoints, as can be verified by comparing the transition probabilities of this ensemble with that of the conditioned Dyson Brownian motion (which makes use of the Karlin-McGregor formula [KM59] for non-intersecting
strong Markov processes). The ensemble of non-intersecting Brownian bridges, quite naturally, has the Brownian Gibbs property [DM20, Lemma 2.13].

5.5. An outline of the argument in the narrow-wedge case. Before proving Proposition 5.9, we give an outline of the argument in the simpler narrow-wedge case, under which \( h_0 \) is zero at the origin and \(-\infty\) elsewhere.

First observe from (5.10) that, for this initial condition, \( h^{(n)}(x) = S_n(0, x) = \mathcal{P}_{n,1}(x) \) for \( |x| \leq n^{1/60} \). In particular, \( h^{(n)} \) is a function of only the top line of \( \mathcal{P}_n \), and the same is true for \( x_0 = x_0^n \) defined earlier. The collection of curves \( \mathcal{P} \) can be expressed in terms of non-intersecting Brownian motions via Lemma 5.4. We will show that, for some \( \eta \) (depending on \( A \)), it is with probability at least \( \eta \) that the curve \( \mathcal{P}_{n,1} \) comes within \( \varepsilon \) of its maximum \( h^{(n)}(x_0) \) in the window \([x_0 + A, x_0 + A + 2]\).

Our first step, below, will be to identify the \( \mathcal{F} \)-conditional distribution of \( Z = \mathcal{P}_{n,1}(x_0 + A + 1) \). (The event \( h^{(n)} \in TP_{A,L}^{\varepsilon} \) also imposes conditions on the location of the maximizer and the value of the maximum, but these are more easily handled and not discussed here.)

**Step 1:** The \( \mathcal{F} \)-conditional distribution of \( Z \). As mentioned, \( x_0 \) is defined in terms of the whole curve \( \mathcal{P}_{n,1}(\cdot) \) and so is non-Markovian; in particular, it is not a stopping time. But it is intuitively plausible, based on the definition of \( x_0 \) and the Brownian Gibbs property of \( \mathcal{P}_n \), that the distribution of \( \mathcal{P}_{n,1}(\cdot) \) on \([x_0, n^{1/60}] \) conditional on \( \mathcal{P}_{n,1}(\cdot) \) outside of the interval \((x_0, n^{1/60}) \) and the lower curves \( \mathcal{P}_{n,2}, \mathcal{P}_{n,3}, \ldots \) is of a Brownian bridge (of rate two) between the appropriate endpoints conditioned on (i) not intersecting the lower curve \( \mathcal{P}_{n,2} \) and (ii) not exceeding \( \mathcal{P}_{n,1}(x_0) \). This intuition is correct and is carefully stated in Lemma 5.13.

This description of \( \mathcal{P}_{n,1} \) on \([x_0, n^{1/60}] \) makes it easy to derive the distribution of \( Z \) conditional on \( \mathcal{F} \). Indeed, when we also condition on the data of \( \mathcal{P}_{n,1} \) on \([x_0, x_0 + A] \) and \([x_0 + A + 2, n^{1/60}] \), we see that \( \mathcal{P}_{n,1} \) on \([x_0 + A, x_0 + A + 2] \) has the law of Brownian bridge of rate two with endpoints \( \mathcal{P}_{n,1}(x_0 + A) \) and \( \mathcal{P}_{n,1}(x_0 + A + 2) \) which is conditioned to again (i) not intersect the lower curve and (ii) not exceed \( \mathcal{P}_{n,1}(x_0) \). To get from this collection of conditioning data to \( \mathcal{F} \), we only have to include the side bridge data \( \mathcal{P}_{n,1}^{[x_0 + A, x_0 + A + 1]} \) and \( \mathcal{P}_{n,1}^{[x_0 + A + 1, x_0 + A + 2]} \); classical decompositions of Brownian bridge then say that the \( \mathcal{F} \)-conditional distribution of \( Z \) is that of a normal random variable of appropriate \( \mathcal{F} \)-measurable mean and unit variance, conditioned on the reconstruction \( \mathcal{P}_{n,1}^Z(\cdot) \) again satisfying (i) and (ii).

We can simplify this description of \( Z \). Essentially, condition (i) places a lower bound on how large \( Z \) can be, while (ii) places an upper bound: see Figure 11. To make this rigorous, we observe that the reconstruction \( \mathcal{P}_{n,1}^Z(x) \) is monotone in \( z \) for every \( x \) from its formula (5.17). These lower and upper bounds are \( \mathcal{F} \)-measurable random variables; they are corners of the acceptable range of values \( Z \) can take, and we label them respectively \( \text{Corner}^\dagger \) and \( \text{Corner}^\ddagger \). Thus, \( Z \) is a normal random variable with explicit \( \mathcal{F} \)-measurable mean and unit variance, conditioned on lying in the interval [\( \text{Corner}^\dagger, \text{Corner}^\ddagger \)].

**Step 2:** Finding the sweet spot for \( Z \). It is easy to see that \( \text{Corner}^\dagger \) is such that, when \( z = \text{Corner}^\dagger \), \( \sup_{x \in [x_0 + A, x_0 + A + 2]} \mathcal{P}_{n,1}(x) = \mathcal{P}_{n,1}(x_0) \). With this in hand, the linear—and so certainly Lipschitz—relationship of \( \mathcal{P}_{n,1}(x) \) with \( z \) for every fixed \( x \) tells us that reducing \( z \) by \( \varepsilon \) from \( \text{Corner}^\dagger \) reduces the value of \( \sup_{x \in [x_0 + A, x_0 + A + 2]} \mathcal{P}_{n,1}(x) \) by an amount of order \( \varepsilon \). Thus, to cause \( TP_{A,L}^{\varepsilon} \) to occur, it is enough to have \( Z \) fall within a sweet spot interval \( I_\varepsilon \) of length of order \( \varepsilon \) with upper endpoint \( \text{Corner}^\dagger \).

**Step 3:** The probability of hitting the sweet spot. It remains to bound below the probability that \( Z \) falls in \( I_\varepsilon \). To do so, we need control over two things: the \( \mathcal{F} \)-measurable mean of \( Z \), and the value of \( \text{Corner}^\dagger \). (We can ignore \( \text{Corner}^\ddagger \), i.e., take it to be \(-\infty\), as we are only aided in proving a probability lower bound if its value is larger.) For this purpose, we consider a selection of favourable \( \mathcal{F} \)-measurable data \( \text{Fav} \) which is defined by demanding bounds on these quantities, as well as on the location of the maximizer and the value of the maximum: see Section 5.8 ahead. We then show
Figure 11. A depiction of the resampling in the proof outline for the narrow-wedge case. The sigma-algebra \( \mathcal{F} \) contains information about all of the thick curves including the thick blue curve, except that it forgets the location of the red circle whose value is denoted by \( Z = P_{n,1}(x_0 + A + 1) \). The reconstruction \( P_{n,1}^z \) is given by linearly shifting the left and right blue bridges to meet the value \( z \) of the red circle as it varies. The thin blue lines here represent two possible reconstructions. The random variable \( Z \) is restricted by the fact that the reconstruction must not exceed the global maximum \( P_{n,1}(x_0) \) (here denoted by a horizontal dotted black line) and must not intersect the second curve \( P_{n,2} \). The vertical dashed red line represents the possible range \([\text{Corner} \downarrow, \text{Corner} \uparrow]\) for \( Z \) (with the upper and lower red circles corresponding to these bounds).

that \( \mathcal{F}_{\text{av}} \) occurs with a probability that is uniformly positive in \( n \). Given control over the mean and \( \text{Corner} \uparrow \) on a positive probability event, the form of the normal density guarantees that the probability of \( Z \) falling in the order \( \varepsilon \) length interval is at least some constant multiple of \( \varepsilon \). This completes the proof outline in the narrow-wedge case.

Complications with general initial data. The narrow-wedge case provided a number of simplifications, the primary being the equality of \( h(n) \) and the top line of \( P_n \). This had two effects, both in Step 1: we could define \( x_0 \) in terms of only \( P_{n,1}(\cdot) \), i.e., without the lower curves (making it simpler to consider that process’ distribution on \([x_0, n^{1/62}]\)); and we could infer the existence of a valid interval \([\text{Corner} \downarrow, \text{Corner} \uparrow] \) for the \( \mathcal{F} \)-conditional distribution of \( Z \) via monotonicity properties of only \( P_n \). Both these aspects will need modification in the general case.

Because we can perform Brownian resamplings only with \( P_n \), we need the representation of \( h^{(n)} \) in terms of \( P_n \) recorded in the last equality of (5.10), which relies on the identification of LPP values in the original and melon environments cited in Proposition 5.2. Note that \( h^{(n)} \), and so also \( x_0 \), is now defined in terms of all the curves of \( P_n \), not just the first. More specifically, while in the narrow wedge case we could work with the function values of \( P_{n,1}(\cdot) \), in the general case we have to analyse last passage values through the environment given by \( P_n \). This is the underlying complication that causes all the others in the general case.

To achieve a description of \( Z \) in terms of \([\text{Corner} \downarrow, \text{Corner} \uparrow] \) in the general case, we first need a formula for \( h^{(n), z} \), the reconstruction of \( h^{(n)} \) when \( Z = z \), in terms of \( P_n \). This will be recorded shortly in (5.18). Then we need a monotonicity statement about \( h^{(n), z}(x) \) for fixed \( x \) that will allow us to express the condition that \( z \) is such that \( \sup_{x \in [x_0 + A, x_0 + A + 2]} h^{(n), z}(x) \leq h^{(n)}(x_0) \) as an upper bound on \( z \), just as we did with the monotonicity statement for \( P_{n,1}^z \) above in simplifying the condition (ii). Such a monotonicity statement is actually not true for \( h^{(n), z} \), and we circumvent this difficulty by deriving one instead for the weights of individual paths (as opposed to their supremum \( h^{(n), z} \)) in the reconstructed environment. This is Lemma 5.11 recorded ahead. Finally, we need to
know that $\mathfrak{h}^{(n),z}(x)$ is Lipschitz in $z$ for each fixed $x$: see Lemma 5.12 whose argument also proceeds in a pathwise manner.

With these modifications, the proof in the general case proceeds largely along the lines of the narrow-wedge case outlined here. We move to giving the details next, starting with the facts needed to handle the general case’s main complications, namely the monotonicity and Lipschitz properties of $\mathfrak{h}^{(n),z}$.

5.6. The reconstructed $\mathfrak{h}^{(n)}$ and its properties. Using (5.10), we provide a formula in terms of $\mathcal{P}_n^z$ for the reconstructed $\mathfrak{h}^{(n)}$, denoted $\mathfrak{h}^{(n),z} : \mathbb{R} \to \mathbb{R} \cup \{-\infty\}$. It is:

$$
\mathfrak{h}^{(n),z}(x) = \sup_{0 \leq y \leq n^{1/60}} \left( \mathfrak{h}_0(y) + \mathcal{P}_n^z([-\frac{1}{2}n^{1/3} + y, n) \to (x, 1)] - n^{2/3} \right).
$$

(5.18)

Since $\mathcal{P}_n^z$ is $\mathcal{F}$-measurable for all $z \in \mathbb{R}$, so is $\mathfrak{h}^{(n),z}$. As we noted in the preceding section, it is also immediate from the formula of $\mathfrak{h}^{(n),z}$ that, for any $x \in \mathbb{R}$, $\mathcal{P}_n^z(x)$ is non-decreasing as a function of $z$. The function $\mathfrak{h}^{(n),z}(x)$ further enjoys a monotonicity property in $z$ that is slightly more complicated, which we record in the next lemma.

Recall that, for an upright path $\gamma$, $\mathcal{P}_n^z[\gamma]$ is the weight of $\gamma$ in the environment $\mathcal{P}_n^z$. Imitating (5.10), let

$$
\mathfrak{h}^{(n),z}(\gamma) = \mathfrak{h}_0(y) + \mathcal{P}_n^z[\gamma] - n^{2/3},
$$

where $y$ is the starting coordinate of $\gamma$ on line $n$.

Lemma 5.11 (Monotonicity of $\mathfrak{h}^{(n),z}$ in $z$). For each upright path $\gamma$ starting on line $n$ and ending on line 1, the process $z \mapsto \mathfrak{h}^{(n),z}(\gamma)$ is non-increasing almost surely; or constant almost surely; or non-decreasing almost surely. Moreover, it is an almost sure event that:

1) if $-n^{1/60} \leq x \leq x_0 + A$, then $\mathfrak{h}^{(n),z}(x) = \mathfrak{h}^{(n)}(x)$ for all $z \in \mathbb{R}$; and

2) if $x \geq x_0 + A + 2$, then $\mathfrak{h}^{(n),z}(x)$ is non-increasing in $z$.

Proof. Let $u$ be the coordinate at which $\gamma$ jumps to the top line (i.e., line 1); and let $x$ be its ending coordinate. Let $\gamma_{u-}$ be $\gamma$ restricted to its path before coordinate $u$, i.e., $\gamma$’s restriction to the lower $n - 1$ lines, indexed by $[2, n]$. Then

$$
\mathfrak{h}^{(n),z}(\gamma) = \mathfrak{h}^{(n),z}(\gamma_{u-}) + \mathcal{P}_n^z(x) - \mathcal{P}_{n,1}^z(u)
$$

(5.19)

the latter equality because the environment of the lower $n - 1$ lines of $\mathcal{P}_n^z$ does not depend on $z$. The claim that $\mathfrak{h}^{(n),z}(\gamma)$ is monotone and the nature of its monotonicity now follow readily by examining the increment $\mathcal{P}_{n,1}^z(x) - \mathcal{P}_{n,1}^z(u)$ from the definitions in (5.17).

Now we move to proving the two numbered claims. For (1), consider the set of paths which end at $x$. We claim that, for such paths $\gamma$, $\mathfrak{h}^{(n),z}(\gamma)$ is constant in $z$; which implies (1). The claim follows by noting that, if $x \leq x_0 + A$, then $u \leq x_0 + A$; and so $\mathcal{P}_{n,1}^z(x) - \mathcal{P}_{n,1}^z(u)$ does not depend on $z$ from (5.17). This completes the proof of the claim and thus also of Lemma 5.11.

A similar argument holds for (2). We claim that, for any path $\gamma$ which ends at $x$, $\mathfrak{h}^{(n),z}(\gamma)$ is non-increasing in $z$. To see this, we use the same decomposition as (5.19), and observe that it is enough to prove that $\mathcal{P}_{n,1}^z(x) - \mathcal{P}_{n,1}^z(u) = \mathcal{P}_{n,1}(x) - \mathcal{P}_{n,1}(u)$ is non-increasing in $z$. There are two cases: $u \in [x_0 + A, x_0 + A + 2]$ and $u \notin [x_0 + A, x_0 + A + 2]$. In the first, $\mathcal{P}_{n,1}(u)$ is non-decreasing in $z$; while, in the second, it is constant, as we see from (5.17). This completes the proof of the claim and thus also of Lemma 5.11.

While a similar monotonicity statement in $z$ as Lemma 5.11(1) and (2) holds for $\mathfrak{h}^{(n),z}(x)$ when $x \in [x_0 + A, x_0 + A + 1]$, there is no counterpart when $x \in [x_0 + A + 1, x_0 + A + 2]$. In the notation of the preceding proof, this is because, in the latter case, the type of monotonicity for the weight of a given path ending at $x$ depends on the value of $u$, the location at which the path jumps to
the top line from the second line: for a certain range of \(u\) depending on \(x\), the weight of any path with jump point \(u\) will be increasing in \(z\); while, for larger \(u\), it will be decreasing. Since \(h^{(n),z}(x)\) maximizes over all such sets, no monotonicity holds for this quantity. In contrast, notice from the proof of Lemma 5.11 that, for \(x \in [-n^{1/60}, x_0 + A]\) or \(x \geq x_0 + A + 2\), the weight of any path ending at \(x\) has a single form of monotonicity for all possible \(u\). It is in order to handle this absence of \(z\)-monotonicity for \(h^{(n),z}(x)\) when \(x \in [x_0 + A + 1, x_0 + A + 2]\) that we proved the first statement of Lemma 5.11, concerning the monotonicity of the weight of single paths.

**Lemma 5.12** (sup \(h^{(n),z}\) is Lipschitz in \(z\)). It holds almost surely that, for any \(z_1, z_2 \in \mathbb{R}\),

\[
\left| \sup_{x \in [x_0 + A, x_0 + A + 2]} h^{(n),z_1}(x) - \sup_{x \in [x_0 + A, x_0 + A + 2]} h^{(n),z_2}(x) \right| \leq 2|z_1 - z_2|.
\]

**Proof.** For convenience of notation, let us define

\[
h(z) = \sup_{x \in [x_0 + A, x_0 + A + 2]} h^{(n),z}(x).
\]

The arguments that we will present hold on the probability one event \(\Omega\) that, for each \(z \in \mathbb{R}\), there exist \(x \in [x_0 + A, x_0 + A + 2]\), \(y \in [0, n^{1/60}]\) and an upright path \(\Gamma^{z,x}\) (for which we use the capital Greek letter to emphasize the path’s randomness) ending at \(x\), such that

\[
h(z) = h_0(y) + \mathcal{P}^z_n[\Gamma^{z,x}] - n^{2/3},
\]

that the supremum in the definition of \(h\) is achieved uses the compactness of \([x_0 + A, x_0 + A + 2]\).

By symmetry, it is enough to prove that \(h(z_1) - h(z_2) \leq 2|z_1 - z_2|\). On the event \(\Omega\), we see that, for some \(y \in [0, n^{1/60}]\), \(x \in [x_0 + A, x_0 + A + 2]\), and upright path \(\Gamma^{z_1,x}\),

\[
h(z_1) = h_0(y) + \mathcal{P}^{z_1}_n[\Gamma^{z_1,x}] - n^{2/3},
\]

\[
h(z_2) \geq h_0(y) + \mathcal{P}^{z_2}_n[\Gamma^{z_1,x}] - n^{2/3},
\]

and so

\[
h(z_1) - h(z_2) \leq \mathcal{P}^{z_1}_n[\Gamma^{z_1,x}] - \mathcal{P}^{z_2}_n[\Gamma^{z_1,x}].
\]

Let \(u\) be the coordinate where \(\Gamma^{z_1,x}\) jumps to the top line. Since the environments defined by \(\mathcal{P}^{z_1}_n\) and \(\mathcal{P}^{z_2}_n\) differ only in the top line, we see that

\[
\mathcal{P}^{z_1}_n[\Gamma^{z_1,x}] - \mathcal{P}^{z_2}_n[\Gamma^{z_1,x}] = \left[\mathcal{P}^{z_1}_{n,1}(x) - \mathcal{P}^{z_2}_{n,1}(x)\right] - \left[\mathcal{P}^{z_1}_{n,1}(u) - \mathcal{P}^{z_2}_{n,1}(u)\right]
\]

\[
= \left[\mathcal{P}^{z_1}_{n,1}(x) - \mathcal{P}^{z_2}_{n,1}(x)\right] - \left[\mathcal{P}^{z_1}_{n,1}(u) - \mathcal{P}^{z_2}_{n,1}(u)\right]
\]

\[
\leq 2|z_1 - z_2|.
\]

The inequality follows from the definition of \(\mathcal{P}^{z}_{n,1}\) in (5.17). The equalities and the bound hold deterministically on \(\Omega\). This completes the proof of Lemma 5.12.  

### 5.7. The \(\mathcal{F}\)-conditional distribution of \(Z\)

We next move towards a description of the \(\mathcal{F}\)-conditional distribution of \(Z\). First we define the canonical filtration for the top curve, \(\mathcal{F}_t^{\text{past}} = \sigma(\mathcal{P}_{n,1}(s) : s \in [-\frac{1}{2}n^{1/3}, t])\). We also define a filtration that captures the future of the process by \(\mathcal{F}_t^{\text{future}} = \sigma(\mathcal{P}_{n,1}(s) : s \geq t)\). Certain additional \(\sigma\)-algebras are needed. Let \(\mathcal{F}_{\text{lower}}\) be the \(\sigma\)-algebra generated by the lower \(n - 1\) curves, i.e., \(\mathcal{F}_{\text{lower}} = \sigma(\mathcal{P}_{n,j}(x) : x \geq -\frac{1}{2}n^{1/3}, j \in [2, n])\). Let \(\mathcal{F}_t^{\text{past}}\) be the \(\sigma\)-algebra generated by all sets of the form

\[
F_s \cap \{x_0 > s\},
\]

where \(F_s\) ranges over all elements of \(\mathcal{F}_s^{\text{past}}\) and \(s\) ranges over \([-\frac{1}{2}n^{1/3}, \infty)\). This \(\sigma\)-algebra encodes the information known by time \(x_0\). If \(x_0\) were a stopping time, \(\mathcal{F}_s^{\text{past}}\) would coincide with the usual \(\sigma\)-algebra associated with such times. Let \(\mathcal{F}_{x_0+a}^{\text{past}}\) be defined similarly to \(\mathcal{F}_s^{\text{past}}\) in (5.20) with
Let $x_0 + A$ replacing $x_0$. Let $\mathcal{F}_{x_0+A+2}$ be defined as the $\sigma$-algebra generated by all sets of the form $F_s \cap \{x_0 + A + 2 < s\}$, where $F_s$ ranges over all elements of $\mathcal{F}_{x_0+A+2}$ and $s$ ranges over $[-\frac{1}{2} n^{1/3}, \infty)$.

Finally, let $\mathcal{F}'$ be generated by $\mathcal{F}_{\text{lower}} \cup \mathcal{F}_{x_0}^{\text{past}} \cup \mathcal{F}_{x_0+A+2}^{\text{future}}$, and let $\mathcal{F}''$ be generated by $\mathcal{F}' \cup \mathcal{F}_{x_0+A}^{\text{past}} \cup \mathcal{F}_{x_0+A+2}^{\text{future}}$ (which should be thought of as equaling $\mathcal{F}_{\text{lower}} \cup \mathcal{F}_{x_0}^{\text{past}} \cup \mathcal{F}_{x_0}^{\text{future}}$, since typically $x_0 + A + 2$ will be less than $n^{1/6}$). Observe that $\mathcal{F}$ is the $\sigma$-algebra generated by $\mathcal{F}''$ along with the side bridge data on $[x_0+A, x_0+A+1]$ and $[x_0+A+1, x_0+A+2]$; i.e., $\mathcal{P}_{x_0+A, x_0+A+1}$ and $\mathcal{P}_{n,1}$.

Lemma 5.13. Conditionally on $\mathcal{F}'$, $\{P_{n,1}(x) : x \geq -\frac{1}{2} n^{1/3}\}$ has the law of $P_{n,1}^B$, where $B : [x_0, n^{1/6}] \to \mathbb{R}$ is Brownian bridge of rate two from $(x_0, P_{n,1}(x_0))$ to $(n^{1/6}, P_{n,1}(n^{1/6}))$ conditioned on non-intersection of the second curve $P_{n,2}(\cdot)$ and on $\sup_{x_0 \leq x \leq n^{1/6}} h^{(n)}(t) \leq h^{(n)}(0)$.

The proof will mainly rely on [Mil78]. This paper identifies the distribution of a homogeneous strong Markov process $X : [0, \infty) \to E$ on the unbounded interval where its left endpoint is the maximizer of $\Phi(X(t))$, for a given continuous function $\Phi : E \to [\infty, \infty]$. Here, $E$ is the state space of the Markov process, a set that is supposed compact in [Mil78].

Proof of Lemma 5.13. First we recall that $x_0 \geq -n^{1/6}$ by definition and so $\mathcal{F}_{x_0}^{\text{past}} \subset \mathcal{F}_{x_0}^{\text{past}}$. Conditional on $\mathcal{F}_{\text{lower}}, \mathcal{F}_{n^{1/6}}^{\text{past}}$ and $\mathcal{F}_{n^{1/6}}^{\text{future}}$, the distribution of $\{P_{n,1}(x) : -n^{1/6} \leq x \leq n^{1/6}\}$ is that of a Brownian bridge of rate two on $[-n^{1/6}, n^{1/6}]$ with starting value $P_{n,1}(-n^{1/6})$ and ending value $P_{n,1}(n^{1/6})$ conditioned on non-intersection with the second curve $P_{n,2}(\cdot)$. This is the statement of the Brownian Gibbs property of $P_n$, Lemma 5.10. In particular, the conditioned process is Markov (and non-homogeneous), and, since Brownian bridge is a strong Markov process and the conditioning event is almost surely of positive probability, the same is true of the conditioned space-time process. (Here we consider the space-time process so as to have a time-homogeneous Markov process: see [RY13, Chapter III, exercise 1.10].)

Consider the process $X : [-n^{1/6}, \infty) \to [-\infty, \infty]^2 \times [-n^{1/6}, \infty]$ defined by $X(t) := (P_{n,1}(t \land n^{1/6}), h^{(n)}(t \land n^{1/6}), t)$; here $[-\infty, \infty]$ and $[-n^{1/6}, \infty)$ are compactifications of $\mathbb{R}$ and $[-n^{1/6}, \infty)$, and are employed so that the state space of $X$ is compact. We consider $X$ to start at time $-n^{1/6}$, and to be killed at time $n^{1/6}$, so that the maximizer of the second component of $X$ is $x_0^* = \arg\max_{x \leq n^{1/6}} h^{(n)}(x)$. (To be precise, as earlier we will be working with the final maximizer, i.e., the largest one, on the event that there are several. To see that there is such a final maximizer for the process $h^{(n)}(t \land n^{1/6})$, note that there must be a final one on the interval $[-n^{1/6}, n^{1/6}]$ by continuity of $h^{(n)}$, and that, by Lemma 5.14 ahead, the final one is almost surely not $n^{1/6}$.)

We claim that, conditionally on $\mathcal{F}_{\text{lower}}, \mathcal{F}_{n^{1/6}}^{\text{past}}$ and $\mathcal{F}_{n^{1/6}}^{\text{future}}$, $X$ is a homogeneous strong Markov process. To see this, first define the process $X'$ by $X'(t) = (P_{n,1}(t \land n^{1/6}), h^{(n)}(t \land n^{1/6}))$. It is
enough to prove that $X'$ is a non-homogeneous Markov process, as then, by the same trick as used a few lines above, the space-time process $X(t) = (X'(t), t)$ is necessarily a homogeneous Markov process.

To show that $X'$ is Markov under this conditioning, we state a formula that expresses $h^{(n)}(t + s)$ in terms of $h^{(n)}(t)$ and data contained in $\mathcal{F}_{\text{lower}}, \mathcal{F}_{\text{past}}^{\text{lower}}$, and $\mathcal{F}_{\text{future}}^{\text{past}}$:

$$h^{(n)}(t + s) = \max \left\{ h^{(n)}(t) + \mathcal{P}_{1,1}(t + s) - \mathcal{P}_{1,1}(t), \right.$$

$$\sup_{y, u > t} \left( h_0(y) + \mathcal{P}_{1,1}(y, n) \to (u, 2) + \mathcal{P}_{1,1}(t + s) - \mathcal{P}_{1,1}(u) - n^{2/3} \right) \left\}; \right.$$

the supremum over $y$ and $u$ is taken over choices such that $0 \leq y \leq n^{1/60}$ and $y \leq -\frac{1}{2} n^{1/3} + u$.

This formula follows by considering the location $u$ that the geodesic for endpoint $t + s$ jumps to the top line. It is the first term that attains the maximum when $u \leq t$; and it is the second that does so when $u > t$. In the first case, $h^{(n)}(t + s)$ is equal to $h^{(n)}(t)$ plus the remaining increment on the top line as the $(t + s)$-geodesic must pass through $(t, 1)$; this is because $h^{(n)}(t)$ is the value attained by a similar maximization problem. In the second case, we have rewritten the formula (5.10) for $h^{(n)}$ by decomposing the last passage value at $(u, 2)$, which lies on the geodesic by definition.

Observe that, since we have conditioned on the lower $n - 1$ curves, $\mathcal{P}_{1,1}(y, n) \to (u, 2)$ is a deterministic function of $y$ and $u$. Thus, conditional on $(\mathcal{P}_{1,1}(t), h^{(n)}(t))$, $\mathcal{F}_{\text{lower}}, \mathcal{F}_{\text{past}}^{\text{lower}}$ and $\mathcal{F}_{\text{future}}^{\text{past}}$, it holds that $h^{(n)}((t + s) \wedge n^{1/60})$ is measurable with respect to $\{ \mathcal{P}_{1,1}(x) : t \leq x \leq n^{1/60} \}$, which is conditionally independent of $\mathcal{F}_{\text{past}}$ given $\mathcal{P}_{1,1}(t)$ by the Markov property of $\mathcal{P}_{1,1}(\cdot)$. This proves that $X'$ is Markov, and so $X$ is a homogeneous Markov process. (We also used that the canonical filtration of $h^{(n)}$ is contained in the filtration generated by $\mathcal{F}_{\text{past}}^{\text{past}}$ and $\mathcal{F}_{\text{lower}}$.)

This argument reduced the Markov property of $X'$ to that of $\mathcal{P}_{1,1}$; the reduction also works to show that $X'$ is strong Markov since $\mathcal{P}_{1,1}$ is strong Markov.

Since the state space of $X$ is compact, we may apply the results of [Mil78]. Consider the projection map $\Phi : [-\infty, \infty]^2 \times [-n^{1/60}, \infty] \to [-\infty, \infty]$ given by $(x, y, z) \to y$. Then $x_0 = x^0 = \arg\max_{t \geq -n^{1/60}} \Phi(X(t))$, the largest one if the argmax is not unique. The main theorem of [Mil78] implies that, conditionally on $\mathcal{F}_{\text{lower}}, \mathcal{F}_{\text{past}}^{\text{lower}}$ and $\mathcal{F}_{\text{future}}^{\text{past}}$, the process $\{X(x_0 + t) : t > 0\}$ is conditionally independent of $\mathcal{F}_{\text{past}}^{\text{past}}$ given the data $(\mathcal{P}_{1,1}(x_0), h^{(n)}(x_0), x_0)$. Further, this process is Markov and has the law of $X$ conditioned on the event that $\Phi(X(t)) \leq \Phi(X(x_0))$ for all $t$.

By projecting to the first coordinate of $X$, we see that this statement is equivalent to $\{ \mathcal{P}_{1,1}(x) : x \geq -\frac{1}{2} n^{1/3} \}$ having the distribution of $\mathcal{P}_{n,1}^B$, where $B : [x_0, n^{1/60}] \to \mathbb{R}$ is a Brownian bridge of rate two from $(x_0, \mathcal{P}_{1,1}(x_0))$ to $(n^{1/60}, \mathcal{P}_{1,1}(n^{1/60}))$ conditioned on (i) $B(\cdot) > \mathcal{P}_{n,1}(\cdot)$ on $[x_0, n^{1/60}]$ and (ii) $\sup_{x_0 \leq x \leq n^{1/60}} h^{(n)}(x) \leq h^{(n)}(x_0)$. We get an equivalent condition on projecting because the second component of $X$ is determined by the first along with the lower curve data. This completes the proof of Lemma 5.13.

The following lemma was used in the proof of Lemma 5.13 and establishes that the distribution of the maximizer of $h^{(n)}(\cdot)$ has no atoms.

**Lemma 5.14.** Fix $z$ with $-n^{1/60} < z \leq n^{1/60}$. Almost surely, $h^{(n)}(z) \neq \sup_{|x| \leq n^{1/60}} h^{(n)}(x)$.

**Proof.** We use the formula (5.10) for $h^{(n)}(z)$ in terms of a last passage problem through $\mathcal{P}_n$. It is a consequence of Lemma 5.10 that $\mathcal{P}_{n,j}(\cdot) - \mathcal{P}_{n,j}(z - 1)$ is absolutely continuous with respect to Brownian motion of rate two on $[z - 1, z + 1]$ for each $j \in [1, n]$ (see for example [CH14, Proposition 4.1]). Thus we have with probability one that $z$ is not a local maximizer of $\mathcal{P}_{n,j}$ for any $j \in [1, n]$, which is the event we work on now. Let $\Gamma$ be the geodesic associated to $h^{(n)}(z)$ implicit in (5.10) and let $J \in [1, n]$ be the index of the line that $\Gamma$ visits at time $z^-$ (if $J > 1$, this means
that the geodesic jumps to line 1 at location \( z \), and so the top line's values do not contribute to the last passage value. Let \( \tilde{z} \) belong to the interval of time that \( \Gamma \) spends on line \( J \) and be such that \( \mathcal{P}_{n,J}(\tilde{z}) > \mathcal{P}_{n,J}(z) \). Now we can consider a modification of \( \Gamma \) that has endpoint \( (\tilde{z}, 1) \), which it jumps to from \( (\tilde{z}, J) \); this implies that \( z \) is not a maximizer of \( h^{(n)}(\cdot) \) since \( h^{(n)}(\tilde{z}) > h^{(n)}(z) \) and \( |\tilde{z}| \leq n^{1/60} \).

With these preliminaries, we now state what the \( \mathcal{F} \)-conditional distribution of \( Z \) is; recall that \( Z = \mathcal{P}_{n,1}(x_0 + A + 1) \).

**Lemma 5.15.** There exist \( \mathcal{F} \)-measurable random variables \( \text{Corner}^\dagger \) and \( \text{Corner}^\ddagger \) such that the following holds. Conditionally on \( \mathcal{F} \), and on the \( \mathcal{F} \)-measurable event that \( x_0 + A + 2 \leq n^{1/60} \), the distribution of \( Z \) is a normal random variable with mean \( \frac{1}{2}(\mathcal{P}_{n,1}(x_0 + A) + \mathcal{P}_{n,1}(x_0 + A + 2)) \) and variance one, conditional on lying inside \([\text{Corner}^\dagger, \text{Corner}^\ddagger]\). Further, when \( z = \text{Corner}^\ddagger \),

\[
(5.21) \quad \sup_{x \in [x_0 + A, x_0 + A + 2]} h^{(n)}(z)(x) = h^{(n)}(x_0).
\]

In the discussion of the narrow-wedge case, the \( \text{Corner}^\dagger \) and \( \text{Corner}^\ddagger \) random variables had a clear interpretation respectively as the largest value of \( Z \) such that the reconstruction \( \mathcal{P}^Z_{n,1} \) at no point exceeds \( \mathcal{P}_{n,1}(x_0) \) and the smallest value of \( Z \) such that the reconstruction at no point intersects \( \mathcal{P}_{n,2} \); each variable handled one condition. For general initial conditions, these random variables play analogous but slightly different roles. In particular, they are respectively the largest and smallest values of \( Z \) such that \( h^{(n)}(z) \) at no point exceeds \( h^{(n)}(x_0) \) and \( \mathcal{P}^Z_{n,1} \) does not intersect \( \mathcal{P}_{n,2} \). However, it may not be the case that each variable separately handles one of the conditions: because of a larger class of possible geodesic paths, \( \text{Corner}^\ddagger \) may also play a role in preventing \( h^{(n)}(Z) \) from exceeding \( h^{(n)}(x_0) \), unlike in the narrow-wedge case. This will be seen in \( \text{Corner}^\ddagger \)'s definition in the proof, to which we turn now.

**Proof of Lemma 5.15.** From Lemma 5.13, we know that the process \{\( \mathcal{P}_{n,1}(x) : x_0 \leq x \leq n^{1/60} \)\}, conditionally on \( \mathcal{F}' \), has the law of Brownian bridge of rate two with appropriate endpoints conditioned on not intersecting \( \mathcal{P}_{n,2} \) and on \( \sup_{x_0 \leq x \leq n^{1/60}} h^{(n)}(x) \leq h^{(n)}(x_0) \). Let \( \text{Val} \) (short for “valid”) be this conditioning event, i.e.,

\[
(5.22) \quad \text{Val} := \left\{ \mathcal{P}_{n,1}(x) > \mathcal{P}_{n,2}(x) \quad \forall x \in [x_0, n^{1/60}] \right\} \cap \left\{ \sup_{x_0 \leq x \leq n^{1/60}} h^{(n)}(x) \leq h^{(n)}(x_0) \right\}.
\]

Recall that \( \mathcal{F}'' \) is generated by \( \mathcal{F}' \) and the additional data of \( \mathcal{P}_{n,1}(\cdot) \) on \([x_0, x_0 + A] \cup [x_0 + A + 2, n^{1/60}]\). Note that the \( \sigma \)-algebra \( \mathcal{F} \) is generated by \( \mathcal{F}'' \) along with the additional side bridge data, i.e., \( \mathcal{P}_{[x_0 + A, x_0 + A + 1]} \) and \( \mathcal{P}_{[x_0 + A + 1, x_0 + A + 2]} \).

Recall the following decomposition of a Brownian bridge \( B \) of arbitrary endpoints and rate \( \sigma^2 \) on an interval \([a, b] \), with \( c \in [a, b] \): conditionally on \( B(a), B(b) \), and the side bridges \( B^{[a,c]} \) and \( B^{[c,b]} \), the distribution of \( B(c) \) is that of a normal random variable with mean \( \frac{b-c}{b-a} B(a) + \frac{c-a}{b-a} B(b) \) and variance \( \sigma^2 \frac{(c-a)(b-c)}{b-a} \). This is because such a Brownian bridge can be decomposed into three independent parts: the side bridges \( B^{[a,c]} \) and \( B^{[c,b]} \) (both of which have the Brownian bridge law) and the value of \( B(c) \) (which is normally distributed as specified).

This decomposition implies the following. By conditioning \( \mathcal{P}_{n,1}(\cdot) \) on the side bridge data in addition to \( \mathcal{F}'' \), and on the \( \mathcal{F} \)-measurable event that \( x_0 + A + 2 \leq n^{1/60} \), the \( \mathcal{F} \)-conditional distribution of \( Z = \mathcal{P}_{n,1}(x_0 + A + 1) \) is that of a normal random variable with mean \( \frac{1}{2}(\mathcal{P}_{n,1}(x_0 + A) + \mathcal{P}_{n,1}(x_0 + A + 2)) \) and variance one (as the Brownian bridge is of rate two), conditioned on \( \text{Val} \) occurring.

We claim that there exist \( \mathcal{F} \)-measurable random variables \( \text{Corner}^\dagger \) and \( \text{Corner}^\ddagger \) such that the occurrence of \( \text{Val} \) is equivalent to \( Z \) lying in \([\text{Corner}^\dagger, \text{Corner}^\ddagger]\).
We start by focusing on the second event on the right-hand side of (5.22). Consider a fixed upright path $\gamma$, and recall the definition of $h^{(n),Z}(\gamma)$ from (5.18). The second event is equivalent to the event that $Z$ is such that $h^{(n),Z}(\gamma) \leq h^{(n)}(x_0)$ for each upright path $\gamma$ with endpoint lying in $[x_0, n^{1/60}]$. Now recall that, by Lemma 5.11, with probability one, $h^{(n),Z}(\gamma)$ is monotone (i.e., non-increasing, non-decreasing, or constant) in $z$. Thus the condition that $h^{(n),Z}(\gamma) \leq h^{(n)}(x_0)$ yields, for each such upright path $\gamma$, a condition that $z$ lies in an interval $I_{\gamma}$ of the form $(-\infty, r_{\gamma}^r)$, $(r_{\gamma}^l, \infty)$ for some real number $r_{\gamma}^r$ or $r_{\gamma}^l$; which form of interval applies depends on the nature of the monotonicity of $h^{(n),Z}(\gamma)$. Note that $r_{\gamma}^r$ and $r_{\gamma}^l$ are $\mathcal{F}$-measurable.

To satisfy the second event in the intersection defining $\text{Val}$ in (5.22), $Z$ must lie in the intersection of all of the $I_{\gamma}$ as $\gamma$ varies over the set of upright paths with endpoint in $[x_0, n^{1/60}]$. To satisfy the first event in (5.22), we must also ensure that the value of $Z$ gives non-intersection of $\mathcal{P}_{n,1}^z(\gamma)$ with $\mathcal{P}_{n,2}(\gamma)$. Recall from the definition (5.17) of $\mathcal{P}_{n,1}^z$ that $\mathcal{P}_{n,1}^z(x)$ is non-decreasing in $z$ for all $x$. Since the $\mathcal{P}_n$ curves are also ordered, it follows that satisfying the first event in the definition of $\text{Val}$ is equivalent to $Z$ lying in an infinite ray $I_{\text{lower}} = (r_{\text{lower}}, \infty)$. Further, $r_{\text{lower}}$ is an $\mathcal{F}$-measurable random variable.

The idea now is to consider the intersection of $I_{\text{lower}}$ and the intervals $I_{\gamma}$ corresponding to all paths $\gamma$ with endpoint in $[x_0, n^{1/60}]$. So, let

$$I = I_{\text{lower}} \cap \bigcap_{\gamma} I_{\gamma}. $$

Since we need $I$ to be $\mathcal{F}$-measurable, we take the big intersection over only a countable collection of upright paths $\gamma$. More precisely, the intersection is taken over the set of upright paths $\gamma$ which have start point and endpoint lying in $Q$ (with the endpoint in $[x_0, n^{1/60}]$) and all of whose jump times from one line to the next occur at values in $Q$. The continuity of the curves of $\mathcal{P}_n$ implies that this countable dense intersection is sufficient to ensure that $Z \in I$ implies the satisfaction of $\text{Val}$.

In principle, $I$ may be the empty set. But it is not: by the definition of $x_0$ and $I$, and since the curves of $\mathcal{P}_n$ obey the non-intersection condition, the value $\mathcal{P}_{n,1}(x_0 + A + 1)$ almost surely lies in $I$.

We define $\text{Corner}^\dagger = \inf I$ and $\text{Corner}^\uparrow = \sup I$, which are clearly $\mathcal{F}$-measurable. We note the characterization of $\text{Corner}^\uparrow$ as the largest value of $Z$ which satisfies the second event of $\text{Val}$, i.e., that $\sup_{x_0 \leq x \leq n^{1/60}} h^{(n),Z}(x) \leq h^{(n)}(x_0)$.

We are left with proving the last assertion (5.21). Note that it is immediate from the definition of $I$ that, when $Z = \text{Corner}^\uparrow$, there exists some $x' \neq x_0$ such that $h^{(n),Z}(x) = h^{(n)}(x_0)$. We claim that at least one such $x'$ must lie in $[x_0 + A, x_0 + A + 2]$. Suppose to the contrary that $\sup_{x \in [x_0 + A, x_0 + A + 2]} h^{(n),Z}(x) < h^{(n)}(x_0)$. Consider $h^{(n),Z+\varepsilon}$ for small $\varepsilon > 0$. We see from Lemma 5.11 that $h^{(n),Z+\varepsilon}(x) < h^{(n),Z}(x)$ for all $x \notin [x_0 + A, x_0 + A + 2]$. But for all small enough $\varepsilon$, we would still have $\sup_{x \in [x_0 + A, x_0 + A + 2]} h^{(n),Z+\varepsilon}(x) < h^{(n)}(x_0)$ by Lemma 5.12, contradicting the definition of $I$ via the characterization of $\text{Corner}^\uparrow$ noted in the previous paragraph. This completes the proof of Lemma 5.15.

5.8. Positive probability favourable data. We next define a $\mathcal{F}$-measurable favourable event $\text{Fav}_{K,L}$, which we will show holds with positive probability. Recall that we are proving Proposition 5.9, which asserts a lower bound on the probability of the twin peaks’ event. The argument for this proposition will rely on resampling some randomness, namely $Z = \mathcal{P}_{n,1}(x_0 + A + 1)$, conditionally on the data in $\mathcal{F}$. The role of the favourable event is to specify a class of good $\mathcal{F}$-measurable data under which the resampling can be analysed more easily.

We again adopt the shorthand of $x_0$ for $x_0^V$, and let $\mu := \frac{1}{2}(\mathcal{P}_{n,1}(x_0 + A) + \mathcal{P}_{n,1}(x_0 + A + 2))$ be the $\mathcal{F}$-measurable mean of the normal random variable in the description of $Z$’s $\mathcal{F}$-conditional
distribution from Lemma 5.15. Also let $\beta$ be as in the definition of $J_L$ in (4.1). We set

$$\text{Fav}_{K,L} = F_1 \cap F_2 \cap F_3' \cap F_4',$$

where

$$F_1 = \left\{ \text{Corner}^\dagger \leq 4K \right\},$$

$$F_2 = \left\{ \mu \in [-K,K] \right\},$$

$$F_3' = \left\{ |h^{(n)}(x_0)| \leq \beta L^{1/2} \right\},$$

$$F_4' = \left\{ |x_0| \leq \beta L - A - 2 \right\},$$

(we will shortly define $F_3$ and $F_4$ to be modified versions of $F_3'$ and $F_4'$ which will be more convenient to work with).

Let us now say a few words on the form of $\text{Fav}_{K,L}$ and the proof idea of Proposition 5.9. From Lemma 5.15, we see that, when $Z = \text{Corner}^\dagger$, we have that $\sup_{x \in [x_0+A,x_0+A+2]} h^{(n)}(x) = h^{(n)}(x_0)$. Also, we see from Lemma 5.12 that reducing $Z$’s value from this level affects $\sup_{x \in [x_0+A,x_0+A+2]} h^{(n)}(x)$ in a Lipschitz manner. Thus the event in Proposition 5.9 occurs if $Z$ is within order $\varepsilon$ of $\text{Corner}^\dagger$.

We know from Lemma 5.15 that, conditionally on $\mathcal{F}$, $Z$ is distributed as a normal random variable with mean $\mu$ and variance one conditioned on lying inside $[\text{Corner}^\dagger, \text{Corner}^\dagger]$. Thus to get a good lower bound on the event that $Z$ is close to $\text{Corner}^\dagger$, it is enough to know that, with positive probability, the mean of $Z$ is not too extreme and that the upper limit $\text{Corner}^\dagger$ is not too high. These are the first two events in the intersection defining $\text{Fav}_{K,L}$, and the mentioned positive probability lower bound is the content of the next lemma. The third event handles the first extra condition in the definition of $\text{TP}_{A,L}$ (4.3) on the value of $h^{(n)}$’s maximum, while the final event in $\text{Fav}_{K,L}$’s intersection is imposed merely to ensure the second extra condition in (4.3), that twin peaks occurs in the interval $[-\beta L, \beta L]$.

**Lemma 5.16.** Let $h_0 : \mathbb{R} \to \mathbb{R} \cup \{-\infty\}$ satisfy Assumption 1.1 and consider $A > 0$. There exist $K$ and $L_0$ (both depending on $\gamma$, $\theta$, and $A$) such that, for all $L > L_0$, there exists $n_0$ (depending on $\gamma$, $\theta$, and $A$) so that, for all $n > n_0$,

$$\mathbb{P}(\text{Fav}_{K,L}) \geq \frac{1}{2}.$$  

Further, $K$ and $L_0$ may be made to depend on $\gamma$, $\theta$, and $A$ in a continuous manner.

**Proof.** We start by specifying some further good events. Let $y_0 \in [-\theta, \theta]$ be some fixed real number such that $h_0(y_0) \geq -2\theta$. For $M > 0$ to be specified later, define

$$F_3 = \left\{ |h^{(n)}(x_0)| \leq K \right\},$$

$$F_4 = \left\{ |x_0| \leq M \right\},$$

$$F_5 = \left\{ S_n(y_0,-M) \geq -K/2 \right\},$$

$$F_6 = \left\{ \mathcal{P}_{n,1}(-M) \leq K/2 \right\}.$$  

Note that $\text{Fav}_{K,L} \supseteq F_1 \cap F_2 \cap F_3 \cap F_4$ when $\beta L \geq M + A + 2$ and $\beta L^{1/2} \geq K$. We set $L_0$ high enough that both conditions on $L$ are met whenever $L \geq L_0$ (when $K$ and $M$ are set, which will be done in a way not depending on $L$).

We will show that $\mathbb{P}(\text{Fav}_{K,L}) \leq \frac{1}{2}$ for large enough $K$ and $L$ by showing the stronger statement that, for $\delta = 1/10$ and appropriate choices of $K$, $L$, and $M$, we have

$$\mathbb{P} \left( \bigcup_{i=1}^{6} F_i^c \right) \leq 5\delta = \frac{1}{2}.$$  

**Bounding $\mathbb{P}(F_i^c)$:** This is a simple application of Lemma 5.8, which yields $M = M(\gamma, \theta)$ such that $\mathbb{P}(F_i^c) \leq \delta = \frac{1}{10}$ for $n \geq n_0 = n_0(\gamma, \theta)$. We fix the value of $M$ obtained here for the rest of the proof.
Bounding $\mathbb{P}(F_2 \cap F_4)$: On the event $F_4$ we have $|x_0| \leq M$. Also, for large enough $K$ depending only on $\delta = 1/10$, $\hat{A}$, and $M$,

$$\mathbb{P}\left(\inf_{|x| \leq M + A + 2} \mathcal{P}_{n,1}(x) < -K\right) \leq \delta/2 \quad \text{and} \quad \mathbb{P}\left(\sup_{|x| \leq M + A + 2} \mathcal{P}_{n,1}(x) > K\right) \leq \delta/2;$$

this is implied by Proposition 5.7 after recalling from (5.7) that $\mathcal{P}_{n,1}(x) = \mathcal{S}_n(0, x)$. Thus $\mathbb{P}(F_2 \cap F_4)$ is at most $\delta$, since $\mu = \frac{1}{2}(\mathcal{P}_{n,1}(x_0 + A) + \mathcal{P}_{n,1}(x_0 + A + 2))$ is bounded above and below on $F_4$ by $\sup_{x \in [-M - A - 2, M + A + 2]} \mathcal{P}_{n,1}(x)$ and $\inf_{x \in [-M - A - 2, M + A + 2]} \mathcal{P}_{n,1}(x)$.

Bounding $\mathbb{P}(F_5^c)$ and $\mathbb{P}(F_6^c)$: These correspond respectively to lower and upper tails on one-point last passage values, i.e., on $\mathcal{S}_n(y, x)$ for fixed $y$ and $x$, because $\mathcal{P}_{n,1}(-M) = \mathcal{S}_n(0, -M)$ in view of (5.7). Thus, we obtain $\mathbb{P}(F_5^c) \leq \delta$ and $\mathbb{P}(F_6^c) \leq \delta$ by applying Proposition 5.7 in a closed interval of unit length around the starting and ending points and by setting $K$ high enough, depending on $\theta$.

Bounding $\mathbb{P}(F_3^c \cap F_4 \cap F_5)$: We first bound the probability that $h^{(n)}(x_0) \geq K$ on $F_4$. Recall that, by assumption, $h_0(y) \leq -\gamma y^2$ for all $y \in \mathbb{R}$. Note that, on $F_4$, $h^{(n)}(x_0) = \sup_{|x| \leq M} h^{(n)}(x)$. Thus,

$$\sup_{|x| \leq M} h^{(n)}(x) = \sup_{|x| \leq M, y \in [0, 1/\theta]} \left( h_0(y) + \mathcal{S}_n(y, x) \right) \leq \sup_{|x| \leq M, 0 \leq y \leq n^{1/60}} \left( \mathcal{S}_n(y, x) - \gamma y^2 \right).$$

By a union bound, we can bound $\mathbb{P}\left(\sup_{|x| \leq M} h^{(n)}(x) > K\right)$ above by

$$\sum_{j=0}^{[n^{1/60}]} \mathbb{P}\left(\sup_{|x| \leq M, y \in [j, j+1]} \left( \mathcal{S}_n(y, x) - \gamma y^2 \right) > K\right) \leq \sum_{j=0}^{[n^{1/60}]} \mathbb{P}\left(\sup_{|x| \leq M, y \in [j, j+1]} \mathcal{S}_n(y, x) > K + \gamma j^2\right) \leq \sum_{j=0}^{[n^{1/60}]} C \max(M^2, j^2) \exp\left(-c(K^{3/2} + j^3)\right),$$

the final inequality by an application of Proposition 5.7. The final expression can be made less than $\delta = 1/10$ by raising $K$ appropriately (depending on $M$ and $\gamma$) if needed. Doing so, we learn that $\mathbb{P}\{h^{(n)}(x_0) \geq K\} \cap F_4 \leq \delta$.

Next we bound the probability that $h^{(n)}(x_0) \leq -K$ on $F_5$. Recall that $y_0 \in [-\theta, \theta]$ is such that $h_0(y_0) \geq -2\theta$, and increase $K$ if needed so that $h_0(y_0) \geq -K/3$. Since $x_0$ is the maximizer of $h^{(n)}$, and (5.10) holds, we see that

$$h^{(n)}(x_0) \geq h_0(y_0) + \mathcal{S}_n(y_0, -M) \geq -5K/6 > -K,$$

the last inequality holding on $F_5$. Thus $\mathbb{P}\{h^{(n)}(x_0) \leq -K\} \cap F_5 = 0$. Overall we have shown that $\mathbb{P}(F_3^c \cap F_4 \cap F_5) \leq \delta$.

Bounding $\mathbb{P}(F_1^c \cap F_3 \cap F_4 \cap F_5 \cap F_6)$: Recall that we have set $y_0$ and $K$ such that $h_0(y_0) \geq -K/3 > -K$. Observe that Corner$^1 > 4K$ implies that there is a value of $z$ in $[4K, \infty)$ such that $h^{(n)}(x_0) = \sup_{x \in [x_0 + A, x_0 + A + 2]} h^{(n), z}(x)$ by Lemma 5.15. But we will now show that if $z \geq 4K$, then, on the event $\bigcap_{i=3}^6 F_i$, we have that $h^{(n), z}(x_0 + A + 1) > h^{(n)}(x_0)$; this is a contradiction and so the probability we are bounding must be zero. We use the formula for $h^{(n), z}$ from (5.18), and the formula (5.9)
Lemma 5.12). We apply this to \( z \in \mathcal{S}_n \). Indeed, if \( z \geq 4K \) and the event \( \bigcap_{i=3}^{6} F_i \) holds, then

\[
\mathfrak{h}^{(n),z}(x_0 + A + 1) = \sup_{0 \leq y \leq n^{1/60}} \left( \mathfrak{h}_0(y) + \mathcal{P}_n^z((-\frac{1}{2}n^{1/3} + y, n) \to (x_0 + A + 1, 1)) - n^{2/3} \right) 
\geq -K + \left( \mathcal{P}_n^z((-\frac{1}{2}n^{1/3} + y_0, n) \to (-M, 1)) - n^{2/3} \right) 
+ \mathcal{P}_n^z([-M, 1) \to (x_0 + A + 1, 1]) 
= -K + S_n(y_0, -M) + z - \mathcal{P}_{n,1}(-M) 
\geq 3K + S_n(y_0, -M) - \mathcal{P}_{n,1}(-M) \geq 2K.
\]

The first inequality bounded the supremum by the choice of \( y = y_0 \) and used our assumption that \( \mathfrak{h}_0(y_0) > -K \); the penultimate inequality used the assumption that \( z \geq 4K \); and the final inequality used the bounds that hold on \( F_5 \cap F_6 \). The conclusion \( \mathfrak{h}^{(n),z}(x_0 + A + 1) \geq 2K \) contradicts \( \mathfrak{h}^{(n)}(x_0) \leq K \), which holds on \( F_4 \), since, on this event, \( x_0 + A + 1 \in [-M, M] \). Thus the probability we are bounding is zero.

Overall we have shown that \( \mathbb{P}(\bigcup_{i=1}^{6} F_i) \leq 5\delta = 1/2 \). It may be easily checked that the setting of \( K \) and \( L_0 \) can be made to depend on \( \gamma \), \( \theta \), and \( A \) continuously, completing the proof of Lemma 5.16.

\[ \square \]

5.9. Performing the resampling: the proof of Proposition 5.9. In this proof, we will need a monotonicity property of conditional probabilities of the normal distribution. The proof is a straightforward calculation that we omit here, but details are available in [CHH19, Lemma 5.15].

**Lemma 5.17.** Fix \( r > 0 \), \( m \in \mathbb{R} \), and \( \sigma^2 > 0 \), and let \( X \) be distributed as \( N(m, \sigma^2) \). Then the quantity \( \mathbb{P}(X \geq s - r \mid X \leq s) \) is a strictly decreasing function of \( s \in \mathbb{R} \).

**Proof of Proposition 5.9.** We fix \( K \) and \( L_0 \) as given by Lemma 5.16. For any given \( L > L_0 \), we have that \( \mathbb{P}(\text{Fav}_{K,L}) \geq 1/2 \).

Recall \( x_0 = x_0^\ast = \arg \max_{|x| \leq n^{1/60}} \mathfrak{h}^{(n)}(x) \). We have that

\[
\mathbb{P}\left( \sup_{x \in [x_0 + A, x_0 + A + 2]} \mathfrak{h}^{(n)}(x) > \mathfrak{h}^{(n)}(x_0) - \varepsilon; \ |\mathfrak{h}^{(n)}(x_0)| \leq \beta L^{1/2}; \ |x_0| \leq \beta L - A - 2 \right) 
= \mathbb{E}\left( \mathbb{P}\left( \sup_{x \in [x_0 + A, x_0 + A + 2]} \mathfrak{h}^{(n)}(x) > \mathfrak{h}^{(n)}(x_0) - \varepsilon \ \mid \ \mathcal{F} \right) \mathbb{1}_{|\mathfrak{h}^{(n)}(x_0)| \leq \beta L^{1/2}|x_0| \leq \beta L - A - 2} \right).
\]

We have to bound below the inner conditional probability. Set \( \text{Fav} = \text{Fav}_{K,L} \) for notational convenience. Recall that the occurrence of \( \text{Fav} \) implies that \( |x_0| \leq \beta L - A - 2 \) and \( |\mathfrak{h}^{(n)}(x_0)| \leq \beta L^{1/2} \). We claim that, on \( \text{Fav} \), the event of the inner conditional probability is implied by

\begin{equation}
Z := \mathcal{P}_{n,1}(x_0 + A + 1) \in \left[ \text{Corner}^\ast \vee (\text{Corner}^\ast - \varepsilon/2), \text{Corner}^\ast \right] =: I_\varepsilon.
\end{equation}

The validity of the claim follows from two facts. The first is that \( \sup_{x \in [x_0 + A, x_0 + A + 2]} \mathfrak{h}^{(n),z}(x) = \mathfrak{h}^{(n)}(x_0) \) when \( z = \text{Corner}^\ast \) (from Lemma 5.15); and the second is that, almost surely for all \( z \in \mathbb{R} \), \( \left| \sup_{x \in [x_0 + A, x_0 + A + 2]} \mathfrak{h}^{(n),z_1}(x) - \sup_{x \in [x_0 + A, x_0 + A + 2]} \mathfrak{h}^{(n),z_2}(x) \right| \) is at most \( 2|z_1 - z_2| \) (from Lemma 5.12). We apply this to \( z_1 = \text{Corner}^\ast \) and \( z_2 \in I_\varepsilon \).
With this preparation, we see that
\[
P \left( \sup_{x \in [x_0 + A, x_0 + A + 2]} h^{(n)}(x) > h^{(n)}(x_0) - \varepsilon \bigg| \mathcal{F} \right) 1_{|b^{(n)}(x_0)| \leq \beta L^{1/2}, |x_0| \leq \beta L - A - 2} \\
\geq P \left( \sup_{x \in [x_0 + A, x_0 + A + 2]} h^{(n)}(x) > h^{(n)}(x_0) - \varepsilon \bigg| \mathcal{F} \right) 1_{I_{\varepsilon}} \\
\geq P( Z \in I_{\varepsilon} \bigg| \mathcal{F} ) 1_{I_{\varepsilon}}.
\]
(5.24)

Recall now from Lemma 5.15 that \( Z \) is distributed as a normal random variable with mean \( \mu = \frac{1}{2}(P_{n,1}(x_0 + A) + P_{n,1}(x_0 + A + 2)) \) and variance one, conditioned on lying inside \([\text{Corner}^\downarrow, \text{Corner}^\uparrow] \). Observe from (5.23) that \( I_{\varepsilon} \) is one of two intervals: \([\text{Corner}^\downarrow, \text{Corner}^\uparrow] \) or \([\text{Corner}^\uparrow - \varepsilon/2, \text{Corner}^\uparrow] \). In the first case, the conditional probability in (5.24) equals one. We show now that, in the second case, the conditional probability is bounded below by \( \eta \varepsilon \) for some constant \( \eta > 0 \).

We let \( N \) be a standard normal random variable with mean zero and variance one. Then, on the event \( \text{Fav} \cap \{ \text{Corner}^\downarrow \leq \text{Corner}^\uparrow - \varepsilon/2 \} \), we have that \( |\mu| \leq K \) and \( \text{Corner}^\uparrow \leq 4K \), which implies that, on the same event,
\[
P( Z \in I_{\varepsilon} \bigg| \mathcal{F} ) = P \left( N + \mu \in [\text{Corner}^\uparrow - \varepsilon/2, \text{Corner}^\uparrow] \bigg| N + \mu \in [\text{Corner}^\downarrow, \text{Corner}^\uparrow], \mathcal{F} \right) \\
= \frac{P \left( N + \mu \in [\text{Corner}^\uparrow - \varepsilon/2, \text{Corner}^\uparrow] \bigg| \mathcal{F} \right)}{P \left( N + \mu \in [\text{Corner}^\downarrow, \text{Corner}^\uparrow] \bigg| \mathcal{F} \right)} \\
\geq P \left( N + \mu \geq \text{Corner}^\uparrow - \varepsilon/2 \bigg| N + \mu \leq \text{Corner}^\uparrow, \mathcal{F} \right) \\
\geq P \left( N + \mu \geq 4K - \varepsilon/2 \bigg| N + \mu \leq 4K, \mathcal{F} \right) \\
\geq P( N + \mu \in [4K - \varepsilon/2, 4K] \bigg| \mathcal{F} ) .
\]

For the first equality, we interpret \( P(Z \in \cdot \bigg| \mathcal{F}) \) as a regular conditional distribution, which exists as \( Z \) takes values in \( \mathbb{R} \) (see [Kal02, Theorem 6.3]); conditioning on an event \( E \) is then understood by the usual equality of conditional probability with a ratio of probabilities, i.e., \( P( \cdot \bigg| E, \mathcal{F} ) = P( \cdot \bigcap E \bigg| \mathcal{F} )/P( E \bigg| \mathcal{F} ) \). Then the first equality follows from the characterization of \( Z \)'s law recalled above after (5.24). The second equality can be seen by noting that we are working on the event that \( \text{Corner}^\downarrow \leq \text{Corner}^\uparrow - \varepsilon/2 \), and some simple manipulations of the probabilities in the ratio gives the third line, i.e., the first inequality. The penultimate inequality used the monotonicity property of normal random variables recorded in Lemma 5.17 and that \( \text{Corner}^\uparrow \leq 4K \) on \( \text{Fav} \). Now the form of the normal density gives that the final expression is bounded below by \( \eta \varepsilon \cdot 1_{\text{Fav}} \) for some \( \eta > 0 \) depending only on \( K \), since \( |\mu| \leq K \); further, this dependence is clearly continuous in \( K \).

Substituting into (5.24) this bound, as well as the earlier bound of one in the case that \( \text{Corner}^\uparrow \geq \text{Corner}^\uparrow - \varepsilon/2 \), gives that
\[
P \left( \sup_{x \in [x_0 + A, x_0 + A + 2]} h^{(n)}(x) > h^{(n)}(x_0) - \varepsilon; |b^{(n)}(x_0)| \leq \beta L; |x_0| \leq \beta L - A - 2 \right) \\
\geq \eta \varepsilon \cdot P( \text{Fav}_{K,L} ) \geq \frac{1}{2} \eta \varepsilon,
\]
in view of \( K \) and \( L \) being such that \( P( \text{Fav}_{K,L} ) \geq 1/2 \). Relabelling \( \eta \) completes the proof of Proposition 5.9. \( \square \)
6. Proof of the main result

In this section, we prove Theorem 1.3 by obtaining lower and upper bounds on the Hausdorff dimension of the set (1.6).

6.1. The upper bound. We start by making some definitions. Let the set $\mathcal{T}_{[T_0,T],A,L}^\epsilon$ be defined in (4.3) and let $\mathcal{T}_{[T_0,T]A,L} := \mathcal{T}_{[T_0,T]A,L}^0$. Then for $L \geq A > 0$, $T > T_0 > 0$ and $\epsilon \geq 0$, we define the set

$$
\mathcal{T}^\epsilon_{[T_0,T],A,L}(h) := \{ t \in [T_0,T] : h_{t} \in \mathcal{T}_{[T_0,T],A,L}^\epsilon \}.
$$

We denote $\mathcal{T}_{[T_0,T],A,L}(h) := \mathcal{T}_{[T_0,T],A,L}(0)$. The following result gives an upper bound on the Hausdorff dimension of $\mathcal{T}_{T}(h)$; note that we assume a slightly weaker condition than Assumption 1.1 (i.e., with no cutoff to the left of $-\lambda$).

**Proposition 6.1.** Let Assumption 1.1(a) for the initial data $\rho_0$ be satisfied. Then, for any $T > 0$ and $A \geq 0$,

$$
P_{\rho_0}(\dim(\mathcal{T}_{[T],A}(h))) \leq \frac{2}{3}.
$$

**Proof.** For lighter notation, we suppress the initial data $\rho_0$ from the probability measure $P_{\rho_0}$.

We will first prove (6.2) for the set $\mathcal{T}_{[T_0,T],A,L}(h)$ defined in (6.1), where $A > 0$ and $L \geq A$. All constants which appear in this proof can depend on $T_0$, $T$, $L$ and $A$, and we will not indicate these dependences. If $\mathcal{T}_{[T_0,T],A,L}(h) = \emptyset$, then dim$(\mathcal{T}_{[T_0,T],A,L}(h)) = 0$ and the required bound is trivial. Hence, we will consider the case $\mathcal{T}_{[T_0,T],A,L}(h) \neq \emptyset$.

**Step 1:** From twin peaks at exceptional time to $\epsilon$-twin-peaks at deterministic time. We start by introducing a dyadic partition of the time interval $[T_0,T]$. More precisely, for any integer $n \geq 1$, we define the set

$$
\mathcal{A}_n := \{ i \in \mathbb{N} : 1 \leq i \leq [2^n(T - T_0)] \}
$$

and the times $t_{n,i} := T_0 + 2^{-n}i$ indexed by $i \in \mathcal{A}_n$. Furthermore, for these values of $n$ and $i$, we define the set

$$
\mathcal{J}_{n,i} := \{ t \in [T_0,T] : |t_{n,i} - t| \leq (2 + \frac{1}{n})^{-n-1} \},
$$

which contains a small left-neighbourhood of $t_{n,i}$; the $1/n$ term provides a little padding that will be useful shortly. We will show that, if there is an exceptional time present in $\mathcal{J}_{n,i}$, i.e., $\mathcal{J}_{n,i} \cap \mathcal{T}_{[T_0,T],A,L}(h) \neq \emptyset$, then $h_{n,i}^L \in \mathcal{T}_{[T_0,T],A,L}^\epsilon$ for a suitably chosen $\epsilon$, where $h^L$ is the cutoff defined in (3.9).

If $\mathcal{J}_{n,i} \cap \mathcal{T}_{[T_0,T],A,L}(h) \neq \emptyset$, then let $\tau$ be the smallest random time point in $\mathcal{J}_{n,i} \cap \mathcal{T}_{[T_0,T],A,L}(h)$, and let $\chi_1, \chi_2 \in J_L$ (this set is defined in (4.1)) be two random spatial points such that $|\chi_1 - \chi_2| \geq A$ and $\max(h_{\tau}) = h_{\tau}(\chi_1) = h_{\tau}(\chi_2)$. Since the pair of points $\chi_1$, $\chi_2$ may not be unique, we choose it so that $\chi_1 + \chi_2$ takes the minimum value.

Recall that, for any $\nu > 0$, the KPZ fixed point is almost surely locally $(\frac{1}{4} - \nu)$-Hölder continuous in the time variable uniformly in the space variable (see Lemma 3.3). Owing to this, and also to $t_{n,i}, \tau \in [T_0, T + 1]$, and $\chi_\ell \in J_L$, it follows that, for $\ell = 1$ and 2,

$$
|h_{n,i}^L(\chi_\ell) - h_{\tau}^L(\chi_\ell)| = |h_{n,i}^L(\chi_\ell) - h_{\tau}(\chi_\ell)| \leq C_1 2^{-(\frac{1}{4} - \nu)n},
$$

almost surely. Here, $C_1 \geq 0$ is an almost surely finite random constant that is independent of $n$ and $i$ but that depends on $L$, $T$ and $\nu$. Moreover, $t_{n,i}, \tau \in [T_0, T + 1]$ and Lemma 3.4 yield

$$
\max(h_{n,i}^L) - \max(h_{\tau}^L) \leq C_2 2^{-(\frac{1}{4} - \nu)n},
$$

for $C_2 \geq 0$, which is an almost surely finite random constant that is independent of $n$ and $i$ but that depends on $L$, $T$ and $\nu$. \hfill $\diamond$
Combining (6.3) and (6.4), we find that, for $\ell = 1$ and 2,

$$\text{Max}(h^L_{t_{n,i}}) - h^L_{t_{n,i}}(\chi_\ell) \leq (h^L_{T}(\chi_\ell) - h^L_{t_{n,i}}(\chi_\ell)) + (\text{Max}(h^L_{t_{n,i}}) - \text{Max}(h^L_{T})) \leq C_3 2^{-(1/\nu)n},$$

where $C_3 = C_1 + C_2$ is an almost surely finite random constant that is independent of $n$ and $i$ but that depends on $L$, $T$ and $\nu$. Let $K$ be a deterministic constant (which we will eventually tend to infinity). Then, for all $n$ sufficiently large, we have that $h^L_{t_{n,i}} \in TP^e_{A,L+1}$ almost surely on the event that $\{J_{n,i} \cap T_{[T_0,T],A,L}(h) \neq \emptyset\} \cap \{C_3 \leq K\}$, where $\epsilon = K2^{-(1/3-\nu)n}$. The increase of $L$ by 1 comes from (6.4): if $\text{Max}(h_\tau) \in J_{L^{1/2}}$, then $\text{Max}(h^L_{t_{n,i}}) \in J_{(L+1)^{1/2}}$ as soon as $\epsilon$ is sufficiently small.

**Step 2:** The open cover and its Hausdorff pre-measure. We estimate the Hausdorff pre-measure (A.1) of $T_{[T_0,T],A,L}(h)$ by choosing a suitable open covering. For this, we define the set

$$J^*_n := \{t \in [T_0, T] : |t - t_{n,i}| < 2^{-n-1}\},$$

which is open and has diameter $2^{-n}$; note also the inclusion $J_{n,i} \subset J^*_n$ due to the presence of the padding term $1/n$ in the former’s definition.

We further define the set $I_n := \{i \in A_n : J_{n,i} \cap T_{[T_0,T],A,L}(h) \neq \emptyset\}$. Then one can see that the following open covering holds: $T_{[T_0,T],A,L}(h) \subset \bigcup_{i \in I_n} J^*_n$. Moreover, for any $\alpha > 0$, we have that

$$m_{\alpha,n}(T_{[T_0,T],A,L}(h)) := \sum_{i \in I_n} \text{diam}(J^*_n)^\alpha = 2^{-\alpha n}|I_n|,$$

where diam is the diameter of the set. The definition of the Hausdorff pre-measure (A.1) yields

$$H^\alpha_n(T_{[T_0,T],A,L}(h)) \leq m_{\alpha,n}(T_{[T_0,T],A,L}(h)),$$

where $\delta_n = 2^{-n-1}$, which vanishes as $n \to \infty$.

Next we estimate the quantity $m_{\alpha,n}(T_{[T_0,T],A,L}(h))$. Let us define the set

$$I^*_n := \{i \in A_n : h^L_{t_{n,i}} \in TP^e_{A,L+1}\},$$

where $\epsilon = K2^{-(1/3-\nu)n}$ as above. Then, as we proved in Step 1, $I_n \subset I^*_n$ almost surely on the event $\{C_3 \leq K\}$. Hence (6.5) yields, on the same event,

$$m_{\alpha,n}(T_{[T_0,T],A,L}(h)) \leq 2^{-\alpha n}|I^*_n|$$

almost surely. Taking expectations, we obtain

$$\mathbb{E}[m_{\alpha,n}(T_{[T_0,T],A,L}(h)) \mathbb{1}_{C_3 \leq K}] \leq 2^{-\alpha n} \mathbb{E}[|I^*_n| \mathbb{1}_{C_3 \leq K}],$$

where

$$\mathbb{E}[|I^*_n| \mathbb{1}_{C_3 \leq K}] = \sum_{i \in A_n} \mathbb{P}(h^L_{t_{n,i}} \in TP^e_{A,L+1}, C_3 \leq K) \leq \sum_{i \in A_n} \mathbb{P}(h^L_{t_{n,i}} \in TP^e_{A,L+1}).$$

Using Theorem 4.9, we see that each summand is at most $C \epsilon_t^{-1/3}$ for a constant $C$. Now, by the definitions of $t_{n,i} = T_0 + 2^{-n}i$ and $\epsilon = K2^{-(1/3-\nu)n}$, we get, for a constant $C_3$,

$$\mathbb{P}(h^L_{t_{n,i}} \in TP^e_{A,L+1}) \leq C K2^{-(1/\nu)n}(T_0 + 2^{-n}i)^{-1/3} \leq C_3 K2^{n\nu i^{-1/3}}.$$

In the second inequality, we used $(T_0 + 2^{-n}i)^{-1/3} \leq 2^{n/3}i^{-1/3}$. Hence,

$$\mathbb{E}[|I^*_n| \mathbb{1}_{C_3 \leq K}] \leq C_3 K2^{n\nu i} \sum_{i \in A_n} i^{-1/3} \leq C_4 K2^{n\nu i}(2^nT)^{\frac{2}{3}} = C_4 KT^{\frac{2}{3}}2^{n(\frac{2}{3} + \nu)},$$

for a new constant $C_4 \geq 0$. Combining this bound with (6.7), we obtain

$$\mathbb{E}[m_{\alpha,n}(T_{[T_0,T],A,L}(h)) \mathbb{1}_{C_3 \leq K}] \leq 2^{-\alpha n} \cdot C_4 KT^{\frac{2}{3}}2^{n(\frac{2}{3} + \nu)} = C_4 KT^{\frac{2}{3}}2^{n(\frac{2}{3} - \alpha + \nu)}.$$
For any $\alpha > \frac{2}{3}$, we may choose $0 < \nu < \alpha - \frac{2}{3}$, so that the last expression vanishes as $n \to \infty$. Combining this with (6.6) and the definition (A.2), we conclude

$$
\mathbb{E}\left[\mathcal{H}_0^{\alpha}(T_{[T_0,T]},A,L)(h)) 1_{c_3 \leq K}\right] \leq C_4 K T^\frac{2}{3} 2^{n(\frac{2}{3} - \alpha + \nu)}
$$

for any $\alpha > \frac{2}{3}$. Then the monotone convergence theorem and the almost sure finiteness of $C_3$ yield, for any $\alpha > \frac{2}{3}$, that

$$
\mathbb{E}\left[\mathcal{H}_0^{\alpha}(T_{[T_0,T]},A,L)(h)) 1_{c_3 \leq K}\right] = \lim_{K \to \infty} \lim_{n \to \infty} \mathbb{E}\left[\mathcal{H}_0^{\alpha}(T_{[T_0,T]},A,L)(h)) 1_{c_3 \leq K}\right] = 0.
$$

By (A.3), this shows, for every $T_0 > 0$, $A > 0$, and $L > 0$, that the Hausdorff dimension of $T_{[T_0,T]}(h)$ is almost surely at most $2/3$.

**Step 3: Inferring the Hausdorff dimension upper bound for $T_{T,A}(h)$**. Recall the countable stability property of Hausdorff dimension (A.4), which says that the Hausdorff dimension of a countable union of spaces is the supremum of the Hausdorff dimensions of the individual spaces. This yields that the Hausdorff dimension of $T_{T,A}(h)$ is at most $2/3$ after noting that this set can be written as a countable union of sets of the form $T_{[T_0,T],A,L}(h)$:

$$
T_{T,A}(h) = \bigcup_{L=1}^{\infty} T_{[L^{-1},T],A,L}(h).
$$

This equality is implied by the straightforward set monotonicity properties of $T_{[T_0,T],A,L}(h)$ in each of the variables $T_0$, $A$, and $L$. Thus the Hausdorff dimension of $T_{T,A}(h)$ is almost surely at most $2/3$ when $A > 0$. If $A = 0$, we can replace the $A$ in the right-hand side (6.8) with $L^{-1}$ and the same reasoning applies. This completes the proof of Proposition 6.1. □

6.2. **The lower bound.** A standard result providing a lower bound on the Hausdorff dimension is Frostman’s criterion [MP10, Theorem 4.27]. We will use the version stated in Lemma A.3.

To this end, for any Borel set $S \subset \mathbb{R}_{\geq 0}$, we define the random measure

$$
\mu_{A,L}^\varepsilon(S) := \varepsilon^{-1} \int_S 1_{b_r \in TP_{A,L}^\varepsilon} \text{dr},
$$

which is proportional to the Lebesgue measure of the set of times spent by the process $h$ in $TP_{A,L}^\varepsilon$. We recall that if $b_r \in TP_{A,L}^\varepsilon$, then $b_r$ has two near maximizers at distance at least $A$, and moreover the maximal value of $h_r$ is in an interval of length proportional to $L^{1/2}$. The KPZ fixed point $t \mapsto h_t$ is continuous in the time variable on the set of upper semicontinuous functions: see Proposition 2.4(viii). This implies that the set $\{r \in [a,b] : b_r \in TP_{A,L}^\varepsilon\}$ is measurable and that the integral (6.9) is well-defined.

**Proposition 6.2.** Let $b_0$ satisfy Assumption 1.1. Then:

1. Given $T$ and $A$, there exist $L_0 < \infty$ and $\eta > 0$ such that, for all $L > L_0$,

$$
\mathbb{E}_{b_0}\left[\mu_{A,L}^\varepsilon([0,T])\right] \geq \eta.
$$

2. For any $0 < T_0 < T$ and $0 \leq \gamma < \frac{2}{3}$,

$$
\limsup_{\varepsilon \to 0} \mathbb{E}_{b_0}\left[\int_{T_0}^T \int_{T_0}^T |t-s|^{-\gamma} d\mu_{A,L}^\varepsilon(t) d\mu_{A,L}^\varepsilon(s)\right] < \infty.
$$

**Proof.** Taking the expectation of (6.9), we obtain

$$
\mathbb{E}_{b_0}\left[\mu_{A,L}^\varepsilon([0,T])\right] \geq \mathbb{E}_{b_0}\left[\mu_{A,L}^\varepsilon([T/2,T])\right] = \int_{T/2}^T \varepsilon^{-1} \mathbb{P}_{b_0}(b_r \in TP_{A,L}^\varepsilon) \text{dr}.
$$
We want to apply Theorem 5.1, which bounds below \( \mathbb{P}_{b_{0}}(h_{r} \in TP_{A,L}) \) by \( \eta(r)\varepsilon \) for all \( L > L_{0}(r) \) and for an \( L_{0} \) and \( \eta \) which depend continuously on \( r > 0 \). We note that the continuity in \( r \) of \( L_{0} \) implies that we can take a single \( L_{0} \) for all \( r \in [T/2,T] \), and that the continuity in \( r \) of \( \eta \) implies that the displayed integral is well-defined and strictly positive. Thus (6.10) follows.

Now, we will prove (6.11). Definition (6.9) implies that
\[
\mathbb{E}_{b_{0}} \left[ \int_{T_{0}}^{T} \int_{T_{0}}^{T} |t - s|^{-\gamma} d\mu^{\varepsilon}_{A,L}(t) d\mu^{\varepsilon}_{A,L}(s) \right]
\]
(6.12)
\[
= 2\varepsilon^{-2} \int_{T_{0} \leq s < t \leq T} (t - s)^{-\gamma} \mathbb{P}_{b_{0}}(h_{t} \in TP_{A,L}, h_{s} \in TP_{A,L}) dt ds.
\]

Our next aim is to bound the probability on the right-hand side of (6.12). The Markov property of the KPZ fixed point yields
\[
\mathbb{P}_{b_{0}}(h_{t} \in TP_{A,L}, h_{s} \in TP_{A,L}) = \mathbb{E}_{b_{0}} \left[ \mathbb{P}_{b_{0}}(h_{t} \in TP_{A,L} | h_{s} \in TP_{A,L}) 1_{h_{s} \in TP_{A,L}} \right].
\]

The definition of the set \( TP_{A,L}^{c} \) implies that, if \( h_{s} \in TP_{A,L}^{c} \), then \( \text{Max}(h_{s}) \in J_{L/2} \). Then Theorem 4.9 yields
\[
\mathbb{P}_{b_{0}}(h_{s} \in TP_{A,L}^{c}) \leq C_{3} \varepsilon s^{-\frac{1}{2}}, \quad \mathbb{P}_{b_{0}}(h_{t} \in TP_{A,L}^{c} | h_{s} \in TP_{A,L}) \leq C_{4} \varepsilon (t - s)^{-\frac{1}{2}},
\]
for constants \( C_{3},C_{4} > 0 \) depending on \( L \). In applying Theorem 4.9, one might expect \( C_{4} \) to depend on the law of \( h_{s} \). However, as specified in this theorem, the constant only depends on the upper bound on \( h_{s} \), which we know to be controlled by \( L \), since we are conditioning on \( h_{s} \in TP_{A,L} \).

Combining (6.14) and (1.13), we get
\[
\mathbb{P}_{b_{0}}(h_{t} \in TP_{A,L}^{c}, h_{s} \in TP_{A,L}^{c}) \leq C_{4} \varepsilon (t - s)^{-\frac{1}{2}} \mathbb{P}_{b_{0}}(h_{s} \in TP_{A,L}^{c}) \leq C_{3} C_{4} \varepsilon^{2} (t - s)^{-\frac{1}{2}} s^{-\frac{1}{2}}.
\]

Then (6.11) follows at once from this bound and (6.12) by integration. \( \Box \)

The next result gives a lower bound on the Hausdorff dimension of the set \( \bar{T}_{s}(h) \), provided that it is non-empty, and asserts that the latter event happens with positive probability.

**Proposition 6.3.** Let the initial data \( h_{0} \) satisfy Assumption 1.1. Then, for any \( T > 0 \) and \( A \geq 0 \), there exists \( \eta > 0 \) such that
\[
\mathbb{P}_{b_{0}}(\bar{T}_{T,A}(h) \neq \emptyset) \geq \eta,
\]
and
\[
\mathbb{P}_{b_{0}}(\text{dim}(\bar{T}_{T,A}(h)) \geq \frac{2}{\gamma} | \bar{T}_{T,A}(h) \neq \emptyset) = 1.
\]

**Proof.** As before, we prefer to suppress the initial data \( h_{0} \) from the probability measure \( \mathbb{P}_{b_{0}} \). To prove a lower bound on the Hausdorff dimension, we use Lemma A.3.

Let us fix \( 0 < T_{0} < T \). Clearly, \( \mu^{\varepsilon}_{A,L} \) is an outer measure on \( [T_{0},T] \), whose total variation on this interval is \( \| \mu^{\varepsilon}_{A,L} \|_{TV} = \mu^{\varepsilon}_{A,L}([T_{0},T]) \). Then Proposition 6.2(1) and (2) yield
\[
\mathbb{E}[\| \mu^{\varepsilon}_{A,L} \|_{TV}] \geq C_{1}, \quad \mathbb{E}[\| \mu^{\varepsilon}_{A,L} \|_{TV}^{2}] \leq C_{2},
\]
for some constants \( C_{1},C_{2} > 0 \) that are independent of \( \varepsilon \). For any \( \delta > 0 \), the Paley-Zygmund inequality yields that
\[
\mathbb{P}(\| \mu^{\varepsilon}_{A,L} \|_{TV} > \delta C_{1}) \geq (1 - \delta)^{2} \frac{\mathbb{E}[\| \mu^{\varepsilon}_{A,L} \|_{TV}^{2}]}{\mathbb{E}[\| \mu^{\varepsilon}_{A,L} \|_{TV}^{2}]} \geq \frac{(1 - \delta)^{2} C_{1}^{2}}{C_{2}}.
\]

For \( 0 < \gamma < \frac{2}{3} \), we define the \( \gamma \)-energy of \( \mu^{\varepsilon}_{A,L} \) by
\[
\mathcal{E}_{\gamma}^{\varepsilon} := \int_{T_{0}}^{T} \int_{T_{0}}^{T} |t - s|^{-\gamma} \mu^{\varepsilon}_{A,L}(dt) \mu^{\varepsilon}_{A,L}(ds),
\]
for which Proposition 6.2(2) yields
\begin{equation}
(6.18)\quad C_3 := \sup_{\epsilon \in (0,1]} \mathbb{E}[\mathcal{E}_\gamma^\epsilon] < \infty.
\end{equation}

Then, for any \( \delta > 0 \), Markov’s inequality implies
\begin{equation}
(6.19)\quad \mathbb{P}(\mathcal{E}_\gamma^\epsilon > \delta^{-1}) \leq C_3 \delta.
\end{equation}

Let us define the event \( U_\delta^\epsilon := \{ \| \mu_{A,L}^\epsilon \|_{TV} > \delta C_1 \} \cap \{ \mathcal{E}_\gamma^\epsilon \leq \delta^{-1} \} \). Then, from (6.17) and (6.19), we get
\[
\mathbb{P}(U_\delta^\epsilon) \geq \mathbb{P}(\| \mu_{A,L}^\epsilon \|_{TV} > \delta C_1) - \mathbb{P}(\mathcal{E}_\gamma^\epsilon > \delta^{-1}) \geq \frac{(1 - \delta)^2 C_1^2}{C_2} - C_3 \delta.
\]

Moreover, if we define the event \( U_\delta := \liminf_{\epsilon \to 0} U_\delta^\epsilon \), then Fatou’s lemma yields
\begin{equation}
(6.20)\quad \mathbb{P}(U_\delta) \geq \frac{(1 - \delta)^2 C_1^2}{C_2} - C_3 \delta.
\end{equation}

Obviously, there is \( \delta_* > 0 \) such that \( (1 - \delta)^2 C_1^2 / C_2 - C_3 \delta > 0 \) for every \( 0 < \delta \leq \delta_* \).

Our aim is to show that, for every \( 0 < \delta \leq \delta_* \), conditioned by the event \( U_\delta \), the Hausdorff dimension of \( T_{[T_0,T],A,L}(h) \) is almost surely greater than \( \gamma \). Let \( \mathcal{T}^\epsilon \) be the closure of the set \( T_{[T_0,T],A,L}(h) \), defined in (6.1). Then clearly \( \mu_{A,L}^\epsilon \) is supported on \( \mathcal{T}^\epsilon \). Furthermore, as \( \epsilon \to 0 \), the sets \( T_{[T_0,T],A,L}(h) \) decrease and, from continuity of the KPZ fixed point (see Proposition 2.4), we have that, almost surely,
\[
T_{[T_0,T],A,L}(h) = \bigcap_{\epsilon \in (0,1]} T_{[T_0,T],A,L}(h) = \bigcap_{\epsilon \in (0,1]} \mathcal{T}^\epsilon.
\]

Then, for every \( 0 < \delta \leq \delta_* \), Lemma A.3 yields
\begin{equation}
(6.21)\quad \mathbb{P} \left( \dim(T_{[T_0,T],A,L}(h)) \geq \gamma \mid U_\delta \right) = 1.
\end{equation}

We note that, as \( \delta \to 0 \), the sets \( U_\delta \) increase, with
\[
\lim_{\delta \to 0} U_\delta = \liminf_{\epsilon \to 0} \{ \| \mu_{A,L}^\epsilon \|_{TV} > 0 \} \cap \{ \mathcal{E}_\gamma^\epsilon < \infty \}.
\]

Then (6.18) implies that the last event is almost surely equal to \( \{ T_{[T_0,T],A,L}(h) \neq \emptyset \} \). Moreover, (6.20) and Fatou’s lemma yield
\[
\mathbb{P}(T_{[T_0,T],A,L}(h) \neq \emptyset) \geq \frac{C_1^2}{C_2},
\]
from which (6.15) follows. Then (6.21) and continuity of the probability measure yield, for every \( 0 < \gamma < 2/3 \),
\[
\mathbb{P} \left( \dim(T_{[T_0,T],A,L}(h)) \geq \gamma \mid T_{[T_0,T],A,L}(h) \neq \emptyset \right) = \lim_{\delta \to 0} \mathbb{P} \left( \dim(T_{[T_0,T],A,L}(h)) \geq \gamma \mid U_\delta \right) = 1.
\]

Thus the Hausdorff dimension of \( T_{[T_0,T],A,L} \) is almost surely at least \( 2/3 \) for every fixed \( T_0, A, \) and \( L \). Similarly as we argued in the proof of Proposition 6.1, we apply the countable stability property of Hausdorff dimension (A.4) after observing that the above holds almost surely as \( L \to \infty \) and \( T_0 \to 0 \). We thus obtain the required identity (6.16) in the case that \( A > 0 \). If \( A = 0 \), we may take \( A \to 0 \) in the previous display to reach the same conclusion. \( \square \)

6.3. Proof of Theorem 1.3. For any upper semicontinuous initial data \( h_0 \) with parabolic decay at infinity and for any \( t > 0 \), the KPZ fixed point \( h_t(x) \) is continuous in \( x \in \mathbb{R} \) and is strictly larger than \(-\infty\) (see Section 2.2.4). Hence, under the assumptions of this theorem, Lemma 3.1 implies that \( \text{Max}(h_t) \) is almost surely finite and \( \text{Argmax}(h_t) \neq \emptyset \). This is the first statement of this theorem; (6.15) is the second. Finally, combining Propositions 6.1 and 6.3 yields (1.7). \( \square \)
Appendix A. Hausdorff Measure and Dimension

We recall the definitions of Hausdorff measure and Hausdorff dimension for subsets of \( \mathbb{R} \)—a treatment of Hausdorff dimension in \( \mathbb{R}^d \) may be found in [Mat95, Section 4].

**Definition A.1. (Hausdorff measure and dimension)** Let \( S \subset \mathbb{R} \) and \( 0 \leq \alpha < \infty \).

1. For \( 0 < \delta \leq \infty \), we define the \( \delta \)-approximate packing pre-measure

   \[
   H^\alpha_\delta (S) := \inf \left\{ \sum_{i=1}^{\infty} \text{diam}(J_i)^\alpha : S \subset \bigcup_{i=1}^{\infty} J_i, \text{diam}(J_i) < \delta \right\},
   \]

   where the infimum is taken over all countable covers of \( S \) by sets \( J_i \subset \mathbb{R} \) with \( \text{diam}(J_i) < \delta \), and where \( \text{diam}(J_i) \) is the supremum of all distances between points in \( J_i \).

2. We define the \( \alpha \)-dimensional Hausdorff measure

   \[
   H^\alpha (S) := \lim_{\delta \to 0} H^\alpha_\delta (S) = \sup_{\delta > 0} H^\alpha_\delta (S).
   \]

   We note that \( H^\alpha (S) \) is well-defined (although it can be infinite), because \( H^\alpha_\delta (S) \) monotonically increases as \( \delta \downarrow 0 \).

3. The **Hausdorff dimension** of \( S \) is defined by the following equivalent formulas:

   \[
   \dim(S) := \sup\{ \alpha \geq 0 : H^\alpha (S) > 0 \} = \sup\{ \alpha \geq 0 : H^\alpha (S) = \infty \} = \inf\{ \alpha \geq 0 : H^\alpha (S) < \infty \} = \inf\{ \alpha \geq 0 : H^\alpha (S) = 0 \}.
   \]

   Note that \( 0 \leq \dim(S) \leq 1 \) for any \( S \subset \mathbb{R} \).

**Remark A.2.** We will need the following facts about the Hausdorff dimension, which are implied by (A.3):

1. if \( H^\alpha (S) < \infty \), then \( \dim(S) \leq \alpha \);
2. if \( H^\alpha (S) > 0 \), then \( \dim(S) \geq \alpha \).

Clearly, the Hausdorff measure is monotone in the sense that \( H^\alpha (S) \leq H^\alpha (S') \) for \( S \subset S' \). Moreover, the Hausdorff dimension enjoys monotonicity and countable stability properties, which can be found below Definition 4.8 in [Mat95]:

\[
\dim(S) \leq \dim(S'), \quad \dim \left( \bigcup_{i \in \mathbb{N}} S_i \right) = \sup_{i \in \mathbb{N}} \dim(S_i),
\]

for any \( S \subset S' \) and for any sets \( S_i \subset \mathbb{R} \).

A standard result providing a lower bound on the Hausdorff measure is Frostman’s criterion [MP10, Theorem 4.27]. In this article, we use the following result [SS10, Lemma 6.2], whose proof combines Frostman’s criterion and a compactness argument.

**Lemma A.3.** Let \( D_1 \supseteq D_2 \supseteq D_3 \supseteq \ldots \) be a decreasing sequence of compact subsets of \([0,1] \), and let \( \mu_1, \mu_2, \ldots \) be a sequence of positive measures with finite total variation, such that \( \mu_n \) is supported on \( D_n \). Suppose that there are positive constants \( C \) and \( \gamma \) such that, for infinitely many values of \( n \),

\[
\|\mu_n\|_{TV} > \frac{1}{C} \quad \text{and} \quad \int_0^1 \int_0^1 |t-s|^{-\gamma} d\mu_n(t) d\mu_n(s) \leq C,
\]

where \( \| \cdot \|_{TV} \) is the total variation norm on \([0,1] \). Then the Hausdorff dimension of \( \bigcap_{n \geq 1} D_n \) is at least \( \gamma \).
APPENDIX B. Trace class operators and Fredholm determinants

We list several properties of Fredholm determinants of which we make use. For more information, see [Sim05]. We first provide basic definitions. For the separable Hilbert space $\mathcal{H} = L^2(\mathbb{R})$, the trace norm of a bounded linear operator $A$ is $\|A\|_1 := \sum_{n=1}^{\infty} |e_n, A|e_n\rangle$, where $\{e_n\}_{n \geq 1}$ is any orthonormal basis of $\mathcal{H}$, and $|A| = \sqrt{A^*A}$ is the unique positive square root of the operator $A^*A$. The space of trace class operators $\mathcal{B}_1(\mathcal{H})$ contains such $A$ for which $\|A\|_1 < \infty$. For $A \in \mathcal{B}_1(\mathcal{H})$, the trace is defined by $\text{tr}(A) := \sum_{n=1}^{\infty} (e_n, A e_n)$ and the Hilbert-Schmidt norm is $\|A\|_2 := \sqrt{\text{tr}(|A|^2)}$. The space of Hilbert-Schmidt operators $\mathcal{B}_2(\mathcal{H})$ contains such $A$ for which $\|A\|_2 < \infty$.

Let $\|A\|_{\text{op}}$ be the operator norm of $A$. Then we have the following relations between the norms:

$$\|A\|_{\text{op}} \leq \|A\|_2 \leq \|A\|_1. \tag{B.1}$$

If $B$ is another bounded linear operator on $\mathcal{H}$, then the following bounds hold, assuming that the involved norms are finite:

$$\|AB\|_1 \leq \|A\|_2 \|B\|_2, \quad \|AB\|_2 \leq \|A\|_2 \|B\|_{\text{op}}, \quad \|AB\|_2 \leq \|A\|_{\text{op}} \|B\|_2. \tag{B.2}$$

The Fredholm determinant of an integral trace-class operator $A$ on $\mathcal{H}$ is defined by

$$\det(I + A)_{\mathcal{H}} := 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \int_{\mathbb{R}} \cdots \int_{\mathbb{R}} \det[A(x_i, x_j)]_{i,j=1}^{n} dx_1 \cdots dx_n,$$

where $A : \mathbb{R}^2 \to \mathbb{R}$ is the integral kernel of the operator. One important property of the Fredholm determinant is that it is invariant under conjugation $A \mapsto \Gamma^{-1}AK\Gamma$. For further properties of Fredholm determinants, we refer to [Sim05].

We often work with operators $A(v)$, parametrized by a variable $v$. For these, we will use the following properties.

**Lemma B.1.** Let a family of operators $A(v)$, parametrized by some vectors $v \in \mathbb{R}^n$, converges in trace norm to $A(v_0) \in \mathcal{B}_1(\mathcal{H})$ as $v \to v_0$. Then

1. $\lim_{v \to v_0} \text{tr}(A(v)) = \text{tr}(A(v_0))$.
2. $\lim_{v \to v_0} \det(I + A(v))_{\mathcal{H}} = \det(I + A(v_0))_{\mathcal{H}}$.
3. If $I + A(v_0)$ and $I + A(v)$ are invertible for all $v$ close to $v_0$, then

$$(I + A(v))^{-1} \xrightarrow{v \to v_0} (I + A(v_0))^{-1} \quad \text{in } \mathcal{B}_1(\mathcal{H}).$$

4. Let $g(v) = \prod_{i=1}^{n} |v_i|$ and let there be an operator $\partial A(v_0) \in \mathcal{B}_1(\mathcal{H})$ such that

$$\frac{1}{g(v-v_0)}(A(v) - A(v_0)) \xrightarrow{v \to v_0} \partial A(v_0) \quad \text{in } \mathcal{B}_1(\mathcal{H}),$$

then

$$\frac{1}{g(v-v_0)}(\det(I + A(v))_{\mathcal{H}} - \det(I + A(v_0))_{\mathcal{H}}) \xrightarrow{v \to v_0} \text{tr}[(I + A(v_0))^{-1} \partial A(v_0)] \det(I + A(v_0))_{\mathcal{H}}. \tag{B.3}$$

The first property follows from [Sim05, Theorem 3.1]. The latter two follow from [Sim05, Corollary 5.2] and [Sim05, Eq. 5.1] respectively.

We make use of a formula concerning a rank-one perturbation of an operator. For $A, B \in \mathcal{B}_1(\mathcal{H})$, where $B$ is rank-one, then direct computations yield

$$\det(I - A + B)_{\mathcal{H}} = (I + \text{tr}[(I - A)^{-1}B]) \det(I - A)_{\mathcal{H}}. \tag{B.4}$$

For any trace class operators $A$ and $B$, the following bounds hold [Sim05, Theorem 3.4]:

$$|\det(I + A)_{\mathcal{H}} - \det(I + B)_{\mathcal{H}}| \leq \|A - B\|_1 e^{\|A\|_1 + \|B\|_1 + 1} \leq \|A - B\|_1 e^{\|A - B\|_2 + 1} \|B\|_1 + 1. \tag{B.5}$$
APPENDIX C. Bounds on the functions $S_{t,x}$

We provide several estimates on functions $S_{t,x}$ defined in (2.4). These are used in the proof of Proposition 4.1.

Lemma C.1. For any integer $n \geq 0$, there exists a constant $C(n) > 0$, depending on $n$, such that

\begin{equation}
|S_{t,x}^{(n)}(z)| \leq C(n)e^{F(x,z)},
\end{equation}

where $F(x,z) := -\frac{1}{3}x^3 + xy - \frac{2}{3}(y \vee 0)^{3/2}$ with $y = x^2 - z$, and where $S_{t,x}^{(n)}(z)$ denotes the $n^{th}$ derivative with respect to $z$.

Proof. We first derive a bound on the Airy function and its derivatives. The Airy function can be written in terms of the Bessel functions as

\begin{equation}
\text{Ai}(z) = \frac{1}{\pi} \sqrt{\frac{z}{3}} K_{1/3}(\zeta), \quad \text{Ai}(-z) = \frac{\sqrt{z}}{3} (J_{-1/3}(\zeta) + J_{1/3}(\zeta)),
\end{equation}

where $z \geq 0$; $\zeta = \frac{2}{3}z^{3/2}$; $J$ is a Bessel function of the first kind; and $K$ is a modified Bessel function of the second kind [VS10, Section 2.2.4]. Then, from [Nis, Eq. 10.29.5], we have

\begin{equation}
K_{\nu}^{(n)}(z) = 2^{-n} \sum_{k=0}^{n} (-1)^k \binom{n}{k} K_{\nu-k}(z).
\end{equation}

Moreover, the function $|K_{\nu}(z)|$ is bounded by a constant multiple of $e^{-z}$ for $z \geq 0$, where the constant depends on $\nu$ (see [Nis, Eq. 10.25.3])$^1$. Then, from (C.2) and (C.3), we obtain

\begin{equation}
|\text{Ai}^{(n)}(z)| \leq C(n)z^{-\frac{1}{4}}e^{-\frac{2}{3}z^{3/2}},
\end{equation}

for $n \geq 0$ and $z \geq 0$.

Now, we will bound the Airy function $\text{Ai}(-z)$ for $z > 0$. Equation 10.6.7 in [Nis] implies that the functions $J$ satisfy relation (C.3). Moreover, from [Nis, Eq. 10.7.8], we readily conclude that $|J_{\nu}(z)|$ is bounded by a constant$^2$ depending on $\nu$. Combining (C.2) with these properties of the functions $J$, we obtain

\begin{equation}
|\text{Ai}^{(n)}(-z)| \leq C(n)z^{-\frac{1}{4}},
\end{equation}

for $n \geq 0$ and $z \geq 0$.

From (C.4) and (C.5), we conclude that $|\text{Ai}^{(n)}(z)| \leq C(n)e^{-\frac{2}{3}(z \vee 0)^{3/2}}$. Applying this bound to (2.4), we arrive at (C.1). \hfill $\square$

Next we derive bounds on the $L^2$ norms of the derivatives of $S_{t,x}^{(n)}(z)$. The bound (C.1) implies that these functions are not integrable on $\mathbb{R}$, and we need to multiply them by a fast decaying function to gain integrability. This is exactly the reason for conjugation of the kernel in Proposition 2.3.

Lemma C.2. For $t > 0$, $L > 0$, $\tilde{L} > 0$, $u \in \mathbb{R}$, $x \in \mathbb{R}$, and integer $n \geq 0$,

\begin{equation}
\| (S_{t,x}^{(n)} \Gamma_t)(u, \cdot) \|_{L^2} \leq C,
\end{equation}

for $|x| \leq L$ and $|u| \leq \tilde{L}$, where the constant $C \geq 0$ depends on $n$, $t$, $L$ and $\tilde{L}$. Here, $S_{t,x}^{(n)}(z)$ is the $n^{th}$ derivative with respect to $z$; the multiplicative operator $\Gamma_t$ is defined in (2.9).

---

$^1$To be more precise, we have the bound $|K_{\nu}(z)| \leq Cz^{-1/2}e^{-z}$ for large $z \geq 0$. However, the slowly decaying factor $z^{-1/2}$ does not play any role in our analysis.

$^2$A slightly stronger bound holds for large values of $z$: $|J_{\nu}(z)| \leq Cz^{-1/2}$. As for the function $K_{\nu}$ we will ignore this slow decay.
Proof. The definition (2.4) yields $S_{t,x}(z) = t^{-1/3}S_{t-2/3,x}(t^{-1/3}z)$ for $t \neq 0$. This means that the bound (C.6) for any $t > 0$ follows from the same bound for $t = 1$. Recalling the definition of $\Gamma = \Gamma_1$ in (2.9), we may write

$$
\|(S_{1,x}^{(n)} \Gamma)(u, \cdot)\|_{L^2}^2 = \int_{-\infty}^{\infty} S_{1,x}^{(n)}(u-v)^2 e^{2G(v)} dv.
$$

Applying then the bound (C.1), we get

$$
\|(S_{1,x}^{(n)} \Gamma)(u, \cdot)\|_{L^2}^2 \leq C_1 \int_{-\infty}^{\infty} \exp \left\{ 2F(x, u-v) + 2G(v) \right\} dv
$$

(C.7)

$$
= C_1 e^{\frac{4}{3}x^3 - 2xu} \int_{-\infty}^{\infty} \exp \left\{ -\frac{4}{3}(x^2 - u + v) \right\} dv + C_1 e^{\frac{4}{3}x^3 - 2xu} \int_{\infty}^{\infty} \exp \left\{ 2xv + 2\kappa |v|^{3/2} \right\} dv,
$$

where the constant $C_1$ depends on $n$. In order to estimate this integral, we will split the interval of integration into two subintervals: $v \leq u - x^2$ and $v > u - x^2$.

If $v \leq u - x^2$ in the integral (C.7), then, on this interval of integration, the expression (C.7) equals

$$
C_1 e^{\frac{4}{3}x^3 - 2xu} \int_{-\infty}^{-\infty} \exp \left\{ 2xv + 2\kappa |v|^{3/2} \right\} dv + C_1 e^{\frac{4}{3}x^3 - 2xu} \int_{0}^{\infty} \exp \left\{ 2xv + 2\kappa |v|^{3/2} \right\} dv.
$$

Naturally, for $|x| \leq L$ and $|u| \leq \tilde{L}$, both these integrals are bounded by a constant depending on $L$ and $\tilde{L}$.

In the case that $v > u - x^2$, the expression in (C.7) may be written as

$$
(C.8) \quad C_1 e^{\frac{4}{3}x^3 - 2xu} \int_{-\infty}^{\infty} \exp \left\{ -\frac{4}{3}(x^2 - u + v) \right\} dv + C_1 e^{\frac{4}{3}x^3 - 2xu} \int_{0}^{\infty} \exp \left\{ \frac{4}{3}(x^2 - u + v) \right\} dv.
$$

For $|x| \leq L$ and $|u| \leq \tilde{L}$, the first term in (C.8) is bounded by a constant depending on $L$ and $\tilde{L}$. Now, we will bound the second integral in (C.8). For this, we use the inequality

$$
\frac{4}{3}(x^2 - u + v)^{3/2} \geq \alpha |(x^2 - u) \lor 0|^{3/2} + \left( \frac{4}{3} - \alpha \right) |v - (u - x^2) \lor 0|^{3/2},
$$

which holds for any $\alpha < \frac{4}{3}$. Then the second integral in (C.8) is estimated by

$$
C_1 e^{\frac{4}{3}x^3 - 2xu - \alpha |(x^2 - u) \lor 0|^{3/2}} \int_{0}^{\infty} \exp \left\{ -(\frac{4}{3} - \alpha) |v - (u - x^2) \lor 0|^{3/2} + 2xv + 2\kappa v^{3/2} \right\} dv
$$

$$
= C_1 e^{\frac{4}{3}x^3 - 2xu - \alpha |(x^2 - u) \lor 0|^{3/2}} \int_{0}^{\infty} \exp \left\{ -(\frac{4}{3} - \alpha) v^{3/2} + 2xv + 2\kappa (v + (u - x^2) \lor 0) v^{3/2} \right\} dv
$$

$$
\leq C_1 e^{\frac{4}{3}x^3 - 2xu - (\alpha - 2\kappa/3) |(x^2 - u) \lor 0|^{3/2}} \int_{0}^{\infty} \exp \left\{ -(\frac{4}{3} - \alpha - 2\kappa/3) v^{3/2} + 2xv \right\} dv,
$$

where in the last line we have used Jensen’s inequality for the function $|v|^{3/2}$. As soon as $\kappa > 0$ is small enough, the last integral is bounded by a constant depending on $x$, which implies that the last term in (C.8) is bounded by a constant depending on $L$ and $\tilde{L}$, if $|x| \leq L$ and $|u| \leq \tilde{L}$.

Combining (C.7) with the derived bounds, we obtain the bound (C.6) for $t = 1$, as required. □
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