Abstract. For each $t \geq 1$ we construct an $\mathbb{N}$-indexed ensemble of random continuous curves with three properties:

1. The lowest indexed curve is distributed as the time $t$ Hopf-Cole solution to the Kardar-Parisi-Zhang (KPZ) stochastic PDE with narrow wedge initial data;

2. The entire ensemble satisfies a resampling invariance which we call the $H$-Brownian Gibbs property (with $H(x) = e^x$);

3. Increments of the lowest indexed curve, when centered by $-t/24$ and scaled down vertically by $t^{1/3}$ and horizontally by $t^{2/3}$, remain uniformly absolutely continuous (i.e. have tight Radon-Nikodym derivatives) with respect to Brownian bridges as time $t$ goes to infinity.

This construction uses as inputs the diffusion that O’Connell discovered [42] in relation to the O’Connell-Yor semi-discrete Brownian polymer, the convergence result of Moreno Flores-Quastel-Remenik [38] of the lowest indexed curve of that diffusion to the solution of the KPZ equation with narrow wedge initial data, and the one-point distribution formula proved by Amir-Corwin-Quastel [4] for the solution of the KPZ equation with narrow wedge initial data.

We provide four main applications of this construction:

1. Uniform (as $t$ goes to infinity) Brownian absolute continuity of the time $t$ solution to the KPZ equation with narrow wedge initial data, even when scaled vertically by $t^{1/3}$ and horizontally by $t^{2/3}$;

2. Universality of the $t^{1/3}$ one-point (vertical) fluctuation scale for the solution of the KPZ equation with general initial data;

3. Concentration in the $t^{2/3}$ scale for the endpoint of the continuum directed random polymer;

4. Exponential upper and lower tail bounds for the solution at fixed time of the KPZ equation with general initial data.
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1. Introduction and applications

We start by introducing the KPZ equation and then state four theorems about: (1) the locally Brownian nature of the narrow wedge initial data solution; (2) the $t^{1/3}$ scale of the general initial data solution; (3) the $t^{2/3}$ transversal scale for the continuum directed random polymer endpoint; and (4) exponential upper and lower tail bounds for the general initial data solution. We then describe Theorem 2.15, the main result of this paper, from which these four theorems follow. This theorem establishes the existence of a family of structures called $\text{KPZ}_t$ line ensembles which are related to the narrow wedge initial data KPZ equation, which enjoy a certain resampling invariance, and which behave in a uniformly controllable manner over all $t \in [1, \infty)$. We describe the three inputs used in constructing these structures, the three main tools used in conjunction with these inputs, and briefly outline the steps of the construction.

The existence of the structures constructed in Theorem 2.15 is not a priori clear and in no small part relies on the recently discovered [4, 42] integrability or exact solvability associated with the KPZ equation and the O’Connell-Yor semi-discrete polymer model (which in a suitable limit converges to the KPZ equation). It is an ongoing challenge to take limits of the integrable structure of the O’Connell-Yor semi-discrete polymer and this has presently only been achieved at the level of one-point distributions [12, 13]. Here we construct a limit of the O’Connell-Yor semi-discrete polymer model in a far richer sense. We do so by reinterpreting the integrable structure of that model in purely probabilistic terms by means of a line ensemble with an $\mathbf{H}$-Brownian Gibbs property – a sort of spatial Markov property in which the ensemble is invariant under resampling any given curve’s increments according to the Brownian bridge measure, reweighted by an energetic interaction (determined by the Hamiltonian $\mathbf{H}$) with adjacently indexed curves. Using this probabilistic perspective, we show tightness of the line ensemble associated with the O’Connell-Yor semi-discrete polymer model and, by extracting subsequential limits, we construct KPZ$_t$ line ensembles and show that they enjoy an $\mathbf{H}$-Brownian Gibbs property as well.

A key obstacle in the study of the KPZ equation has been the lack of information about its two-point distribution, or more generally its regularity. This can be contrasted to the study of the Airy$_2$ process in which multipoint information is readily available via its determinantal structure. Theorem 2.15 shows the regularity of the KPZ equation under $t^{1/3}$ and $t^{2/3}$ scaling and readily leads to proofs of several natural and longstanding problems (four applications in total) concerning the KPZ equation and its long time scaling behavior. These applications extend far beyond those results directly accessible via integrability techniques and strongly rely upon the probabilistic perspective of the $\mathbf{H}$-Brownian Gibbs property which is central to this work.

The $\mathbf{H}$-Brownian Gibbs property generalizes (or softens) the non-intersection Brownian Gibbs property which arises in the study of tiling models, Dyson Brownian motion, non-intersecting Brownian bridges, the totally asymmetric simple exclusion process, last passage percolation with exponential or geometric weights, and the polynuclear growth model (see references in the introduction of [21], where this non-intersecting Brownian Gibbs property was studied at length).

1.1. The Kardar-Parisi-Zhang equation. The Kardar-Parisi-Zhang (KPZ) stochastic partial differential equation (SPDE) [33] is written formally as

$$\partial_t \mathcal{H}(t, x) = \frac{1}{2} \partial_x^2 \mathcal{H}(t, x) + \frac{1}{2} (\partial_x \mathcal{H}(t, x))^2 + \dot{W},$$

where $\dot{W}$ is space-time Gaussian white noise (see [20] or [4] for mathematical background).

This equation is a central example within a large class of randomly growing one-dimensional interfaces, particle systems and directed polymers (as demonstrated by extensive numerical results, some physical experiments and limited mathematical proofs – see [20, 51] and references therein).
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It has been understood since the work of [9, 10, 4, 31] that the following definition is the relevant notion for a solution to the KPZ equation.

**Definition 1.1.** The *Hopf-Cole solution to the Kardar-Parisi-Zhang equation* is defined as

\[ H(t, x) := \log Z(t, x) \]

where \( Z(t, x) \) is the solution to the *multiplicative stochastic heat equation*

\[ \partial_t Z(t, x) = \frac{1}{2} \partial_x^2 Z(t, x) + \mathcal{W}(t, x) Z(t, x), \]

(2)

where \( \mathcal{W}(t, x) \) is space-time Gaussian white noise. We will use \( \mathbb{P} \) and \( \mathbb{E} \) to represent the probability and expectation operators associated with \( \mathcal{W} \). When initial data is random, this randomness will also be included in \( \mathbb{P} \) and \( \mathbb{E} \). The equation (2) should be understood in its integrated form and is well-posed for a large class of initial data (see Section 2.2.2 of the review [20]). When discussing the KPZ equation we will always be referring to the Hopf-Cole solution. For KPZ initial data \( \mathcal{H}_0 : \mathbb{R} \to \mathbb{R} \), the solution is defined by starting the stochastic heat equation with initial data \( Z(0, x) = \exp \{ \mathcal{H}_0(x) \} \).

The *narrow wedge* initial data is not defined in terms of any \( \mathcal{H}_0 \) but corresponds with setting \( Z(0, x) = \delta_{x=0} \), a Dirac delta function at 0. We write \( Z^{nw}(t, x) \) and \( \mathcal{H}^{nw}(t, x) \) to denote respectively \( Z(t, x) \) and \( \mathcal{H}(t, x) \) with narrow wedge initial data (see [4, 10] for examples of how this initial data arises from the weakly asymmetric simple exclusion process). The scaled solution to the narrow wedge initial data KPZ equation is written as \( \mathcal{H}^{nw, t}(x) \), and defined by

\[ \mathcal{H}^{nw}(t, x) = -\frac{t}{24} + t^{1/3} \mathcal{H}^{nw, t}(t^{-2/3}x). \]

(3)

It is believed that under this \( t^{1/3} \) vertical and \( t^{2/3} \) horizontal scaling the KPZ equation (and all other processes in the KPZ universality class) should scale to the same space-time process, called the *KPZ fixed point* [24].

The narrow wedge initial data multiplicative stochastic heat equation also describes the evolution of the partition function for a point-to-point continuum directed random polymer ([2]) and thus \( \mathcal{H}^{nw} \) can be interpreted as the quenched free energy (see Section 2.3.4). Define the *point-to-line quenched continuum directed random polymer endpoint* as the random variable \( X \) with density

\[ \mathcal{P}_{\mathcal{W}}(X \in dx) := \frac{Z^{nw}(t, x)dx}{\int_{-\infty}^{\infty} Z^{nw}(t, y)dy}. \]

(4)

This measure is defined for almost every \( \mathcal{W} \).

1.2. **Uniform Brownian absolute continuity of the KPZ equation.** The *stochastic Burgers equation* with conservative noise is defined [6] as the spatial derivative of the KPZ equation \( u(t, x) := \partial_x \mathcal{H}(t, x) \). If \( u(0, \cdot) = dB(\cdot) \) then, at a later time \( t \), \( u(t, \cdot) = dB'(\cdot) \) where \( dB \) and \( dB' \) are (correlated) one-dimensional Gaussian white noises. Thus when \( \mathcal{H}_0(\cdot) = B(\cdot) \), at a later time \( t \), \( \mathcal{H}(t, \cdot) - \mathcal{H}(0, \cdot) \) has the distribution of Brownian motion. This initial data is called *stationary* and the associated solution to the KPZ equation is denoted by \( \mathcal{H}^{stat}(t, x) \).

It is believed that running the KPZ equation for any arbitrary positive time \( t \) on any initial data will yield a solution which is locally Brownian. The meaning of locally Brownian is a matter of interpretation. Quastel-Remenik [47] proved that the difference \( \mathcal{H}^{nw}(t, x) - (\mathcal{H}^{stat}(t, x) - \mathcal{H}^{stat}(t, 0)) \) between the narrow wedge and stationary KPZ equation solutions (coupled to the same \( \mathcal{W} \)) is a finite variation process in \( x \). Hairer [31] proved that for a large class of nice initial data (not including narrow wedge though), the KPZ equation on the periodic spatial domain \([0,1]\) yields solutions with
Hölder continuity $1/2-$, and, when subtracting off the stationary solution, the Hölder exponent improves to $3/2-$.

Our first application of our main result in this paper, Theorem 2.15 is that the solution to the KPZ equation with narrow wedge initial data is locally Brownian in the sense that its spatial increments are absolutely continuous with respect to Brownian bridges. In fact, we can show a stronger result that the spatial increments of the time $t$ scaled (by $t^{1/3}$ vertically and $t^{2/3}$ horizontally) KPZ equation are absolutely continuous with respect to Brownian bridge with a Radon-Nikodym derivative which is tight as $t \to \infty$. We can also show that for vertical scaling of $t^{\nu/3}$ and horizontal scaling of $t^{2\nu/3}$, for any $\nu < 1$, the increments of the KPZ equation with narrow wedge initial data converge to Brownian bridge. The Brownian absolute continuity (and the fact that it remains uniformly controlled under the scaling in large time $t$) is the primary innovation of Theorem 1.2 in comparison with earlier work on the locally Brownian nature of the KPZ equation.

It may also be possible to prove analogous results for a few other types of KPZ initial data (such as those mentioned in Section 2.3.1). It is presently unclear whether the anticipated locally Brownian nature of solutions for completely general initial data can be proved in the manner of this paper.

**Theorem 1.2.** We have the following:

1. For all $t > 0$, $x \in \mathbb{R}$ and $\delta > 0$, the measure on continuous functions mapping $[0, \delta] \to \mathbb{R}$ given by
   \[ y \mapsto \mathcal{H}_{t}^{nw}(y + x) - \mathcal{H}_{t}^{nw}(x) \]
   is absolutely continuous with respect to standard Brownian motion on $[0, \delta]$, and the Radon-Nikodym derivative is tight as $t$ varies in $[1, \infty)$ (with $x \in \mathbb{R}, \delta > 0$ being kept fixed).

2. For all $t > 0$, $x \in \mathbb{R}$ and $\delta > 0$, the measure on continuous functions mapping $[0, \delta] \to \mathbb{R}$ given by
   \[ y \mapsto \mathcal{H}_{t}^{nw}(y + x) - \left( \frac{\delta - y}{\delta} \mathcal{H}_{t}^{nw}(x) + \frac{y}{\delta} \mathcal{H}_{t}^{nw}(x + \delta) \right) \]  
   is absolutely continuous with respect to standard Brownian bridge on $[0, \delta]$, and the Radon-Nikodym derivative is tight as $t$ varies in $[1, \infty)$ (with $x \in \mathbb{R}, \delta > 0$ being kept fixed).

**Proof.** The results (1) follow those of (2) in an easy manner (as in [21, Proposition 4.1]). For (2), the absolute continuity and Radon-Nikodym derivative tightness for $\mathcal{H}_{t}^{nw}(\cdot)$ is just a restatement of the third property of the KPZ line ensemble constructed in Theorem 2.15. 

**Remark 1.3.** One might conjecture from the above result that for any scaling parameter $\lambda_{t} > 0$ such that $t^{-2/3}\lambda_{t} \to 0$ as $t \to \infty$, the measure on functions mapping $[0, \delta] \to \mathbb{R}$ given by
\[ y \mapsto \lambda_{t}^{-1/2} \left( \mathcal{H}_{t}^{nw}(t, \lambda_{t}(y + x)) - \left( \frac{\delta - y}{\delta} \mathcal{H}_{t}^{nw}(t, \lambda_{t}x) + \frac{y}{\delta} \mathcal{H}_{t}^{nw}(t, \lambda_{t}(x + \delta)) \right) \right) \]
converges in distribution to standard Brownian bridge on $[0, \delta]$. We do not provide a proof of this here since it does not seem to be such an immediate consequence.

1.3. **Order $t^{1/3}$ fluctuations for the general initial data KPZ equation.** Drawing on 1977 dynamical renormalization group work of Forster-Nelson-Stephens [25], in 1986 Kardar-Parisi-Zhang [33] predicted that the equation which now bears their name would display non-trivial large fluctuations when scaled horizontally by $t^{2/3}$ and vertically by $t^{1/3}$. Non-trivial can be interpreted in various ways, and the first rigorous mathematical confirmation of the $t^{1/3}$ aspect of this prediction was due to Balázs-Quastel-Seppäläinen in 2009 [6] who proved that the stationary initial data KPZ
equation $H_{\text{stat}}(t,x)$ has one-point variance of order $t^{2/3}$ (i.e. $t^{1/3}$ fluctuations). The work of Amir-Corwin-Quastel in 2010 [4] computed the one-point distribution for the narrow wedge initial data KPZ equation and proved that, after $t^{1/3}$ scaling, the distribution converges (as $t \to \infty$) to the $F_{\text{GUE}}$ Tracy-Widom distribution. This finite $t$ distribution was discovered independently and in parallel in non-rigorous work of Sasamoto-Spoohn [50], Dotsenko [26], and Calabrese-Le Doussal-Rosso [18]. Other rigorous work [23, 12, 13, 14] has led to analogous exact distribution formulas for a few other special types of initial data (including stationary).

We now state the first result which proves the prediction of Kardar-Parisi-Zhang for a very wide class of initial data. In fact, we can allow the initial data to scale in a $(t^{1/3},t^{2/3})$-scale. Thus, to enable this we allow the initial data to depend on $t$ as well. This makes for a slightly awkward notation whereby in $H^{(i)}(t,x)$, the variable $t$ represents both the time of the KPZ equation as well as the parameter indexing the initial data.

**Definition 1.4.** For $C, \delta, \kappa, M > 0$ we say that a function $f : \mathbb{R} \to \mathbb{R} \cup \{-\infty\}$ satisfies hypothesis $\text{Hyp}(C, \delta, \kappa, M)$ if

- $f(x) \leq C + (1-\kappa)x^2/2$ for all $x \in \mathbb{R}$;
- $\text{Leb} \{x \in [-M,M] : f(x) \geq -C\} \geq \delta$ where $\text{Leb}$ denotes Lebesgue measure.

In the following theorem we consider the solution to the KPZ equation at time $t$. As $t$ gets large, it is nature to consider initial data which varies in the $(t^{1/3}, t^{2/3})$-scale. Thus, to enable this we allow the initial data to depend on $t$ as well. This makes for a slightly awkward notation whereby in $H^{(i)}(t,x)$, the variable $t$ represents both the time of the KPZ equation as well as the parameter indexing the initial data.

**Theorem 1.5.** Fix any $C, \delta, \kappa, M > 0$ and consider a collection of functions $f^{(i)} : \mathbb{R} \to \mathbb{R} \cup \{-\infty\}$ which satisfy hypothesis $\text{Hyp}(C, \delta, \kappa, M)$ for all $t \geq 1$. Let $H^{(i)}(t,x)$ represent the solution to the KPZ equation when started from initial data $H_0^{(i)}(x) = t^{1/3} f^{(i)}(t^{-2/3}x)$. Then the following holds.

1. For all $\epsilon > 0$ there exists a constant $C_1 = C_1(\epsilon, C, \delta, \kappa, M)$ such that, for all $t \geq 1$,
   $$\mathbb{P}\left(\left|\frac{H^{(i)}(t,0) + \frac{t}{2t}}{t^{1/3}} - C_1\right| \leq 1 - \epsilon\right) > 1 - \epsilon.$$

2. Consider a second collection of functions $\bar{f}^{(i)} : \mathbb{R} \to \mathbb{R} \cup \{-\infty\}$ which satisfy hypothesis $\text{Hyp}(C, \delta, \kappa, M)$ for all $t \geq 1$, and let $\bar{H}^{(i)}(t,x)$ be the solution to the KPZ equation when started from initial data $t^{1/3} \bar{f}^{(i)}(t^{-2/3}x)$. If for all compact $I \subset \mathbb{R}$ and all $\epsilon > 0$,
   $$\lim_{t \to \infty} \mathbb{P}\left(\sup_{x \in I} \left|f^{(i)}(x) - \bar{f}^{(i)}(x)\right| > \epsilon\right) = 0,$$
   then
   $$\frac{H^{(i)}(t,0) - \bar{H}^{(i)}(t,0)}{t^{1/3}}$$
   converges to zero in probability as $t \to \infty$.

3. For all $\epsilon > 0$ there exists a constant $C_2 = C_2(\epsilon, C, \delta, \kappa, M)$ such that, for all $y \in \mathbb{R}$, $\eta > 0$ and $t \geq 1$,
   $$\mathbb{P}\left(\left|\frac{H^{(i)}(t,0) + \frac{t}{2t}}{t^{1/3}} - (y + \eta)\right| \in (y, y + \eta)\right) \leq C_2 \eta + \epsilon.$$
The first part of this theorem shows that the random variable \( H(t, 0) + \frac{t}{t^{1/3}} \) is tight as \( t \) grows whereas the third part of the theorem shows that it does not go to zero in probability (in fact, it almost shows that the random variable has a density in this limit). The second part demonstrates how if initial data is close in the correct scale, then solutions will also be close in that scale.

This theorem is proved in Section 4.2 as an application of Theorem 2.15 and the input of information about the narrow wedge initial data KPZ equation one-point distribution recorded in Proposition 1.17.

Corollary 1.6. Consider the following five cases of KPZ initial data:

1. Flat: \( H_0(x) = 0 \) for all \( x \in \mathbb{R} \);
2. Stationary: \( H_0(x) = B(x) \) with \( B(x) \) a two-sided Brownian motion with \( B(0) = 0 \);
3. Half flat / half stationary: \( H_0(x) = 0 \) for all \( x > 0 \) and \( B(x) \) for all \( x \leq 0 \) (with \( B \) a one-sided Brownian motion);
4. Half flat / half narrow wedge: \( H_0(x) = 0 \) for all \( x > 0 \) and \(-\infty\) for all \( x \leq 0 \);
5. Half stationary / half narrow wedge: \( H_0(x) = B(x) \) for all \( x > 0 \) and \(-\infty\) for all \( x \leq 0 \) (with \( B \) a one-sided Brownian motion);

In each of these cases, for all \( \epsilon > 0 \) there exists a constant \( C_1 \) such that for all \( t \geq 1 \),

\[
P \left( \left| \frac{H(t, 0) + \frac{t}{t^{1/3}}}{t^{1/3}} \right| \leq C_1 \right) > 1 - \epsilon,
\]

and another constant \( C_2 \) such that for all \( y \in \mathbb{R} \), \( \eta > 0 \) and \( t \geq 1 \),

\[
P \left( \left| \frac{H(t, 0) + \frac{t}{t^{1/3}}}{t^{1/3}} \right| \in (y, y + \eta) \right) \leq C_2 \eta + \epsilon.
\]

Proof. For flat as well as half flat / half narrow wedge initial data this follows immediately by applying Theorem 1.5. When the initial data involves Brownian motion, it will not always satisfy Hyp \( (C, \delta, \kappa, M) \); however, by virtue of Lemma 2.12, for \( \kappa, \delta, M > 0 \) fixed and for any \( \epsilon > 0 \), by taking \( C \) large enough we can be sure that the initial data satisfies Hyp \( (C, \delta, \kappa, M) \) with probability at least \( 1 - \epsilon/2 \). On this event, we can apply Theorem 1.5 with \( \epsilon/2 \). Combining these two \( \epsilon/2 \) terms yields the desired result.

Remark 1.7. The analogous narrow wedge result is not stated above. This is for two reasons. The first is that this result is, in fact, an input to the proof of Theorem 1.5 so to call it a corollary as well would be circular. The result follows from Proposition 1.17. The second is that, in the manner that Theorem 1.5 is stated, the result does not immediately apply to purely atomic measure initial data (for the stochastic heat equation). This difficulty should be easily remedied, but we do not pursue such a more general statement here. Let us also note that the choice of studying the fluctuations at \( x = 0 \) is arbitrary. The same result holds for general \( x \) as can be proved in the same manner, or as follows by studying a suitably modified initial data.

Remark 1.8. If \( f(t)(x) \) has a limit as \( t \to \infty \) then it is conjectured in [24] that the one-point centered and scaled fluctuations considered above should converge to a random variable described via a variational problem involving the Airy process (see Section 2.3.3 and also [48, Section 1.4]). A result in this vein is proved for the totally asymmetric exclusion process (TASEP) in [22].
the KPZ equation evolution is attractive (meaning that it maintains the height ordering of initial data); and (2) the KPZ equation preserves a global height shift. For TASEP, a similar idea is explained in [16] in a remark after the statement of Theorem 2.

**Proposition 1.9.** Consider two collections of functions $f(t), \tilde{f}(t) : \mathbb{R} \to \mathbb{R} \cup \{-\infty\}$ and let $\mathcal{H}(t, x)$ and $\tilde{\mathcal{H}}(t, x)$ be the solutions to the KPZ equation started from respective initial data $t^{1/3}f(t)(t^{-2/3}x)$ and $t^{1/3}\tilde{f}(t)(t^{-2/3}x)$. If for all $\epsilon > 0$,

$$\sup_{x \in \mathbb{R}} |f(t)(x) - \tilde{f}(t)(x)|$$

converges to zero in probability as $t \to \infty$, then so too will

$$\sup_{x \in \mathbb{R}} \left| \frac{\mathcal{H}(t, x) - \tilde{\mathcal{H}}(t, x)}{t^{1/3}} \right|.$$

**Proof.** Letting

$$M(t) = \sup_{x \in \mathbb{R}} |f(t)(x) - \tilde{f}(t)(x)|,$$

if follows that

$$\frac{\tilde{\mathcal{H}}(t)(0, \cdot)}{t^{1/3}} - M(t) \leq \frac{\mathcal{H}(t)(0, \cdot)}{t^{1/3}} \leq \frac{\tilde{\mathcal{H}}(t)(0, \cdot)}{t^{1/3}} + M(t).$$

The KPZ equation is attractive, in the sense that if $\mathcal{H}(0)(x) \leq \tilde{\mathcal{H}}(0)(x)$ for all $x \in \mathbb{R}$, then running the KPZ equation (with the same noise) from each of these initial data results in solutions which likewise satisfy $\mathcal{H}(t)(x) \leq \tilde{\mathcal{H}}(t)(x)$ for all $t \geq 0$ and $x \in \mathbb{R}$. This follows from Müller’s comparison principle [10, Theorem 3.1] for the stochastic heat equation, and can also be seen as a consequence of the fact that the height function of the weakly asymmetric exclusion process (which is an attractive particle system) converges to the KPZ equation [10, 14, 23], or that directed polymers with boundary conditions converge to the KPZ equation [22, 38]. It is also the case that running the KPZ equation from initial data $\mathcal{H}_0(\cdot)$ and $\tilde{\mathcal{H}}_0(\cdot)$ for a constant $M$ results in solutions $\mathcal{H}(t, \cdot)$ and $\tilde{\mathcal{H}}(t, \cdot) + M$. From these two facts it follows immediately that

$$y \mapsto \frac{\tilde{\mathcal{H}}(t, y)}{t^{1/3}} - M(t) \leq \frac{\mathcal{H}(t, y)}{t^{1/3}} \leq \frac{\tilde{\mathcal{H}}(t, y)}{t^{1/3}} + M(t).$$

Since $M(t)$ converges to zero in probability, this implies the result of the proposition. In other words, running the KPZ equation will not increase the supremum norm of the difference between two choices of initial data.

**Remark 1.10.** Assume that there is a constant $M_t$ such that $\sup_{x \in \mathbb{R}} |f(t)(x) - \tilde{f}(t)(x)| \leq M_t$ and $t^{-1/3}M_t \to 0$ as $t \to \infty$. Then by the same reasoning as in the proof of Proposition 1.9 we find that (assuming the finiteness of these moments)

$$t^{-2/3} \left( \text{var}(\mathcal{H}(t, x)) - \text{var}(\tilde{\mathcal{H}}(t, x)) \right) \to 0$$

as $t \to \infty$. The only case for which the $t^{2/3}$ scaling for the variance of the solution to the KPZ equation is known is for stationary initial data [6]. This observation then implies that for any bounded perturbation of the stationary initial data, the variance also scales like $t^{2/3}$ (and moreover that the difference in the two scaled variances goes to zero). This provides an alternative proof of Theorem 1.6 from the recently posted paper [39] of Moreno Flores-Seppäläinen-Valko.
1.4. Order $t^{2/3}$ fluctuations for the continuum directed random polymer endpoint. One way of interpreting the $t^{2/3}$ prediction of Kardar-Parisi-Zhang is to predict that the endpoint of the continuum directed random polymer is non-trivially concentrated on the scale $t^{2/3}$. We prove this here.

**Theorem 1.11.** Let $X$ be a random variable distributed according to the continuum directed random polymer endpoint distribution $P^t_{\dot{W}}$ given in (3) and recall that $P$ represents the probability measure associated to $\dot{W}$.

1. Localization in the scale $t^{2/3}$: for all $\epsilon > 0$, there exists $C > 0$ such that, for all $t \geq 1$,

$$P\left( P^t_{\dot{W}} \left( \left| X \right| \frac{t}{t^{2/3}} < C \right) \geq 1 - \epsilon \right) \geq 1 - \epsilon.$$

2. Delocalization in the scale $t^{2/3}$: for all $\epsilon > 0$ and $x \in \mathbb{R}$, there exists $h > 0$ such that, for all $t \geq 1$,

$$P\left( P^t_{\dot{W}} \left( \left| \frac{X}{t^{2/3}} - x \right| > h \right) \geq 1 - \epsilon \right) \geq 1 - \epsilon.$$

This theorem is proved in Section 4.3 as an application of Theorem 2.15 and the input of information about the narrow wedge initial data KPZ equation one-point distribution recorded in Proposition 1.17.

**Remark 1.12.** There is a bona fide continuum directed polymer whose endpoint is distributed according to $P^t_{\dot{W}}$. The above result is the first rigorous demonstration of the $2/3$ transversal exponent for the continuum directed random polymer (or KPZ equation) itself. There are a few other models in the KPZ universality class for which this exponent has been previously demonstrated. For Poissonian last passage percolation, Johansson [32] proved the analog of the $t^{2/3}$ scaling prediction by utilizing estimates coming from Riemann-Hilbert asymptotic analysis of the exact formulas available for that model (see further recent developments of this in [27, Theorem 2.1]). Johansson’s work in concert with more recent work of [5] enables on to demonstrate a similar result for exponential random variable last passage percolation. More recently, Seppäläinen [52] proved this scaling exponent for a discrete directed polymer with log-gamma distributed weights with special “stationary” boundary weights; (without the boundary weights, [52] provides a $t^{2/3}$ upper bound as in Theorem 1.11(1), but loses the corresponding lower bound as in Theorem 1.11(2)). Seppäläinen-Valko [53] have similar results for the O’Connell-Yor semi-discrete Brownian polymer.

It is expected that, as $t \to \infty$, the endpoint distribution $P^t_{\dot{W}}$ should converge to a universal limit which has been determined through the analysis of some of the other models in the KPZ universality class (see the review [48] and references therein).

1.5. Tail bounds for the general initial data KPZ equation. Our final application is to prove exponential upper and lower tail bounds for the general initial data KPZ equation. As an input we use known results summarized in Proposition 1.17 for the tails of the narrow wedge initial data KPZ equation which are due to Moreno Flores (lower tail) and Corwin-Quastel (upper tail). To our knowledge, the only other previously known general initial data tail bound for the KPZ equation is for uniformly bounded initial data (i.e. bounded everywhere by a constant), where [19] proves

\[ \text{In fact, it is predicted that for almost every realization of } \dot{W}, \ P^t_{\dot{W}} \text{ should concentrate as } t \to \infty \text{ on a single point (which should correspond to the limiting argmax of } \dot{H}^t(x)). \text{ Varying } \dot{W}, \text{ this localization point should likewise vary in the } t^{2/3} \text{ scale.} \]
an upper tail exponential bound (by studying high moments of the stochastic heat equation). The next result applies to that setting and also provides an exponential lower tail bound.

**Theorem 1.13.** Fix $t \geq 1$ and $C, \delta, \kappa, M > 0$ so that $\kappa > 1 - t^{-1}$ (i.e., so that $f$ satisfying $\text{Hyp}(C, \delta, \kappa, M)$ will be such that $f(x) < C + x^2/2t$). Then there exist constants $c_1 = c_1(t, C, \delta, \kappa, M) > 0$, $c_2 = c_2(t, C, \delta, \kappa, M) > 0$, $c_3 = c_3(t, C, \delta, \kappa, M) > 0$ and $c_4 = c_4(t, C, \delta, \kappa, M) > 0$ such that, for all $s_0 \geq 0$ and $s \geq s_0 + 1$, if $\mathcal{H}_0(x)$ satisfies hypothesis $\text{Hyp}(C + t^{1/3}s_0, \delta, \kappa, M)$ then the time $t$ KPZ equation solution with initial data $\mathcal{H}_0(x)$ satisfies

$$
P(H(t, 0) < -c_3s) \leq c_1e^{-c_2(s-s_0)}^2, \quad \text{and} \quad P(H(t, 0) > c_4 + s) \leq c_1e^{-c_2(s-s_0)}.
$$

This theorem is proved in Section 4.4 as an application of Theorem 2.15 and the input of information about the narrow wedge initial data KPZ equation one-point distribution recorded in Proposition 1.17. The reason for inclusion of the $s_0$ in the statement of Theorem 1.13 is due to our desire to prove the next corollary which shows how we can extend the tail bounds to random initial data (here one particular choice utilized in [14] is addressed).

**Corollary 1.14.** Consider the KPZ equation with initial data $\mathcal{H}_0(x) = B(x) - \beta x(1_{x \leq 0} + bx 1_{x \geq 0})$ where $b, \beta \in \mathbb{R}$, and $B(\cdot)$ is a two-sided Brownian motion with $B(0) = 0$. Then for all $t > 0$ there exist constants $c_1' = c_1'(t, b, \beta)$, $c_2' = c_2'(t, b, \beta)$, $c_3' = c_3'(t, b, \beta)$ and $c_4' = c_4'(t, b, \beta)$ such that, for all $s \geq 1$,

$$
P(H(t, 0) < -c_3's) \leq c_1'e^{-c_2's^{3/2}} \quad \text{and} \quad P(H(t, 0) > c_4' + s) \leq c_1'e^{-c_2's}.
$$

**Proof.** We may apply Lemma 2.12 to prove that for any $b, \beta \in \mathbb{R}$ there exist constants $C, \delta, \kappa, M > 0$ (with $\kappa > 1 - t^{-1}$) and $\tilde{c}_1, \tilde{c}_2 > 0$ such that, for all $s \geq 1$, $\mathcal{H}_0(x)$ satisfies $\text{Hyp}(C + t^{1/3}s/2, \delta, \kappa, M)$ with probability at least $\tilde{c}_1e^{-\tilde{c}_2s^{3/2}}$. When this occurs we may apply Theorem 1.13 with $s_0 = s/2$. Call the constants returned by Theorem 1.13 $c_1' = c_1'(t, C, \delta, \kappa, M) > 0$, $c_2' = c_2'(t, C, \delta, \kappa, M) > 0$, $c_3' = c_3'(t, C, \delta, \kappa, M) > 0$ and $c_4' = c_4'(t, C, \delta, \kappa, M) > 0$. This implies that

$$
P(H(t, 0) < -c_3's) \leq c_1'e^{-c_2(s-s/2)^2} + \tilde{c}_1e^{-\tilde{c}_2s^{3/2}}, \quad \text{and} \quad P(H(t, 0) > c_4' + s) \leq c_1'e^{-c_2(s-s/2)^2} + \tilde{c}_1e^{-\tilde{c}_2s^{3/2}}.
$$

These bounds clearly translate into those claimed by the corollary by choosing $c_1'$ and $c_2'$ accordingly along with setting $c_3' = c_3$ and $c_4' = c_4$.

**Remark 1.15.** The results of Theorem 1.13 and Corollary 1.14 apply for any fixed time $t \geq 1$ (Note that the lower bound of 1 could be replaced as in Remark 2.16 by any fixed $t_0 > 0$). The reason why these results are stated for fixed $t$, as opposed to being stated as uniform results as $t \geq 1$ varies, is that the narrow wedge initial data input given in Proposition 1.17 is only stated (and known) for fixed time $t$. If a uniform in $t$ result were known instead, then this would translate into uniform in $t$ results for Theorem 1.13 and Corollary 1.13. In fact, Proposition 1.17(2) gives an exponential upper tail bound for the scaled narrow wedge initial data KPZ equation, which is valid uniformly over $t \geq 1$. As such, one might hope to parlay that into a similar upper bound for general initial data. However, the proof which we have found for the upper tail bound relies on a lower tail bound. Therefore, in the absence of a similarly uniform (over $t \geq 1$) lower tail bound for the scaled KPZ equation, we are not able to provide uniform upper or lower tail bounds for general initial data.

1.6. **KPZ line ensemble construction.** Theorems 1.2, 1.5, 1.11 and 1.13 arise here as applications of the main technical result of this paper which we now recount. The detailed statement of this result is given as Theorem 2.15 and the relevant concepts (such as line ensembles and the H-Brownian Gibbs property) are defined in Section 2.1. After we have described this result, we will discuss the three inputs and the three tools used in proving it, as well as sketch the construction. An overview of all of this is illustrated in Figure 1.
The main technical result of this paper (Theorem 2.15) is the construction, for all $t \geq 1$, of a family of $\mathbb{N}$-indexed ensembles $\mathcal{H}^t := \{ \mathcal{H}_n^t : n \in \mathbb{N} \}$ of continuous curves $\mathcal{H}_n^t : \mathbb{R} \to \mathbb{R}$ which has three properties:

1. The lowest indexed curve $\mathcal{H}_1^t(\cdot)$ is equal in distribution to the time $t$ solution to the narrow wedge initial data KPZ equation $H(t, \cdot)$ (Definition 1.1);
2. The ensemble $\mathcal{H}^t$ has a certain resampling invariance called the $H_1$-Brownian Gibbs property, with $H_1(x) := e^x$ (Definition 2.2). This is the distributional invariance of $\mathcal{H}^t$ with respect to resampling increments of curves according to a reweighted Brownian bridge measure which probabilistically rewards configurations in which lower indexed curves generally stay above the higher indexed curves, and penalizes violations of this order.
Figure 2. Overview of a KPZ line ensemble $\mathcal{H}^t$. Curves $\mathcal{H}^t_1(\cdot)$ through $\mathcal{H}^t_5(\cdot)$ are drawn. The lowest indexed curve $\mathcal{H}^t_1(\cdot)$ is distributed according to the time $t$ solution to the narrow wedge initial data KPZ equation $\mathcal{H}(t, \cdot)$. The $\mathcal{H}^t$-Brownian Gibbs property is demonstrated by showing a possible resampling (dotted curves) of the curves $\mathcal{H}^t_1(\cdot)$ and $\mathcal{H}^t_2(\cdot)$ between times $a$ and $b$. The lowest indexed curve scaled down vertically by $t^{1/3}$ and horizontally by $t^{2/3}$ has a Radon-Nikodym derivative on any interval $(a,b)$ which is tight for $t \geq 1$. The scaled KPZ line ensemble $\tilde{\mathcal{H}}^t$ corresponds to this $t^{1/3}, t^{2/3}$ scaling (as well as centering at $-\frac{t}{24}$).

(3) Define $\tilde{\mathcal{H}}^t = \{ \tilde{\mathcal{H}}^t_n : n \in \mathbb{N} \}$ by the relation

$$\tilde{\mathcal{H}}^t_n(x) = -\frac{t}{24} + t^{1/3} \mathcal{H}^t_n(t^{-2/3}x).$$

This ensemble has the $\mathcal{H}^t$-Brownian Gibbs property with $\mathcal{H}^t_1(x) = e^{t^{1/3}x}$. Moreover, the law of $\mathcal{H}^t_n(x)$ on any fixed interval $(a,b)$, has a Radon-Nikodym derivative with respect to Brownian bridge on that interval (with the same starting and ending heights) which is tight as $t$ varies in $[1, \infty)$.

We will call any such measure $\mathcal{H}^t$ satisfying the first two properties a KPZ line ensemble and its scaled version $\tilde{\mathcal{H}}^t$ a scaled KPZ line ensemble (see Figure 2 for an illustration of this line ensemble).

Theorem 2.15 proves the existence of a family of such measures for all $t \geq 1$ which additionally displays the uniformity (of the third property above) as $t$ varies in $[1, \infty)$. The uniqueness of such measures is an open problem (our proof is through subsequence extraction). In Section 2.3.4 we touch on this question as well as a conjectural relationship with O’Connell-Warren’s multilayer extension of the solution to the stochastic heat equation with narrow wedge initial data \cite{44}.

The four applications of Theorem 2.15 presented earlier do not rely upon uniqueness. The existence of this Gibbsian line ensemble extension of the time $t$ narrow wedge initial data KPZ equation...
and the uniformity of the Radon-Nikodym derivative for its scaled version provide very potent tools for establishing regularity from one-point information and for ruling out exceptional events. This is illustrated in the proofs of our four application theorems. For instance, for Theorems 1.5 and 1.13 which deal with general initial data, we rely on the fact that the stochastic heat equation is linear in its initial data and that the narrow wedge initial data corresponds to the fundamental solution to the stochastic heat equation. These observations enable us to represent the one-point distribution for the general initial data KPZ equation in terms of the (fixed time) spatial process for the narrow wedge initial data (Lemma 1.18). Then, given the regularity established from the identification of this narrow wedge spatial initial data process with the lowest indexed curve of a KPZ line ensemble, we are able to transfer our one-point information about the narrow wedge initial data solution to the setting of general initial data. The uniformity as $t \to \infty$ described as the third property of $\mathcal{H}_t$ is key to our ability to study the $t \to \infty$ limit in these applications.

The existence of a KPZ$_t$ line ensemble is not at all obvious. There were two primary motivations for our present investigation. The first came from work of O’Connell [42] (Section 3.1) and O’Connell-Warren [44] (Section 2.3.4) while the second came from our earlier work [21] on non-intersecting Gibbsian line ensembles related to Dyson Brownian motion and the Airy line ensemble (Section 2.3.3). Even given a KPZ$_t$ line ensemble (satisfying the first two properties outlined above) the uniformity we show as property three of $\mathcal{H}_t$ is itself very far from evident.

There are three inputs involved in our construction which we briefly summarize here:

1. O’Connell’s [42] proof of the existence of an \{$1, \ldots, N \}$-indexed line ensemble whose lowest indexed curve is distributed as the free energy function for the O’Connell-Yor semi-discrete Brownian polymer and whose measure enjoys the $H_1$-Brownian Gibbs property (as a consequence of the description of the ensemble as a diffusion with generator given by a Doob-$h$ transform of the quantum Toda lattice Hamiltonian). This is described in Sections 3.1 and 3.2.

2. Moreno Flores-Quastel-Remenik’s [38] proof that under suitable scaling, the lowest indexed curve of O’Connell’s line ensemble converges to the solution of the narrow wedge initial data KPZ equation. This is described in Section 3.3.

3. Amir-Corwin-Quastel’s [4] proof of the exact formula for the one-point distribution of the narrow wedge initial data KPZ equation, and its large $t$ asymptotics. This is described in Section 1.7.

In addition to these three inputs, there are three main tools which we employ in our construction and also in the proof of the applications:

1. Resampling arguments using the $H$-Brownian Gibbs property (Definition 2.2) and the strong $H$-Brownian Gibbs property (Lemma 2.1.1) enable us to establish regularity from one-point information, rule out exceptional behavior at random points and reduce problems concerning line ensemble behavior to simpler ones involving Brownian bridges.

2. Monotone coupling of line ensembles displaying the $H$-Brownian Gibbs property (Lemmas 2.6 and 2.7) reduces the complexity of calculations so as to enable us to prove explicit bounds on the probability of complicated events.

3. Explicit Brownian bounds (Section 2.1.3) give us the means to solve explicitly the computations provided by the above two tools.

The construction provided herein to prove Theorem 2.15 is achieved through sequential compactness of the sequence (labeled by $N \in \mathbb{N}$) of O’Connell’s \{$1, \ldots, N \}$-indexed line ensembles. This ensemble is defined in Section 3.1 and denoted by $\mathcal{H}^{t,N} := \{ \mathcal{Y}_n^{t,N} : 1 \leq n \leq N \}$. This compactness is achieved in Theorem 3.9(1). Its proof relies only on inputs (1) and (2) (in fact, for input (2), it relies only on the one-point convergence to the KPZ equation), and the three tools highlighted
above. At the heart of this proof are three key technical propositions (Section 6.1) which establish inductively the regularity of the curve $\mathcal{S}_1^{t,N}$ then $\mathcal{S}_2^{t,N}$ and so on. The proof of these propositions (Section 7) constitutes a major portion of this paper. In a more general sense, the proof of these three results develops a means to transfer the input of one-point convergence by means of a Gibbs property into the output of compactness.

The sequential compactness and convergence of the lowest indexed curve given by input (2) suffices to show the existence of a line ensemble with the first two properties listed. In order to establish tightness of the Radon-Nikodym derivative for $t \geq 1$, we make use of the tightness of the one-point distribution for the narrow wedge initial data KPZ equation which is afforded by input (3). This, in conjunction with the three key propositions (Section 7) and the three tools explained above, suffices to prove the tightness (see also Theorem 3.9(2)).

A relatively simple coupling argument shows that subsequential limits of the ensemble $\mathcal{S}_1^{t,N}$ enjoy the Gibbs property and that their Radon-Nikodym derivative is tight (see Theorem 3.9). By input (2), any subsequential limit will necessarily have a lowest indexed curve distributed as the solution at time $t$ of the narrow wedge initial data KPZ equation; thus, the construction of our KPZ$_t$ line ensemble is accomplished, and Theorem 2.15 is proved. This overview is illustrated in Figure 1; the proof of Theorem 2.15 is given in Section 5.

1.7. One-point distribution for the narrow wedge initial data KPZ equation. We record here the inputs which exist in the literature (and to which we appeal) pertaining to the one-point distribution for the narrow wedge initial data KPZ equation. An exact formula for the one-point marginal distribution for the narrow wedge initial data KPZ equation was computed rigorously in [4]. We quote part of this theorem here. The definition of Fredholm determinant (and more background) can be found in [4]; Ai(·) is the classical Airy function.

**Theorem 1.16 (Theorem 1.1 of [4]).** For all $t > 0$, the one-point distribution of the solution at time $t$ of the narrow wedge initial data KPZ equation is given by

$$
\mathbb{P}\left( H_{nw}^{t,t}(0) + t^{1/3} \leq s \right) = \frac{1}{2\pi i} \int_{C} \frac{d\mu}{\mu} e^{-\mu} \det \left( I - K_{\mu} \right)_{L^2(\mathbb{R}_+,\infty)},
$$

where the infinite contour $C$ encloses $\mathbb{R}_+$ and is positively oriented, and the kernel $K_{\mu}$ is given by

$$
K_{\mu}(x,y) = \int_{-\infty}^{\infty} \frac{\mu}{\mu - e^{-2\pi i \sqrt{4\mu y} + r}} \text{Ai}(x + r) \text{Ai}(y + r) dr.
$$

Even though this is an exact formula, it is not trivial to extract meaningful asymptotics from it. In the next proposition, the first two results as well as the exponential upper tail bound in the third result arise from asymptotics of this formula. The exponential lower tail bound in the third result is not presently accessible by these means and comes from work of Moreno Flores [37].

**Proposition 1.17.** The following properties hold true for the narrow wedge initial data KPZ equation $H_{nw}^{t,x}$ as well as its scaled version $H_{nw}^{t,x}(x)$ defined in (6).

1. **Stationarity and tightness:** the one-point distribution of $\mathcal{S}_{nw}^{t,x}(x) + \frac{t^2}{2}$ is independent of $x$ and is tight for $t \geq 1$.

2. **Uniform in $t \geq 1$ exponential upper tail bound:** there exist constants $c_1, c_2 > 0$ such that, for all $t \geq 1$ and $s \geq 1$,

$$
\mathbb{P}(\mathcal{S}_{nw}^{t,x}(0) \geq s) \leq c_1 e^{-c_2 s}.
$$

3. **Exponential lower and upper tail bound for each $t$:** for each $t > 0$, there exist constants $c_1 = c_1(t) > 0$ and $c_2 = c_2(t) > 0$ such that, for all $s \geq 1$,

$$
\mathbb{P}(H_{nw}^{t,x}(0) < s) \leq c_1 e^{-c_2 s^2} \quad \text{and} \quad \mathbb{P}(H_{nw}^{t,x}(0) > s) \leq c_1 e^{-c_2 s}.
$$
Proof. The stationarity in (1) is given as [4, Proposition 1.4] and the tightness is an immediate consequence of [4, Corollary 1.3] which further proves that, as $t \to \infty$, the distribution converges to $F_{\text{GUE}}(2^{1/3} s)$, the GUE Tracy-Widom distribution\footnote{It is also conjectured therein that the spatial process converges to the Airy process (for which the GUE Tracy-Widom distribution is a one-point marginal). For more on this conjecture, see the discussion of Section 2.3.3.}. A proof of (2) is given in Section 8.1 via asymptotics of Theorem 1.16. A very similar computation was made in [23] for the solution of the KPZ equation corresponding to $Z(0, x) = 1_{x \geq 0} e^{B(x)}$. The narrow wedge case treated in Section 8.1 is considerably easier. Finally, consider (3). This result differs in that it does not deal with the $(1/3, 2/3)$-scaling and it does not provide results which are uniform over $t \in [1, \infty)$. The upper tail bound follows from the same computation of Section 8.1 by neglecting the uniformity in $t$. The lower tail bound should (in principle) be accessible from the exact formula of Theorem 1.16; however, to date the necessary asymptotics have not been achieved. The stated result was proved by Moreno Flores [37, Theorem 1] and is a strengthening of earlier work of Müller and Nualart [41]. It has been speculated (but not proved) that the arguments in the exponential are actually $s^3$ and $s^2$, as is the case for $F_{\text{GUE}}$, and that these arguments may arise in a sense which is uniform in $t$ for the scaled solution $\mathcal{H}_{\text{nw}, t}(0)$.

The following result shows how the one-point distribution for the solution of the general initial data KPZ equation is related to the spatial trajectory of $\mathcal{H}_{\text{nw}}(t, \cdot)$. The result will be important in the proof of Theorems 1.5 and 1.13.

Lemma 1.18. For general initial data $\mathcal{H}_0$, the solution to the KPZ equation $\mathcal{H}(t, x)$ at a fixed time $t$ and location $x$ is equal in distribution\footnote{This representation is valid only for the marginal distribution corresponding to a single pair $(t, x)$} to

$$
\log \left( \int_{-\infty}^{\infty} e^{\mathcal{H}_{\text{nw}}(t, y) + \mathcal{H}_0(x - y)} dy \right),
$$

or (after scaling)

$$
-\frac{t}{24} + \log \left( \int_{-\infty}^{\infty} e^{t^{1/3} \mathcal{H}_{\text{nw}, t}(t - 2/3 y) + \mathcal{H}_0(x - y)} dy \right).
$$

Proof. The stochastic heat equation is linear in the initial data. Let $\mathcal{Z}_{\text{nw}, y}(t, x)$ denote the solution to the stochastic heat equation with initial data $\mathcal{Z}_{\text{nw}, y}(0, x) = \delta_{x=y}$. For general initial data $\mathcal{Z}_0$, we may express the solution as

$$
\mathcal{Z}(t, x) = \int_{\mathbb{R}} \mathcal{Z}_{\text{nw}, y}(t, x) \mathcal{Z}_0(y) dy.
$$

Note that as processes in $y \in \mathbb{R}$ we have that $\mathcal{Z}_{\text{nw}, y}(t, x)$ is equal in distribution to $\mathcal{Z}_{\text{nw}, y-x}(t, 0)$ and likewise equal in distribution to $\mathcal{Z}_{\text{nw}, 0}(t, x - y)$ and in turn to $\mathcal{Z}_{\text{nw}}(t, x - y)$. Making the change of variables that replaces $x - y$ by $y$, we arrive at the desired result. \qed

1.8. Outline. Section 2 contains our main technical result, Theorem 2.15. It also contains various definitions necessary to its statement, basic lemmas related to the three tools used in its proof, and a discussion surrounding this result and its connection to some other topics. Section 3 introduces the O’Connell-Yor semi-discrete Brownian polymer, its associated line ensembles, and records the compactness result, Theorem 3.9. At this point we turn to proving the results described in these early sections. Section 4 contains proofs of the applications of Theorem 2.15 which are highlighted in this introduction. Section 5 proves Theorem 2.15 by appealing to Theorem 3.9. Section 6 proves Theorem 3.9 by appealing to three key propositions which are subsequently proved in Section 7. An appendix is provided as Section 8.
1.9. **Notation.** There is a glossary at the end of this work in which the symbols used in this paper are recorded along with the page on which they are defined. We additionally set some notation here. The natural numbers are defined to be \( \mathbb{N} = \{1, 2, \ldots\} \). Events are denoted in a special font \( \mathcal{E} \), their indicator function is written either as \( \mathbf{1}_E \) or \( \mathbf{1}(E) \), and their complement is written as \( \mathcal{E}^c \). The definition of events may change from proof to proof (though generally will remain constant within a given proof). The Dirac delta function at \( y \) is denoted by \( \delta_{x=y} \). When two random variables have the same distribution (or law) we indicate this by using \( \equiv \). Constants will be generally denoted by \( c \) or \( C \) (and possibly adorned with primes, tildes, or sub/super scripts). These constants may change value between results, though within results we will generally try to keep their use consistent.
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## 2. Constructing a KPZ\(_t\) line ensemble

### 2.1. Line ensembles and the H-Brownian Gibbs property

We now turn to the setup necessary to state our main result, Theorem 2.15. We introduce the concept of a line ensemble and the \( \mathcal{H}\)-Brownian Gibbs property. Figure 2 provides an illustration of a portion of an \( \mathbb{N} \times \mathbb{R} \)-indexed line ensemble with the \( \mathcal{H}_1 \)-Brownian Gibbs property. When graphically representing such line ensembles we plot the curves on the same axes.

**Definition 2.1.** Let \( \Sigma \) be an interval of \( \mathbb{Z} \), and let \( \Lambda \) be an interval of \( \mathbb{R} \). Consider the set \( X \) of continuous functions \( f : \Sigma \times \Lambda \to \mathbb{R} \) endowed with the topology of uniform convergence on compact subsets of \( \Sigma \times \Lambda \), and let \( \mathcal{C} \) denote the sigma-field generated by Borel sets in \( X \).

A \( \Sigma \times \Lambda \)-indexed line ensemble \( \mathcal{L} \) is a random variable defined on a probability space \( (\Omega, \mathcal{B}, \mathbb{P}) \), taking values in \( X \) such that \( \mathcal{L} \) is a \( (\mathcal{B}, \mathcal{C}) \)-measurable function. The symbol \( \mathbb{E} \) denotes the expectation operator associated with \( \mathbb{P} \). All statements are to be understood as being almost sure with respect to \( \mathbb{P} \). As in Definition 2.2 below, we will often decorate \( \mathbb{P} \) and \( \mathbb{E} \) with additional sub- and superscripts so as to specify a particular line ensemble. We will generally reserve \( \mathbb{P} \) and \( \mathbb{E} \) without decorations for “global” line ensembles such as \( \mathcal{H}_t,N \) or \( \mathcal{H}_t \) – with the noted exception of \( \mathbb{P} \) in the proof of Proposition 7.6 (Section 7.4). Intuitively one may think of \( \mathcal{L} \) as a collection of random continuous curves (even though we use the word “line” we are referring to continuous curves\(^4\)) indexed by \( \Sigma \), each of which maps \( \Lambda \) into \( \mathbb{R} \). We will generally abuse notation and write \( \mathcal{L} : \Sigma \times \Lambda \to \mathbb{R} \), even though it is not \( \mathcal{L} \) which is such a function, but rather \( \mathcal{L}(\omega) \) for each \( \omega \in \Omega \). Furthermore, we write \( \mathcal{L}_i := (\mathcal{L}(\omega))(i, \cdot) \) for the curve indexed by \( i \in \Sigma \).

Given a \( \Sigma \times \Lambda \)-indexed line ensemble \( \mathcal{L} \) and a sequence of such ensembles \( \{ \mathcal{L}^N : N \in \mathbb{N} \} \), a natural notion of convergence is the weak*- convergence of the measure \( \mathcal{L}^N \) to the measure \( \mathcal{L} \); we call this notion **weak convergence as a line ensemble**. In order words, this means that, for all bounded

\(^4\)The term line ensemble seems to have arisen in the study of discrete models such as the multilayer polynuclear growth (PNG) model for which the curves are piecewise constant (and hence are unions of line segments). See [51] for example.
continuous functionals \( f, \int d\mathbb{P}(\omega) f(\mathcal{L}(\omega)) \to \int d\mathbb{P}(\omega) f(\mathcal{L}(\omega)) \) as \( N \to \infty \). We will sometimes also consider sequences of line ensembles for which \( \Sigma = \{ 1, \ldots, N \} \) and \( \Lambda = (a_N, b_N) \) with \( a_N \to -\infty \) and \( b_N \to +\infty \) as \( N \to \infty \). We may extend the notation of weak convergence by embedding this sequence into \( \mathbb{N} \times \mathbb{R} \)-indexed line ensembles by setting \( \mathcal{L}_n(x) = -\infty \) for \( n > N \) or \( x \notin [a_n, b_n] \) with \( n \leq N \). Though the curves are no longer continuous, the notation of weak convergence still makes sense if we assume that the functionals extend continuously to \( -\infty \).

We turn now to formulating the \( \mathbf{H} \)-Brownian Gibbs property. As a matter of convention, all Brownian motions and bridges have diffusion parameter one.

**Definition 2.2.** Fix \( k_1 \leq k_2 \) with \( k_1, k_2 \in \mathbb{Z} \), an interval \( (a, b) \subset \mathbb{R} \) and two vectors \( \vec{x}, \vec{y} \in \mathbb{R}^{k_2-k_1} \). A \( \{k_1, \ldots, k_2\} \times (a, b) \)-indexed line ensemble \( \mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2} \) is called a free Brownian bridge line ensemble with entrance data \( \vec{x} \) and exit data \( \vec{y} \) if its law \( \mathbb{P}_{\text{free}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}, f, g} \) is that of \( k_2 - k_1 + 1 \) independent Brownian bridges starting at time \( a \) at the points \( \vec{x} \) and ending at time \( b \) at the points \( \vec{y} \). We write \( \mathbb{P}_{\text{free}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}} \) for the associated expectation operator. When there is no threat of confusion we will sometimes use the shorthand \( \mathbb{P}_{\text{free}} \) and \( \mathbb{E}_{\text{free}} \). If \( k_1, k_2 \) is replaced by \( k_1 + 1, k_2 + 1 \), then the measure is unchanged except for a reindexing of the curves.

A Hamiltonian \( \mathbf{H} \) is defined to be a continuous function \( \mathbf{H} : \mathbb{R} \to [0, \infty) \). Throughout, we will make use of the special Hamiltonian
\[
\mathbf{H}_t(x) = e^{t^{1/3} x}. \tag{6}
\]

Given a Hamiltonian \( \mathbf{H} \) and two measurable functions \( f, g : (a, b) \to \mathbb{R} \cup \{ \pm \infty \} \), we define the \( \{k_1, \ldots, k_2\} \times (a, b) \)-indexed \( \mathbf{H} \)-Brownian bridge line ensemble with entrance data \( \vec{x} \) and exit data \( \vec{y} \) and boundary data \( (f, g) \) to be the law \( \mathbb{P}_{\mathbf{H}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}, f, g} \) on \( \mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2} : (a, b) \to \mathbb{R} \) given in terms of the following Radon-Nikodym derivative (with respect to the free Brownian bridge line ensemble \( \mathbb{P}_{\text{free}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}} \)):
\[
\frac{d\mathbb{P}_{\mathbf{H}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}, f, g}}{d\mathbb{P}_{\text{free}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}}} (\mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2}) = \frac{W_{\mathbf{H}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}, f, g}(\mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2})}{\mathcal{Z}_{\mathbf{H}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}, f, g}}.
\]

Here we call \( \mathcal{L}_{k_1-1} = f, \mathcal{L}_{k_2+1} = g \) and define the Boltzmann weight
\[
W_{\mathbf{H}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}, f, g}(\mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2}) := \exp \left\{ - \sum_{i=k_1-1}^{k_2} \int_{a}^{b} \mathbf{H}(\mathcal{L}_{i+1}(u) - \mathcal{L}_{i}(u)) du \right\},
\]
and the normalizing constant
\[
\mathcal{Z}_{\mathbf{H}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}, f, g} := \mathbb{E}_{\text{free}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}} \left[ W_{\mathbf{H}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}, f, g}(\mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2}) \right], \tag{7}
\]
where recall that on the right-hand side in (7) the curves \( \mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2} : (a, b) \to \mathbb{R} \) are distributed according to the measure \( \mathbb{P}_{\text{free}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}} \). Note that since \( \mathbf{H} \) takes values in \([0, \infty)\), the normalizing constant takes values in \([0, 1]\). Remark 2.3 explains how this normalizing constant can be thought of as an acceptance probability. The expectation operator associated to \( \mathbb{P}_{\mathbf{H}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}, f, g} \) will be written as \( \mathbb{E}_{\mathbf{H}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}, f, g} \). We will use this notation for the probability and expectation operators throughout the paper, but will not always use \( \mathcal{L} \) to denote the line ensemble curves.

We will say that a \( \Sigma \times \Lambda \)-indexed line ensemble \( \mathcal{L} \) has the \( \mathbf{H} \)-Brownian Gibbs property if for all \( K = \{k_1, \ldots, k_2\} \subset \Sigma \) and \( (a, b) \subset \Lambda \), the following distributional invariance holds:
\[
\text{Law}(\mathcal{L}|_{K \times (a, b)}) \text{ conditional on } \mathcal{L}|_{(\Sigma \times \Lambda) \setminus (K \times (a, b))} = \mathbb{P}_{\mathbf{H}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}, f, g}.
\]
Here we have set \( f = \mathcal{L}_{k_1}^{-1} \) and \( g = \mathcal{L}_{k_2}^{-1} \) with the convention that if \( k_1 - 1 \notin \Sigma \) then \( f \equiv +\infty \) and likewise if \( k_2 + 1 \notin \Sigma \) then \( g \equiv -\infty \); we have also set \( \bar{x} = (\mathcal{L}_{k_1}(a), \ldots, \mathcal{L}_{k_2}(a)) \) and \( \bar{y} = (\mathcal{L}_{k_1}(b), \ldots, \mathcal{L}_{k_2}(b)) \).

An equivalent way to express this Gibbs property is as follows. For \( K \subset \mathbb{Z} \) and \( S \subset \mathbb{R} \), let \( C^K(S) \) be the space of continuous functions from \( K \times S \to \mathbb{R} \). Then a \( \Sigma \times \Lambda \)-indexed line ensemble \( \mathcal{L} \) enjoys the \( \mathbf{H} \)-Brownian Gibbs property if and only if for any \( K = \{k_1, \ldots, k_2\} \subset \Sigma \) and \( (a, b) \subset \Lambda \), and any Borel function \( F \) from \( C^K(a, b) \to \mathbb{R} \), \( \mathbb{P} \)-almost surely

\[
\mathbb{E} \left[ F(\mathcal{L}_{k_1}(a), \ldots, \mathcal{L}_{k_2}(a)) \mid \mathcal{F}_{\text{ext}}(K \times (a, b)) \right] = \mathbb{E}_{\mathbf{H}}^{k_1, k_2, (a, b), \bar{x}, \bar{y}, f, g} \left[ F(\mathcal{L}_{k_1}(a), \ldots, \mathcal{L}_{k_2}(a)) \right],
\]

where \( \bar{x}, \bar{y}, f \) and \( g \) are defined in the previous paragraph and where

\[
\mathcal{F}_{\text{ext}}(K \times (a, b)) := \sigma(\mathcal{L}_l(s) : (i, s) \in \Sigma \times \Lambda \setminus K \times (a, b))
\]

is the sigma-field generated by the line ensemble outside \( K \times (a, b) \). On the left-hand side of the above equality \( \mathcal{L}_{k_1}(a), \ldots, \mathcal{L}_{k_2}(a) \) are the restriction to \( (a, b) \) of curves distributed according to \( \mathbb{P} \), while on the right-hand side \( \mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2} \) are curves on \( (a, b) \) distributed according to \( \mathbb{P}^{k_1, k_2, (a, b), \bar{x}, \bar{y}, f, g}_{\mathbf{H}} \).

**Remark 2.3.** The normalizing constant \( Z_{\mathbf{H}}^{k_1, k_2, (a, b), \bar{x}, \bar{y}, f, g} \) in (7) can be understood to be the acceptance probability for the following resampling procedure. Choose \( \mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2} \) according to the free Brownian bridge line ensemble with entrance data \( \bar{x} \), exit data \( \bar{y} \) and boundary data \( (f, g) \) (i.e. the law \( \mathbb{P}_{\mathbf{H}}^{k_1, k_2, (a, b), \bar{x}, \bar{y}, f, g} \)). Accept the ensemble if

\[
W_{\mathbf{H}}^{k_1, k_2, (a, b), \bar{x}, \bar{y}, f, g}(\mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2}) \geq U
\]

where \( U \) is an independent random variable whose distribution is uniform on the interval \([0, 1]\). The probability that the ensemble is accepted is exactly the normalizing constant.

2.1.1. **Strong \( \mathbf{H} \)-Brownian Gibbs property.** A Gibbs property for a line ensemble may be considered to be a spatial generalization of the Markov property. Just as for the Markov property, there is a concept of a strong Gibbs property where intervals are replaced by stopping domains. We will make use of a version of the strong Markov property where stopping domain (Definition 2.4) plays the role of stopping time. We now present an adaptation of the strong Brownian Gibbs property given in [21] Lemma 2.5] to the present \( \mathbf{H} \)-Brownian Gibbs setting. The proof of the present result is essentially the same as its counterpart in [21] and so we do not record it here.

**Definition 2.4.** Let \( \Sigma \) be an interval of \( \mathbb{Z} \), and \( \Lambda \) be an interval of \( \mathbb{R} \). Consider a \( \Sigma \times \Lambda \)-indexed line ensemble \( \mathcal{L} \) which has the \( \mathbf{H} \)-Brownian Gibbs property for some Hamiltonian \( \mathbf{H} \). For \( K = \{k_1, \ldots, k_2\} \subset \Sigma \) and \( (\ell, r) \subset \Lambda \), recall from (8) the sigma field \( \mathcal{F}_{\text{ext}}(K \times (\ell, r)) \) generated by the curves outside \( K \times (\ell, r) \). The random variable \((l, r)\) is called a \( K \)-stopping domain if for all \( \ell < r \),

\[
\{1 \leq \ell, r \geq r\} \in \mathcal{F}_{\text{ext}}(K \times (\ell, r)).
\]

Define \( C^K(\ell, r) \) to be the set of continuous functions \((f_{k_1}, \ldots, f_{k_2})\) with each \( f_i : (\ell, r) \to \mathbb{R} \) (Definition 2.2) and

\[
C^K := \{ (\ell, r, f_{k_1}, \ldots, f_{k_2}) : \ell < r \text{ and } (f_{k_1}, \ldots, f_{k_2}) \in C^K(\ell, r) \}.
\]

Let \( \mathcal{B}(C^K) \) denote the set of Borel measurable functions from \( C^K \to \mathbb{R} \).

**Lemma 2.5.** Consider a \( \Sigma \times \Lambda \)-indexed line ensemble \( \mathcal{L} \) which has the \( \mathbf{H} \)-Brownian Gibbs property. Fix \( K = \{k_1, \ldots, k_2\} \subset \Sigma \). For all random variables \((l, r)\) which are \( K \)-stopping domains for \( \mathcal{L} \), the
following strong $H$-Brownian Gibbs property holds: for all $F \in \mathcal{B}(C^K)$, $\mathbb{P}$-almost surely,
\[ \mathbb{E}\left[F(t, \mathbf{x}, \mathcal{L}_{k_1}|(t, r)), \ldots, \mathcal{L}_{k_2}|(t, r)\right] = \mathbb{P}_H^{k_1, k_2, (a, b), \mathbf{x}, f, g}\left[F(a, b, \mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2})\right], \] (9)
where $a = 1$, $b = r$, $\mathbf{x} = \{\mathcal{L}_i(t)\}_{i=k_1}^{k_2}$, $\mathbf{y} = \{\mathcal{L}_i(t)\}_{i=k_1}^{k_2}$, $f(\cdot) = \mathcal{L}_{k_1-1}(\cdot)$ (or $\infty$ if $k_1 - 1 \notin \Sigma$), $g(\cdot) = \mathcal{L}_{k_2+1}(\cdot)$ (or $-\infty$ if $k_2 + 1 \notin \Sigma$). On the left-hand side $\mathcal{L}_{k_1}|(t, r), \ldots, \mathcal{L}_{k_2}|(t, r)$ is the restriction of curves distributed according to $\mathbb{P}$ and on the right-hand side $\mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2}$ is distributed according to $\mathbb{P}_H^{k_1, k_2, (a, b), \mathbf{x}, f, g}$ (Definition 2.2).

2.1.2. Monotone couplings and the $H$-Brownian Gibbs property. For a convex Hamiltonian $H$ (such as $H_\xi$), we prove two monotonicity results for $H$-Brownian bridge line ensembles $\mathbb{P}_H^{k_1, k_2, (a, b), \mathbf{x}, f, g}$ (Definition 2.2). The first result states that if $f$ and $g$ are both increased pointwise, then the resulting line ensemble can be coupled to the original one so as to dominate it pointwise. The second result asserts that if $\mathbf{y}$ and $\mathbf{y}'$ are both increased (in the partial order of domination in each coordinate) then the line ensemble resulting from this increase and the original one also enjoy the same type of domination. We will often use these forms of monotonicity to prove inequalities about probabilities of events that increase under such pointwise domination.

**Lemma 2.6.** Fix $k_1 \leq k_2 \in \mathbb{Z}$, $a < b$, two vectors $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{k_2-k_1+1}$ and two pairs of measurable functions $(f^{(i)}, g^{(i)})$ for $i \in \{1, 2\}$ such that $f^{(i)}(a, b) \to \mathbb{R} \cup \{\infty\}$, $g^{(i)}(a, b) \to \mathbb{R} \cup \{-\infty\}$ and for all $s \in (a, b)$, $f^{(1)}(s) \geq f^{(2)}(s)$ and $g^{(1)}(s) \geq g^{(2)}(s)$. Recalling Definitions 2.1 and 2.2, for $i \in \{1, 2\}$, let $Q^{(i)} = \{Q^{(i)}_{j}\}_{j=k_1}^{k_2}$ be a $\{k_1, \ldots, k_2\} \times (a, b)$-indexed line ensemble on a probability space $(\Omega^{(i)}, \mathcal{B}^{(i)}, \mathbb{P}_H^{(i)})$ where $\mathbb{P}_H^{(i)}$ equals $\mathbb{P}_H^{k_1, k_2, (a, b), \mathbf{x}, f^{(i)}, g^{(i)}}$ (i.e. $Q^{(i)}$ has the $H$-Brownian Gibbs property with entrance data $\mathbf{x}$, exit data $\mathbf{y}$ and boundary data $(f^{(i)}, g^{(i)})$).

If the Hamiltonian $H : \mathbb{R} \to [0, \infty)$ is convex then there exists a coupling of the probability measures $\mathbb{P}_H^{(1)}$ and $\mathbb{P}_H^{(2)}$ such that almost surely $Q^{(1)}_{j}(s) \leq Q^{(2)}_{j}(s)$ for all $j \in \{k_1, \ldots, k_2\}$ and all $s \in (a, b)$.

**Lemma 2.7.** Fix $k_1 \leq k_2 \in \mathbb{Z}$, $a < b$ and two measurable functions $(f, g)$ such that $f : (a, b) \to \mathbb{R} \cup \{\infty\}$, $g : (a, b) \to \mathbb{R} \cup \{-\infty\}$. Consider two pairs of vectors $\mathbf{x}^{(i)}, \mathbf{y}^{(i)} \in \mathbb{R}^{k_2-k_1+1}$ for $i \in \{1, 2\}$ such that $x^{(1)}_j < x^{(2)}_j$ and $y^{(1)}_j < y^{(2)}_j$ for all $j = k_1, \ldots, k_2$. Recalling Definitions 2.1 and 2.2, for $i \in \{1, 2\}$, let $Q^{(i)} = \{Q^{(i)}_{j}\}_{j=k_1}^{k_2}$ be a $\{k_1, \ldots, k_2\} \times (a, b)$-indexed line ensemble on a probability space $(\Omega^{(i)}, \mathcal{B}^{(i)}, \mathbb{P}_H^{(i)})$ where $\mathbb{P}_H^{(i)} = \mathbb{P}_H^{k_1, k_2, (a, b), \mathbf{x}^{(i)}, f^{(i)}, g^{(i)}}$ (i.e. $Q^{(i)}$ has the $H$-Brownian Gibbs property with entrance data $\mathbf{x}^{(i)}$, exit data $\mathbf{y}^{(i)}$ and boundary data $(f, g)$).

If the Hamiltonian $H : \mathbb{R} \to [0, \infty)$ is convex then there exists a coupling of the probability measures $\mathbb{P}_H^{(1)}$ and $\mathbb{P}_H^{(2)}$ such that almost surely $Q^{(1)}_{j}(s) \leq Q^{(2)}_{j}(s)$ for all $j \in \{k_1, \ldots, k_2\}$ and all $s \in (a, b)$.

These lemmas are proved in Section 8.2. They generalize Lemmas 2.6 and 2.7 of [21] which correspond to formally using the Hamiltonian $H_{+\infty}(x)$ which is $+\infty$ for $x > 0$ and $0$ for $x < 0$. This particular Hamiltonian corresponds to conditioning consecutively labeled curves not to touch. The convexity assumption is used to show [143] in the proof.

**Definition 2.8.** We may formulate a more general set of monotonicity results which involves measures specified by multiple boundary interactions. Fix a Hamiltonian $H$ and, for $r \geq 1$, fix two vectors of Hamiltonians $H^f = (H^f_1, \ldots, H^f_r)$ and $H^g = (H^g_1, \ldots, H^g_r)$. Let $f_j : (a, b) \to \mathbb{R} \cup \{\infty\}$ and $g_j : (a, b) \to \mathbb{R} \cup \{-\infty\}$ for $1 \leq j \leq r$. Generalizing
Definition 2.2.2, we define a measure \( \mathbb{P}^{k_1,k_2,(a,b),\vec{x},\vec{y},\vec{f},\vec{g}}_{\mathbf{H},\tilde{\mathbf{H}}/\mathbf{H}} \) on curves \( \mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2} : (a, b) \to \mathbb{R} \) by specifying its Radon-Nikodym derivative with respect to \( \mathbb{P}^{k_1,k_2,(a,b),\vec{x},\vec{y}}_{\text{free}} \) to be proportional to the Boltzmann weight

\[
W^{k_1,k_2,(a,b),\vec{x},\vec{y},\vec{f},\vec{g}}_{\mathbf{H},\tilde{\mathbf{H}}/\mathbf{H}}(\mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2}) := \exp \left\{ - \sum_{i=k_1}^{k_2-1} \int_a^b H \left( \mathcal{L}_{i+1}^j(s) - \mathcal{L}_i^j(s) \right) ds - \sum_{j=1}^r \int_a^b H_j^f \left( \mathcal{L}_{k_1}(s) - f_j(s) \right) ds - \sum_{j=1}^r \int_a^b H_j^g \left( g_j(s) - \mathcal{L}_{k_2}(s) \right) ds \right\},
\]

where the normalization is chosen so that the integral equals one.

Both Lemmas 2.6 and 2.7 can be generalized to this setting. We will make use of the generalization for Lemma 2.6 and so we state it here.

Lemma 2.9. Consider two sets of boundary condition functions \( \vec{f}^{(i)}, \vec{g}^{(i)} \) for \( i \in \{1, 2\} \) such that, for all \( 1 \leq j \leq r \) and all \( s \in (a, b) \), \( f_j^{(1)}(s) \geq f_j^{(2)}(s) \) and \( g_j^{(1)}(s) \geq g_j^{(2)}(s) \). For \( i \in \{1, 2\} \), let \( \mathcal{Q}(i) = \{ Q_j^{(i)} \}_{j=k_1}^{k_2} \) be a \( \{k_1, \ldots, k_2\} \times (a, b) \)-indexed line ensemble on a probability space \((\Omega^{(i)}, B^{(i)}, \mathbb{P}^{(i)}_{\mathbf{H},\tilde{\mathbf{H}}/\mathbf{H}})\), where \( \mathbb{P}^{(i)}_{\mathbf{H},\tilde{\mathbf{H}}/\mathbf{H}} = \mathbb{P}^{k_1,k_2,(a,b),\vec{x},\vec{y},\vec{f}^{(i)},\vec{g}^{(i)}}_{\mathbf{H},\tilde{\mathbf{H}}/\mathbf{H}} \). If each of the Hamiltonians \( \mathbf{H}, \tilde{\mathbf{H}} \) are convex, then there exists a coupling of the probability measures \( \mathbb{P}^{(1)}_{\mathbf{H},\tilde{\mathbf{H}}/\mathbf{H}} \) and \( \mathbb{P}^{(2)}_{\mathbf{H},\tilde{\mathbf{H}}/\mathbf{H}} \) such that almost surely \( Q_j^{(1)}(s) \leq Q_j^{(2)}(s) \) for all \( j \in \{k_1, \ldots, k_2\} \) and all \( s \in (a, b) \).

Proof. The proof follows that of Lemma 2.6 with equations (142) and (143) changing to accommodate multiple Hamiltonians. In the vicinity of (95), we will apply this general form of monotonicity with \( r = 2 \) and with one of the Hamiltonians given by \( \mathbf{H}_{+\infty} \) which we introduced above. This function is not (strictly speaking) convex, but the proof works just as well (as \( \mathbf{H}_{+\infty} \) is a limit of convex functions).

2.1.3. Facts about Brownian motion. We recall a few basic facts about Gaussian random variables and Brownian bridge and motion. The first are two tail bounds for the Gaussian distribution, the second is the exact distribution for the supremum of a Brownian bridge, the third is about the probability that Brownian motion hits a parabola, and the fourth and fifth are upper bounds on the probability that Brownian motion and bridge drastically change height in a short period of time.

Lemma 2.10. Let \( N \) be a standard normal random variable (of variance one). Then, for each \( s \geq 0 \),

\[
\frac{1}{\sqrt{2\pi}} \frac{s}{s^2 + 1} e^{-s^2/2} < \mathbb{P}(N \geq s) < \frac{1}{\sqrt{2\pi}} \frac{1}{s} e^{-s^2/2}.
\]

Proof. These follow from straightforward computation.

Lemma 2.11. The supremum of a Brownian bridge \( B : [0, L] \to \mathbb{R}, B(0) = B(L) = 0 \), satisfies

\[
\mathbb{P} \left( \sup_{x \in [0, L]} B(x) > s \right) = e^{-2s^2/L}.
\]

Proof. This amounts to a use of the reflection principle – see (3.40) in Chapter 4 of [34].

\[\square\]
Lemma 2.12. Let $B(\cdot)$ be a two-sided Brownian motion with $B(0) = 0$. Then, for all $c > 0$, there exist constants $c_1, c_2 > 0$ such that, for all $s \geq 1$,
\[ P(B(x) \geq s + cx^2 \text{ for some } x \in \mathbb{R}) \leq c_1 e^{-c_2 s^{3/2}}. \]

Proof. This follows from [30, Theorem 2.1] wherein the constants and corrections to this exponential term are carefully calculated. \qed

Lemma 2.13. Let $s > 0$ and consider Brownian motion $B : [0, s] \to \mathbb{R}$. For $M > 0$ and $r \in (0, s)$,
\[ P(\exists t_1, t_2 \in [0, s] : 0 \leq t_2 - t_1 \leq r \text{ and } B(t_2) - B(t_1) \leq -M) \leq 16\pi^{-1/2} \frac{s}{r^{1/2}M} e^{-M^2/(16r)}. \]

Proof. If such times $t_1$ and $t_2$ exist, then $B$ drops in height by at least $M$ between some pair of times during one of the at most $\lfloor sr^{-1} \rfloor + 1$ intervals of length $2r$ whose left-hand endpoints are the multiples of $r$ between 0 and $s$.

Thus, the existences of such times entails the occurrence of the event
\[ \bigcup_{0 \leq i \leq \lfloor sr^{-1} \rfloor} \left( \left\{ \sup_{s \in [0, 2r]} B(ri + s) - B(ri) \geq M/2 \right\} \cup \left\{ \inf_{s \in [0, 2r]} B(ri + s) - B(ri) \leq -M/2 \right\} \right). \]

The reflection principle determines the probability of each of these events. In this way, the probability considered in the statement of the lemma is (by a union bound) at most
\[ \left( \lfloor sr^{-1} + 1 \rfloor \right) \cdot 2 \cdot 2 \cdot P(N \geq \frac{M}{2\sqrt{2r}}), \]
where $N$ is a standard Gaussian random variable (of variance one). Lemma 2.10 and $sr^{-1} \geq 1$ show this bound to be at most $16\pi^{-1/2} \frac{s}{r^{1/2}M} e^{-M^2/(16r)}$. \qed

We may use the preceding result to deduce an analogue for Brownian bridge.

Lemma 2.14. Let $s > 0$, $a \in \mathbb{R}$ and consider Brownian bridge $B : [0, s] \to \mathbb{R}$, $B(0) = 0$ and $B(s) = a$. For $M > 0$ and $r \in (0, s)$, the probability that there exist $t_1, t_2 \in [0, s]$ with $0 \leq t_2 - t_1 \leq r$ and $B(t_2) - B(t_1) \leq -M$ is bounded above by
\[ \frac{1}{P(N_s \leq a)} \cdot 16\pi^{-1/2} \frac{s}{r^{1/2}M} e^{-M^2/(16r)}, \]
where $N_s$ is a centered normal random variable of variance $s$.

Proof. Let $B'$ be distributed as Brownian motion on $[0, s]$ with $B'(0) = 0$. Define the event
\[ E = \left\{ \exists t_1, t_2 \in [0, s] : 0 \leq t_2 - t_1 \leq r, \text{ and } B'(t_2) - B'(t_1) \leq -M \right\}. \]

Note that
\[ P\left( E \mid B'(s) \leq a \right) \leq \frac{P(E)}{P(B'(s) \leq a)}. \]

The Brownian bridge probability that we seek to bound is nothing other than $P(E \mid B'(s) = a)$. Since Lemma 2.13 bounds $P(E)$ from above, the proof reduces to arguing that $P(E \mid B'(s) = a) \leq P(E \mid B'(s) \leq a)$.

To this end, it suffices to show that $P(E \mid B'(s) = a) \leq P(E \mid B'(s) = a')$ when $a' < a$. To see this bound, note that conditioning Brownian motion $B'$ on ending at $a$ is the same as declaring $B'$ to be a Brownian bridge to $a$. Two Brownian bridges starting from height 0 and ending at different heights $a$ and $a'$ can be coupled to a single Brownian bridge which starts and ends at height 0 by
adding a linear interpolation of 0 and either $a$ or $a'$. Lowering the slope of the linear interpolation renders the event $E$ more likely, whence we obtain the sought inequality. \hfill \Box

### 2.2. Main result: KPZ$_t$ line ensemble construction and properties

The following theorem constitutes the main result of this paper, from which all of our applications (discussed in Sections 1.2, 1.3, 1.4 and 1.5) follow.

**Theorem 2.15.** For all $t \geq 1$, there exist $\mathbb{N} \times \mathbb{R}$-indexed line ensembles $\mathcal{H}^t := \{ \mathcal{H}^t_n : n \in \mathbb{N} \}$ enjoying the following three properties:

1. The lowest indexed curve $\mathcal{H}_1^t : \mathbb{R} \to \mathbb{R}$ is equal in distribution to $\mathcal{H}^{aw}(t, \cdot)$, the time $t$ Hopf-Cole solution to the narrow wedge initial data KPZ equation (Definition 1.1);

2. The ensemble $\mathcal{H}^t$ has the $\mathcal{H}_1$-Brownian Gibbs property (recall from Definition 2.2 that $\mathcal{H}_t(x) = e^{t/3}x$).

3. Define $\mathcal{H}_t^t$ by the relation

$$\mathcal{H}^t_n(x) = -\frac{t}{24} + t^{1/3} \mathcal{H}^t_n(t^{-2/3} x). \tag{10}$$

This ensemble has the $\mathcal{H}_t$-Brownian Gibbs property. For any interval $(a, b) \subset \mathbb{R}$ and $\varepsilon > 0$, there exists $\delta > 0$ such that, for all $t \geq 1$, recalling \eqref{eq:7},

$$\mathbb{P} \left( Z_{1,1,(a,b),\mathcal{H}^t_1(a),\mathcal{H}^t_1(b),+\infty,\mathcal{H}^t_{1,2}} < \delta \right) \leq \varepsilon.$$

This theorem is proved in Section 5. See Section 1.6 and Figure 1 for an overview of the ideas which contribute to proving this.

We call any line ensemble (such as $\mathcal{H}^t$ above) which satisfies the two properties in Theorem 2.15 a KPZ$_t$ line ensemble, and its scaled version (such as $\mathcal{H}^t$ above) a scaled KPZ$_t$ line ensemble. The theorem shows the existence of a family of such ensembles for all $t \geq 1$ and additionally shows that the lowest indexed curve of this family (i.e. $\mathcal{H}^t_1$) remains uniformly absolutely continuous (with respect to Brownian bridge) over $t \in [1, \infty)$ (see Remark 2.16). This uniformity property is essential in our first three applications.

The theorem does not rule out the existence of more than one KPZ$_t$ line ensemble; (see however the discussion of Section 2.3.4). That said, for the applications we provide, it is sufficient to know the existence of such a family of line ensembles provided by the theorem. Note finally that the choice of considering $t \geq 1$ could just as well have been $t \geq t_0$ for any $t_0 > 0$ fixed.

**Remark 2.16.** Theorem 2.15(3) can be understood in terms of the Radon-Nikodym derivative for the law of the lowest indexed curve on the interval $(a, b)$ with respect to the law of free Brownian bridge with starting height $\mathcal{H}^t_1(a)$ at $a$ and ending height $\mathcal{H}^t_1(b)$ at $b$. By Definition 2.2 and the positivity of the Hamiltonian $\mathcal{H}_t$, it is clear that when $Z_{1,1,(a,b),\mathcal{H}^t_1(a),\mathcal{H}^t_1(b),+\infty,\mathcal{H}^t_{1,2}} > \delta$, the Radon-Nikodym derivative is bounded above by $\delta^{-1}$:

$$\frac{d\mathbb{P}_{\mathcal{H}_t}^{1,1,(a,b),\mathcal{H}^t_1(a),\mathcal{H}^t_1(b),+\infty,\mathcal{H}^t_{1,2}}}{d\mathbb{P}_{\text{free}}^{1,1,(a,b),\mathcal{H}^t_1(a),\mathcal{H}^t_1(b)}} < \delta^{-1}.$$

This means that the curve $\mathcal{H}^t_1$ on $(a, b)$ remains uniformly absolutely continuous with respect to Brownian bridge, or equivalently has a tight Radon-Nikodym derivative with respect to Brownian bridge as $t \to \infty$. One expects that a similar result will hold for the normalizing constant (and hence Radon-Nikodym derivative) for any finite collection of curves in $\mathcal{H}^t$, though we do not pursue that here.
2.3. Extensions and discussion. Theorem 2.15 may be elaborated in several directions, some of which here we briefly mention. It should be possible to develop an analogous theorem corresponding to a slightly larger, but still very special, class of KPZ initial data beyond narrow wedge. There are discrete analogues of such line ensembles related to the log-gamma discrete directed polymer, and to degenerations of Macdonald processes. One can conjecture a relationship between our KPZ line ensemble and the Airy line ensemble in the limit as $t \to \infty$, and even sketch a possible route of proof. Finally, there should be a more explicit description of a KPZ line ensemble in terms of the O’Connell-Warren multilayer extension to the solution of the stochastic heat equation. We now describe briefly each of these directions. This discussion is closely related to the content of Section 3 as well.

2.3.1. Gibbsian line ensembles corresponding with other KPZ initial data. Narrow-wedge initial data is not the only type of initial data for which there should exist $\mathbb{N} \times \mathbb{R}$-indexed line ensembles whose lowest indexed curve is the relevant time $t$ KPZ solution, which have the $H_1$-Brownian Gibbs property, and over which control of the Radon-Nikodym derivative is uniform in $t \in [1, \infty)$. One example of initial data for which an analogue of Theorem 2.15 should exist is half stationary / half narrow wedge (which, recall, corresponds with starting the stochastic heat equation from $Z(0, x) = 1_{x \geq 0} e^{B(x)}$ where $B(\cdot)$ is a one-sided Brownian motion chosen independently of all other randomness). This type of initial data arises from scaling the O’Connell-Yor semi-discrete Brownian polymer where the underlying noise Brownian motion $B_1$ has a suitably large drift added to it and all others have no drift (see [38, 13]). In fact, for all of the types of KPZ initial data considered in [13], there should be analogues of Theorem 2.15.

In the last passage percolation setting, this type of perturbed line ensemble is discussed in [1] under the name $\tau$-Airy processes. These Airy-like line ensembles (and their Gibbs properties and applications) are developed in [21].

2.3.2. Gibbsian line ensembles corresponding with other solvable growth processes and polymers. The fact that the line ensemble associated to the O’Connell-Yor semi-discrete Brownian polymer (Sections 3.1 and [42]) has the $H_1$-Brownian Gibbs property (Section 3.2) is a consequence of the integrability or exact solvability of that process discovered by O’Connell [42] using a continuous version of the geometric lifting of the Robinson-Schensted-Knuth (RSK) correspondence. There are only a handful of other probabilistic models for which analogously constructed line ensembles display such a Gibbs property, namely: geometric, exponential, Poissonian, and semi-discrete Brownian last passage percolation (equivalently, various versions of the polynuclear growth model or TASEP [54]), as well as the log-gamma discrete directed polymer [52, 25].

For instance, for the log-gamma polymer, one constructs a line ensemble (no longer with continuous curves, but rather with piecewise constant curves) by recording the evolution of the “shape” of the geometric lifting of the RSK correspondence applied to an input matrix of independent inverse Gamma distributed random variables with a growing number of columns; (adding a column is like advancing time). The generator for this discrete time Markov process on the shape is computed in [25] and takes the form of a Doob-$h$ transform of a collection of independent random walks subject to a two-body potential acting on consecutively labeled curves. This property of the generator results in a discrete time version of the $H_1$-Brownian Gibbs property (where the underlying Brownian bridge measure is replaced by a corresponding random walk). A scaling limit of this discrete line ensemble results in the one studied earlier by O’Connell [42]. O’Connell’s diffusion (or equivalently, line ensemble) is introduced in Section 5.1 and its associated properties play a central role therein.
The last passage percolation models mentioned above also have Gibbs properties, though they involve conditioning on non-intersection (rather than probabilistically penalizing curves for crossing). For instance, the line ensemble \( \{ M_n^N(s) \}_{n=1}^N \) defined in [16] exactly corresponds with the GUE Dyson Brownian motion which displays a non-intersecting Brownian Gibbs property. This type of line ensemble was the subject of our earlier work [21].

In the discrete polymer cases discussed above (analogous facts hold true for all of the other cases mentioned above as well), the Gibbs property can be understood also as a consequence of the fact that the line ensemble that records the evolution of the “shape” under the geometric lifting of the RSK correspondence is distributed according to a particular Whittaker process. In fact, in the hierarchy of Macdonald processes [12] and their degenerations, one expects an analogous Gibbs property at the level of \( q \)-Whittaker processes (at the full Macdonald process level the Gibbs property should not as “local” as the one studied here). Though we will not delve any deeper into these matters, we may reference the discussion around [12 Proposition 2.3.6] and [12 Definition 3.3.3] as relevant in these considerations. The locality mentioned here can be understood as the fact that in the \( q \)-Whittaker (second reference) case, the dynamics discussed relies only upon nearest index particle locations, whereas in the full Macdonald case, the dynamics rely on the entire partition (i.e. all particle locations).

2.3.3. The conjectural relation to Airy line ensemble. It has been conjectured for some time now (see, for instance [4 Conjecture 1.5]) that the solution of the narrow wedge initial data KPZ equation converges (as \( t \to \infty \)) under horizontal scaling by \( t^{2/3} \) and vertical scaling by \( t^{1/3} \) to the Airy process (sometimes called the Airy\(_2\) process) minus a parabola. We now expand upon this conjecture to include the full KPZ\(_t\) and Airy line ensembles, and provide a sketch of how, by working with this larger structure of line ensembles (rather than their lowest indexed curves), it may be possible to provide a purely probabilistic proof of both conjectures.

To fix notation, let us recall the \( \mathbb{N} \times \mathbb{R} \)-indexed Airy line ensemble \( \mathcal{A} = \{ A_i \}_{i \in \mathbb{N}} \) defined and studied in [21]. It is shown in [21 Theorem 3.1] that the line ensemble defined by \( \mathcal{L}_i(x) = 2^{-1/2}(A_i(x) - x^2) \) has the non-intersecting Brownian Gibbs property (defined by formally setting \( H(x) = H_{\rightarrow \infty}(x) \) which is \( +\infty \) for \( x > 0 \) and \( 0 \) for \( x < 0 \)). The Airy line ensemble is stationary under shifts in the \( x \)-coordinate, and the one-point distribution of the lowest indexed curve (the Airy process) \( A_1(x) \) is the GUE Tracy-Widom distribution. In [4 Corollary 1.3], it was proved that, as \( t \to \infty \), the distribution of the random variable \( 2^{1/3}(\delta_1^t(x) + x^2/2) \) (which is also stationary under shifts in \( x \) – see Proposition [1.17(1)]) also converges to the GUE Tracy-Widom distribution.

[4 Conjecture 1.5] claims that the entire spatial process for the narrow wedge initial data KPZ equation should converge (under \( (1/3, 2/3)\)-scaling and parabolic shift) to the Airy process. Evidence for this conjecture was the one-point convergence result as well as a belief in KPZ universality and the knowledge that the Airy process \( A_1(x) \) (recall this lowest indexed curve is sometimes called the Airy\(_2\) process) arises in a similar manner for growth processes such as TASEP (see the review [20]). We now conjecture the convergence of the entire scaled KPZ\(_t\) line ensemble to the Airy line ensemble.

**Conjecture 2.17.** The line ensemble defined (for each \( t > 0 \)) via the map \( (n,x) \mapsto 2^{1/3}(\delta_1^t(x) + x^2/2) \) converges as a line ensemble (Definition [2.2]) to the Airy line ensemble \( \{ A_n(x) : n \in \mathbb{N}, x \in \mathbb{R} \} \) as \( t \to \infty \).

Let us sketch the steps of a plausible but speculative route to the proof of this result. Notice that the route is purely probabilistic and avoids trying to compute the multi-point distribution for the KPZ equation.

1. Prove that the line ensemble \( 2^{1/3}(\delta_1^t(x) + x^2/2) \) is stationary in shifting \( x \). A priori is this not obvious since the precursor (finite \( N \)) line ensemble \( \delta_{\bar{\gamma}}^{t,N}(x) + x^2/2 \) (see Definition [3.5])
used in constructing $\mathcal{F}^t$ does not display this invariance at finite $N$ (after all, the finite $N$ ensemble is only defined for $x$ larger than some fixed $N$ dependent value). The stationarity of $2^{1/3}\left(\hat{\mathcal{F}}_N^t(x) + x^2/2\right)$ would follow from the upcoming Conjecture 2.18. That conjecture provides a precise (path-integral or rather chaos series) description for all curves of $\mathcal{F}^t$ from which stationarity follows in light of the invariance under affine shifts of space-time white noise and Brownian bridge.

(2) Prove sequential compactness of $\mathcal{F}^t$ as $t \to \infty$. Theorem 3.9(2) provides control over the normalizing constant for the lowest indexed curve of the scaled KPZ$_t$ line ensemble, in a manner which is uniform for $t \geq 1$. This step would require establishing the same type of result for the normalizing constant of any finite set of curves. This may be achievable by methods similar to those that are used to prove Theorem 3.9 (see Section 6.3 in particular).

(3) The sequential compactness of $\mathcal{F}^t$ would prove the existence of subsequential limiting line ensembles which are stationary in $x$ (after the necessary parabolic shift) and which display the non-intersecting Brownian Gibbs property (since $\mathbf{H}_{+\infty}$ is the limit of $\mathbf{H}_t$). Now prove that all subsequential limits are extremal (in the sense that they may not be written as the sum of two non-intersecting Brownian Gibbs measures).

(4) Prove [21] Conjecture 3.2 which states that the Airy line ensemble is the only extremal $\mathbb{N} \times \mathbb{R}$-indexed line ensemble which satisfies the Brownian Gibbs property and is stationary in $x$. In fact, the claimed uniqueness is up to a global shift in height, but this shift is determined by the one-point convergence result of [21] Corollary 1.3 which we described above. It would follow from this uniqueness result that $\mathcal{F}^t$ converges to the Airy line ensemble (under the scalings in Conjecture 2.17).

Although the task of rendering this sketch into a proof would be challenging in many ways, the sketch at least provides some more evidence for [4, Conjecture 1.5] regarding the spatial convergence of the KPZ equation to the Airy process.

2.3.4. Conjectural relation to O’Connell-Warren line ensemble. We start by recalling a continuum analog of the constructions of Section 3.1 and then remark on its relation to our constructed KPZ$_t$ line ensembles and the question of uniqueness.

O’Connell and Warren [44] define a multi-layer extension of the solution to the stochastic heat equation. For $n \in \mathbb{N}$, $t \geq 0$ and $x \in \mathbb{R}$, define

$$Z_n(t, x) := p(x; t)^n \sum_{k=0}^{\infty} \int_{\Delta_k(t)} R_k^{(n)}((t_1, x_1), \ldots, (t_k, x_k)) \mathcal{W}^k(dt_1, dx_1) \cdots \mathcal{W}^k(dt_k, dx_k),$$

where $p(x; t) = (2\pi t)^{-1/2} \exp(-x^2/2t)$ is the heat kernel, $\Delta_k(t) = \{0 < t_1 < \cdots < t_k < t\}$, and $R_k^{(n)}$ is the $k$-point correlation function for a collection of $n$ non-intersecting Brownian bridges each of which starts at 0 at time 0 and ends at $x$ at time $t$. The above multiple stochastic integrals (which are sometimes called chaos series) are Itô in time and Stratonovich in space. For notational simplicity define $Z_0(t, x) \equiv 1$. Observe that if we take the same white noise as in [2] then $Z_1(t, x) = Z^{nw}(t, x)$, the narrow wedge (or delta initial data) solution to the stochastic heat equation (see [4] [2] for details).

The $Z_n(t, x)$ can be interpreted as partition functions for a continuum directed random polymer. At a heuristic level, we may write

$$\frac{Z_n(t, x)}{p(x; t)^n} = \mathcal{E} \left[ : \exp : \sum_{i=1}^{n} \int_{0}^{t} \mathcal{W}^k(s, b_i(s)) ds \right]$$

where $\mathcal{E}$ is the expectation of the law on $n$ (independent) Brownian bridges $\{b_i\}_{i=1}^{n}$ starting at 0 at time 0 and ending at $x$ at time $t$, conditioned not to intersect. The $: \exp :$ is the Wick exponential.
Intuitively these path integrals represent energies of non-intersecting paths, and thus the expectation of their exponential represents the partition function for this path (or directed polymer) model. The partition function expression above requires interpretation since it does not make sense to take a path integral through a space-time white noise along Brownian trajectories, or to exponentiate the result.

Let us focus for the moment on just the partition function corresponding to \( n = 1 \) (i.e. the stochastic heat equation). There are many approaches to make sense of (12) (see Section 4 of [20] for a review). The chaos series definition we have taken in (11) can be considered as the result of expanding the exponential as a Taylor series formally, and then evaluating the \( \mathcal{E} \) expectation value of each term. It is also possible to make sense of this Wick exponential by turning to discrete [2] or semi-discrete [38] versions of the polymer model, or by smoothing the white noise in space [9]. In each of these cases, as the discrete mesh or smoothing goes to zero, and after a suitable renormalization (which one should think of as the meaning of the Wick exponential), these models all converge to the same process defined by the chaos series in (11). These results represent a form of universality of the partition function, because the discretization or smoothing mechanism plays essentially no role in the limiting object.

In Section 3.3, Proposition 3.7 quotes the result of [38] which shows the above mentioned convergence for \( n = 1 \) of the O’Connell-Yor semi-discrete Brownian polymer partition function to its continuum analog (i.e. stochastic heat equation). Below we conjecture the convergence for all \( n \in \mathbb{N} \). This conjecture is based on the \( n = 1 \) result, as well as the convergence of moments known from [12, Section 5.4.2]. Moreover, it is reasonable given the formal convergence of the polymer interpretation.

**Conjecture 2.18.** Recall \( Z_{t,N}^n(x) \) from Definition 3.5. As \( N \to \infty \),

\[
Z_{t,N}^n(x) \to Z_n(t,x)
\]

in the sense of finite dimensional distributions or as a process as \( x \in \mathbb{R} \) and \( n \in \mathbb{N} \) vary.

A consequence of this conjecture and the sequential compactness of Theorem 3.9 would be the uniqueness of subsequential limits for \( Z_{t,N}^n(x) \) as \( N \to \infty \) and thus the identification of this limit with O’Connell-Warren’s \( Z_n(t,x) \). In other words, it would show that for \( t \) fixed \( \mathcal{H}_n^t \) is equal as a process in \( x \in \mathbb{R} \) and \( n \in \mathbb{N} \) to

\[
\log \left( \frac{Z_n(t,x)}{Z_{n-1}(t,x)} \right)
\]

with the convention that \( Z_0(t,x) \equiv 1 \). This would show that \( Z_n(t,x) \) is almost surely everywhere continuous in \( x \) (for each fixed \( n \)) and everywhere positive as \( x \in \mathbb{R} \) and \( n \in \mathbb{N} \) vary. A direct proof of the continuity and positivity for \( Z_n(t,x) \) is presently unavailable. It would also be interesting to provide a direct proof (at the continuum level) of the \( H_1 \)-Brownian Gibbs property for (13) as well as the uniform control of the Radon-Nikodym derivative of the scaled solution as \( t \) varies in \([1, \infty)\).

3. O’Connell-Yor semi-discrete Brownian polymer

The O’Connell-Yor semi-discrete Brownian polymer model serves as an approximation for the continuum directed random polymer, and hence for the KPZ equation. In this section, we follow results of O’Connell [12]. We define the O’Connell-Yor polymer partition function line ensemble and the free energy line ensemble (defined via the logarithm of ratios of consecutively indexed curves), and show that the free energy line ensemble has the \( H_1 \)-Brownian Gibbs property (Proposition 3.4). Then we recount the result (Proposition 3.7) of Moreno Flores-Quastel-Remenik [38] which proves that under suitable centering and scaling, the lowest indexed curve of this ensemble converges to...
Figure 3. The construction of the O’Connell-Yor polymer partition function line ensemble. Left: For \( n = 1 \) the Brownian bridges are summed along the trajectory of a single path (in bold) from \((0,1)\) to \((s,N)\). Right: For \( n = 2 \) the Brownian bridges are summed along the trajectories of two non-intersecting paths (in bold), the first from \((0,1)\) to \((s,N-1)\) and the second from \((0,2)\) to \((s,N)\). The partition function comes from exponentiating these sums and then integrating over the Lebesgue measure on all such sets of paths. The same Brownian motions are used for all \( n \) in this construction.

the fixed time solution of the narrow wedge initial data KPZ equation. We close the section by stating Theorem 3.9 which shows sequential compactness and certain aspects of uniformity in \( t \) of these centered and scaled line ensembles. This theorem is a key step towards proving Theorem 2.15.

3.1. Line ensembles related to the O’Connell-Yor polymer.

**Definition 3.1.** For \( S \) a closed interval in \([0, \infty)\) and \( M \) an interval of \( \mathbb{Z} \), an up/right path in \( S \times M \) is the range of a non-decreasing, surjective function mapping \( S \) into \( M \). Fix \( N \in \mathbb{N} \) and \( s > 0 \). For each sequence \( 0 < s_1 < \cdots < s_{N-1} < s \) we can associate an up/right path \( \phi \) in \([0,s] \times \{1, \ldots, N\} \) that is the range of the unique non-decreasing and surjective map \([0,s] \to \{1, \ldots, N\}\) whose set of jump times is \( \{s_i\}_{i=1}^{N-1} \). Let \( B(\cdot) = (B_1(\cdot), \ldots, B_N(\cdot)) \) be standard Brownian motion in \( \mathbb{R}^N \) and define

\[
E(\phi) := B_1(s_1) + (B_2(s_2) - B_2(s_1)) + \cdots + (B_N(s) - B_N(s_{N-1})).
\]

The O’Connell-Yor polymer partition function line ensemble is a \( \{1, \ldots, N\} \times \mathbb{R}_{>0} \)-indexed line ensemble \( \{Z_n^N(s) : n \in \{1, \ldots, N\}, s > 0\} \) defined by

\[
Z_n^N(s) := \int_{D_n(s)} e^{\sum_{i=1}^{n} E(\phi_i)} d\phi_1 \cdots d\phi_n,
\]

where the integral is with respect to Lebesgue measure on the Euclidean set \( D_n(s) \) of all \( n \)-tuples of non-intersecting (disjoint) up/right paths with initial points \((0,1), \ldots, (0,n)\) and endpoints \((s,N-n+1), \ldots, (s,N)\). For notational simplicity set \( Z_0^N(s) \equiv 1 \). See Figure 3 for an illustration of this construction.

The O’Connell-Yor polymer free energy line ensemble is a \( \{1, \ldots, N\} \times \mathbb{R}_{>0} \)-indexed line ensemble \( \{X_n^N(s) : n \in \{1, \ldots, N\}, s > 0\} \) defined by

\[
X_n^N(s) = \log \left( \frac{Z_n^N(s)}{Z_{n-1}^N(s)} \right).
\]
The free energy line ensemble can be considered to be a finite temperature analog (or geometric lifting) of the line ensemble \( \{M^N_n(s) : n \in \{1, \ldots, N\}, s > 0\} \) defined by

\[
M^N_n(s) := \max_{(\phi_1, \ldots, \phi_n) \in D_n(s)} \left( \sum_{i=1}^{n} E(\phi_i) \right) - \max_{(\phi_1, \ldots, \phi_{n-1}) \in D_{n-1}(s)} \left( \sum_{i=1}^{n-1} E(\phi_i) \right),
\]

with the convention that for \( n = 1 \), the second term in the right-hand side above is absent. In fact, by inserting an inverse temperature parameter \( \beta \) in the exponential in \((14)\) and calling the result \( X^{N,\beta}_n(s) \) one finds that, as \( \beta \to \infty \), \( X^{N,\beta}_n(s)/\beta \to M^N_n(s) \) (i.e. the zero temperature limit).

It was shown in \([7, 17, 29, 46]\) that the process \( M^N(s) = (M^N_1(s), \ldots, M^N_N(s)) \) is Markov and coincides with the (GUE) Dyson Brownian motion. That is to say, it has the same law as Brownian motion started from \((0, \ldots, 0)\) conditioned (in the sense of Doob) to never exit the Weyl chamber \( W_N = \{x \in \mathbb{R}^N : x_1 > \cdots > x_N\} \). This is a diffusion on \( W_N \) (the closure of \( W_N \)) with infinitesimal generator

\[
\frac{1}{2} h^{-1} \Delta h = \Delta/2 + \nabla \log h \cdot \nabla, \quad \text{where} \quad h(x) = \prod_{1 \leq i < j \leq N} (x_i - x_j),
\]

where \( \Delta \) is the Dirichlet Laplacian with killing on the boundary of the Weyl chamber \( W_N \). The degenerate starting location \((0, \ldots, 0)\) necessitates an entrance law for this process which is given by a scaling of the family of measures corresponding to the eigenvalue distribution of the \( N \times N \) Gaussian unitary ensemble. On account of being the Doob-h transform of the Dirichlet Laplacian on \( W_N \), the diffusion displays a non-intersecting Brownian Gibbs property (equivalent to a \( \mathbf{H}_{+\infty} \)-Brownian Gibbs property – see Sections 2.3.2 and 2.3.3). This type of Gibbs property is the central tool of \([21]\).

O’Connell \([12]\) discovered that the finite temperature process \( X^N(\cdot) = (X^N_1(\cdot), \ldots, X^N_N(\cdot)) \) has an analogous diffusion description as a Doob-h transform, where \( h(x) \) is no longer the Vandermonde determinant but rather a certain special function called the class one \( \mathfrak{gl}_N \)-Whittaker function, and where the Dirichlet Laplacian \( \Delta \) is replaced by the quantum Toda lattice Hamiltonian \( \Omega \) \((17)\). Note that the term Hamiltonian here has a different meaning than in the context of the definition of the \( \mathbf{H} \)-Brownian Gibbs property (Definition 2.2) – here it is an operator. As explained in \([8, 35, 36]\), this means that the process \( X^N(\cdot) \) still has a description as a Brownian motion conditioned (in the sense of Doob) on the distribution of the terminal values of certain exponential functions of the path trajectory. We record the result of \([42]\) to which we appeal. This result is one of the three key inputs to Theorem 2.15 (see Section 1.6 or Figure 1 for an outline of these inputs).

**Proposition 3.2** (Theorem 3.1 and Corollary 4.1 of \([12]\)). The stochastic process \( X^N(\cdot) \) has the same law as the diffusion process in \( \mathbb{R}^N \) with infinitesimal generator

\[
\mathcal{L} = \frac{1}{2} \psi_0^{-1} \Omega \psi_0 = \frac{1}{2} \Delta + \nabla \log \psi_0 \cdot \nabla,
\]

started according to a certain entrance law for \( \mu_s(dx) \) (Remark \([2, 3]\) for \( s > 0 \). Here \( \Delta \) is the Laplacian on \( \mathbb{R}^N \), \( \nabla \) is the gradient on \( \mathbb{R}^N \), \( \Omega \) is the quantum Toda lattice Hamiltonian on \( \mathbb{R}^N \),

\[
\Omega = \Delta - 2 \sum_{i=1}^{N-1} e^{x_{i+1} - x_i},
\]

and \( \psi_0 \) is the class one \( \mathfrak{gl}_N \)-Whittaker function.
Remark 3.3. The exact form of the entrance law $\mu_s(dx)$ is not necessary for our purposes, but for completeness we note that it is given by

$$\mu_s(dx) = \psi_0(x) \vartheta_s(x) dx, \quad \vartheta_s(x) := \int_{-1}^{-\infty} \psi_{-\lambda}(x) \prod_{i=1}^N e^{x^2/2} s_i(\lambda) d\lambda.$$ 

Here $\lambda = (\lambda_1, \ldots, \lambda_N)$, $s_i(\lambda)$ is called the Sklyanin measure

$$s_i(\lambda) := \frac{1}{(2\pi)^{N-1} N!} \prod_{j \neq k} \Gamma(\lambda_j - \lambda_k)^{-1},$$

and the $\psi_\lambda$ are also eigenfunctions of $\Omega$ such that $\Omega \psi_\lambda = (\sum_{i=1}^n \lambda_i^2) \psi_\lambda$. The $\psi_\lambda$ are class one $\mathfrak{gl}_N$ Whittaker functions and have nice integral expressions which are summarized in [42]. The $\psi_0$ from Proposition 3.4 is $\psi_\lambda$ with $\lambda = (0, \ldots, 0)$.

3.2. Gibbs property and the quantum Toda lattice Hamiltonian. The following proposition follows by specializing the theory of killing and conditioning, summarized in Section 8.3, and the result of Proposition 3.2. Roughly speaking, the results of Section 8.3 explain how the Doob-$h$ transform of a free Markov generator with a potential inherits a Gibbs property in which paths are resampled according to the free Markov generator, subject to a Hamiltonian given by the potential.

**Proposition 3.4.** For any $\delta > 0$ the restriction to times $s \geq \delta$ of the stochastic process $X^N(s)$ defined in Proposition 3.2 may be regarded as a line ensemble from $\{1, \ldots, N\} \times [\delta, \infty) \to \mathbb{R}$. This line ensemble has the $\mathbf{H}_1$-Brownian Gibbs property (Definition 2.2).

**Proof.** This result can essentially be extracted from work of Katori [35, 36]. We provide an explicit proof, which is informed by a discussion with Neil O’Connell. We appeal to the general discussion from Section 8.3, and specialize the theory explained there. For $\lambda = (\lambda_1 > \cdots > \lambda_N) \in \mathbb{R}^N$, consider $L = \Delta/2 + \lambda \cdot \nabla$ (the generator for Brownian motion in $\mathbb{R}^N$ with drift vector $\lambda$), $V = \sum_{i=1}^N H_i (x_{i+1} - x_i)$ (a potential) and $L(V) = L - V$. It is shown in [3, Section 2.1] (see also [43, (8)]) that

$$f_\lambda(x) = e^{\lambda x} \mathbb{E}_{0,x} \left[ \exp \left\{ - \int_0^\infty V(X_s) ds \right\} \right]$$

is the unique solution to the equation $L(V) f_\lambda(x) = 0$ such that $e^{-\lambda x} f_\lambda(x)$ is bounded and goes to one as $x_i - x_{i+1} \to +\infty$ for each $i \in \{1, \ldots, N-1\}$. (Here, as in Section 8.3, $X_s$ is a sample path for the diffusion with generator $L$.) Furthermore, it is shown therein that $f_\lambda(x)$ is equal to $e^{-\lambda x} \psi_\lambda(x)$, where in $\psi_\lambda(x)$ is the class one $\mathfrak{gl}_N$-Whittaker function corresponding to index $\lambda$.

The present Section 8.3 then implies that $L(V) f_\lambda = f_\lambda^{-1} L(V) f_\lambda$ is the infinitesimal generator for a Markov process, the sample paths of which can be considered as a line ensemble. Since $L$ and $V$ both factor, we may conclude from (145) that this line ensemble has the $\mathbf{H}_1$-Brownian Gibbs property. The Markov process associated with $L(V) f_\lambda$ is the result of conditioning the process $X_s$ to survive for all time $s \geq 0$, given that it is killed at a rate $V(X_s)$. This conditioning is well defined since there is a positive probability of survival (given by $e^{-\lambda x} f_\lambda(x)$). The $\mathbf{H}_1$-Brownian Gibbs property follows readily from this interpretation (the details of which are in Section 8.3).

Now we take the drift vector $\lambda \to (0, \ldots, 0)$. In this limit $L \to \Delta/2$, $V$ remains unchanged, $f_\lambda(x) \to \psi_0(x)$ and hence (identifying with notation of Proposition 3.2) $L(V) \to 1/2 \Omega$ and $L(V^\lambda) \to \mathcal{L}$. Likewise, as $\lambda \to 0$, the measure on sample paths of $L(V^\lambda)$ converges weakly to the corresponding measure for $\mathcal{L}$. The $\mathbf{H}_1$-Brownian Gibbs property survives this limit as well (see Proposition 3.2). Thus the present proposition follows by applying Proposition 3.2 to identify the diffusion related to $\mathcal{L}$ with $X^N(s)$.

$\square$
3.3. Convergence of lowest indexed curve to narrow wedge initial data KPZ equation. The following result is proved by Moreno Flores-Quastel-Remenik \[38\] and is related to work of Alberts-Khanin-Quastel \[2\] in the context of fully discrete directed polymers. Roughly speaking, the (suitably centered and scaled) semi-discrete partition function is expanded into a chaos series in the semi-discrete space-time white noise (formed by the Brownian motions \(B_1,\ldots,B_N\)) whose terms are proved to converge in the \(N \to \infty\) limit to analogous expressions coming from the chaos series for the continuum directed random polymer partition function (i.e. the narrow wedge initial data stochastic heat equation). The semi-discrete polymer partition function can be seen as solving a semi-discrete stochastic heat equation (cf. Section 6 of \[15\]). The work of \[38\] deals with convergence of the lowest indexed curve, though we state centering and scaling under which all curves should have limits (Conjecture 2.18).

**Definition 3.5.** Fix \(N \in \mathbb{N}\) and for \(n \in \{1, \ldots, N\}\), set

\[
C(N, t, x) := \exp \left\{ N + \frac{\sqrt{tN} + x}{2} + xt^{-1/2}N^{1/2} \right\} (t^{1/2}N^{-1/2})^{N-1}.
\]

For \(x > -\sqrt{tN}\) define

\[
Z_{n}^{t,N}(x) := \frac{Z_{n}^{N}(\sqrt{tN} + x)}{C(N, t, x)^{n}}
\]

and let \(H_{t}^{t,N} := \{H_{n}^{t,N}\}_{n\in\mathbb{N}}\) be the \(\{1, \ldots, N\} \times (-\sqrt{tN}, \infty)\)-indexed line ensemble where each curve \(H_{n}^{t,N} : (-\sqrt{tN}, \infty) \to \mathbb{R}\) is given by

\[
H_{n}^{t,N}(x) := \log \left( \frac{Z_{n}^{t,N}(x)}{Z_{n-1}^{t,N}(x)} \right) = X_{n}^{N}(\sqrt{tN} + x) - \log(C(N, t, x)).
\]

Define the scaled \(\{1, \ldots, N\} \times (-t^{-1/6}N^{1/2}, \infty)\)-indexed line ensemble \(\mathcal{H}_{t}^{t,N} := \{\delta_{n}^{t,N}\}_{n\in\mathbb{N}}\) with \(\delta_{n}^{t,N} : (-t^{-1/6}N^{1/2}, \infty) \to \mathbb{R}\) via the relation

\[
\mathcal{H}_{n}^{t,N}(x) = -\frac{t}{24} + t^{1/3}\delta_{n}^{t,N}(t^{-2/3}x).
\]

We will refer to \(H_{t}^{t,N}\) as the finite \(N\) KPZ\(_t\) line ensemble and to \(\mathcal{H}_{t}^{t,N}\) as the finite \(N\) scaled KPZ\(_t\) line ensemble.

The following is an immediate corollary of Proposition \[3.4\] and the definition of \(H_{t}^{t,N}\). We will make extensive use of this corollary – so much so that we will not always refer to it.

**Corollary 3.6.** For any \(t > 0\) and \(N \geq 1\), the line ensemble \(H_{t}^{t,N}\) has the \(H_{1}\)-Brownian Gibbs property and the line ensemble \(\mathcal{H}_{t}^{t,N}\) has the \(H_{t}\)-Brownian Gibbs property (Definition 2.2).

The following is one of the three key inputs identified in Figure \[4\] and the discussion of Section 1.6. It shows how (for \(t\) fixed) the lowest indexed curve of \(H_{t}^{t,N}(x)\) converges (weakly as a process in \(x\)) to \(H_{t}^{\text{nw}}(t, x)\). In fact, in proving Theorem 2.15\[2,18\] we only need finite dimensional convergence at various values of \(x\). Conjecture 2.18\[2,18\] describes the putative limit of the higher indexed curves of \(H_{t}^{t,N}\).

**Proposition 3.7.** \[38\] Fix \(t, T > 0\). As \(N \to \infty\), as a process in \(x \in [-T, T]\), \(Z_{1}^{t,N}(x)\) converges to \(Z_{\text{nw}}(t, x)\), the solution to the narrow wedge initial data stochastic heat equation. Equivalently, as \(N \to \infty\), as a process in \(x \in [-T, T]\), \(H_{1}^{t,N}(x)\) converges to \(H_{t}^{\text{nw}}(t, x)\), the solution to the narrow wedge initial data KPZ equation.

\[\text{That is, weak convergence with respect to the topology on continuous curves that corresponds to uniform convergence on compact subsets.}\]
The next lemma is an immediate consequence of Propositions 3.7 and 1.17.

**Lemma 3.8.** For each \( x_0 > 0 \) and \( t \geq 1 \), there exists \( N_0(x_0,t) \in \mathbb{N} \) such that the collection of random variables \( \{ \delta t^N(x) : n \in \{1, \ldots, k\}, x \in [-T,T] \} \) is tight.

### 3.4. Sequential compactness and uniform control of the Radon-Nikodym derivative.

Here we record a result (proved later in Section 6) that shows how by restricting our finite \( N \) scaled KPZ line ensemble to \( x \) in a fixed interval \([-T,T]\) and to \( n \) in a fixed set \( \{1, \ldots, k\} \), we have sequential compactness and uniform control in \( t \) over the normalizing constant (and thus the Radon-Nikodym derivative) as \( N \to \infty \). This is a key step in our construction of a KPZ line ensemble (which we extract via subsequences) and hence in the proof of Theorem 2.15.

**Theorem 3.9.** Fix \( t > 0 \).

1. For any \( k \geq 1 \) and \( T > 0 \), the restriction of the line ensemble \( \delta t^N \) given by \( \{ \delta t^N_n(x) : n \in \{1, \ldots, k\}, x \in [-T,T] \} \) is sequentially compact as \( N \) varies.
2. For all \( \epsilon > 0 \) and \( T > 0 \), there exists \( \delta = \delta(\epsilon,T) > 0 \) such that, for any \( t \geq 1 \) and \( N \geq N_0(t,\epsilon,T) \),
   \[
   \mathbb{P}\left( Z_{\mathcal{H}_t}^{1,1,-T,T,\delta t^N_n(a),\delta t^N_n(b),+,\infty,\delta t^N_2} < \delta \right) \leq \epsilon.
   \]
   (Recall that the normalizing constant is given in Definition 2.2.)

We prove this theorem in Section 6.

### 4. Proof of Theorem 2.15 Applications

We provide proofs of Theorems 1.5, 1.11 and 1.13 (recall Theorem 1.2 is proved after its statement). These rely heavily upon the constructed KPZ line ensemble in Theorem 2.15 as well as the input of the one-point narrow wedge initial data KPZ equation information contained in Proposition 1.17.

#### 4.1. Preliminaries.

By Theorem 2.15(1) \( \mathcal{H}^t \) (and \( \delta \mathcal{H}^t \)) is related to the narrow wedge initial data KPZ equation (and its scaled version) via the following equalities in distribution:

\[
\mathcal{H}^t_1(\cdot) \overset{(d)}{=} \mathcal{H}^{nw}(t,\cdot), \quad \text{and} \quad \delta \mathcal{H}^t_1(\cdot) \overset{(d)}{=} \delta \mathcal{H}^{nw,t}(\cdot).
\]

In this section we will generally work with \( \delta \mathcal{H}^t \) as its scaling is well adapted for some of our large \( t \) applications.

**Lemma 4.1.** For any \( \nu > 0 \) and \( \epsilon > 0 \), there exists a constant \( C \) such that, for all \( t \geq 1 \),

\[
\mathbb{P}\left( \delta \mathcal{H}^t_1(y) + y^2/2 < C + \nu y^2 \text{ for all } y \in \mathbb{R} \right) \geq 1 - \epsilon.
\]

**Proof.** Consider for a moment the effect of restricting \( \delta \mathcal{H}^t_1 \) to \( y \in \mathbb{Z} \). This result would then follow easily from Proposition 1.17(2) (as well as from the stationarity in \( y \) of \( \delta \mathcal{H}^t_1(y) + y^2/2 \) provided by Proposition 1.17(1)). After all, for \( C \) large enough and \( y \) fixed, these propositions imply that

\[
\mathbb{P}\left( \delta \mathcal{H}^t_1(y) + y^2/2 \geq C + \nu y^2 \right) \leq \epsilon \cdot e^{-\nu y^2}.
\]

The summation of \( e^{-\nu y^2} \) over \( y \in \mathbb{Z} \) is bounded by a constant, so redefining \( \epsilon \) to absorb this constant would yield (\ref{eq:lem4.1}), up to this replacement of \( \mathbb{R} \) with \( \mathbb{Z} \). However, large height spikes at random times may cause a uniformity that is available over \( \mathbb{Z} \) to fail over \( \mathbb{R} \).
The $H_t$-Brownian Gibbs property enjoyed by $\mathcal{F}^t$ (due to Theorem 2.15(2)) affords us the necessary regularity to extend this control over $\mathbb{Z}$ to all of $\mathbb{R}$. The result in (20) is in the same flavor as [21, Proposition 4.4]. However, to implement the argument used in [21] we would need to invoke a lower tail bound on $\mathcal{F}^t_1(0)$ which is uniformly controlled as $t \to \infty$. Proposition 1.17(3) records the only available lower tail bound and since that does not behave uniformly as $t \to \infty$, we develop here a different argument which relies only on the tightness of $\mathcal{F}^t_1(0)$ for $t \geq 1$.

In order to prove (20) it suffices to show that, for $C$ large enough,

$$
\mathbb{P}\left(\mathcal{F}^t_1(y) + y^2/2 \geq C + \nu y^2 \text{ for some } y \in [-1, 1]\right) \leq \frac{\epsilon}{2},
$$

and that

$$
\mathbb{P}\left(\mathcal{F}^t_1(y) + y^2/2 < C + \nu y^2 \text{ for all } y \in \mathbb{R} \setminus [-1, 1]\right) \geq 1 - \frac{\epsilon}{2}.
$$

Observe that (21) is proved by appealing to Theorem 2.15(3) to see that, on $[-1, 1]$, the curve $\mathcal{F}^t_1(\cdot)$ is absolutely continuous with respect to Brownian bridge, with a Radon-Nikodym derivative which is tight for $t \geq 1$. This and the tightness and stationarity in $y$ of the one-point distribution of $\mathcal{F}^t_1(y) + y^2/2$ (Proposition 1.17(1)) implies that, for $C$ large enough, (21) holds. Thus, it remains only to prove (22).

Let $Z^* = \mathbb{Z} \setminus \{-1, 0\}$. For $\ell \in \mathbb{R}$, define the event

$$
A_\ell = \left\{\mathcal{F}^t_1(0) \geq -\ell \right\}
$$

and for $C \in \mathbb{R}$ and $n \in Z^*$, define

$$
E(n) = \left\{\mathcal{F}^t_1(y) + y^2/2 \geq C + \nu y^2 \text{ for some } y \in [n, n + 1]\right\}.
$$

Notice that

$$
\text{LHS (22)} = 1 - \mathbb{P}\left(\bigcup_{n \in Z^*} E(n)\right),
$$

so, to prove (22), it suffices to show that, for $C$ large enough,

$$
\mathbb{P}\left(\bigcup_{n \in Z^*} E(n)\right) \leq \frac{\epsilon}{2}.
$$

Let $F_0$ be the sigma-field generated by $\mathcal{F}^t_1(0)$ as well by all curves $\mathcal{F}^t_n$ for $n \geq 2$. Then, using conditional expectations,

$$
\mathbb{P}\left(\bigcup_{n \in Z^*} E(n)\right) = \mathbb{E}\left[\mathbb{E}[1_{\cup_n E(n)} \mid F_0]\right].
$$

The union bound implies that, $\mathbb{P}$-almost surely,

$$
\mathbb{E}\left[1_{\cup_n E(n)} \mid F_0\right] \leq \mathbb{E}\left[\sum_{n \in Z^*} 1_{A_\ell} \cdot 1_{E(n)} \mid F_0\right] + 1_{A^c_\ell}.
$$

The key purpose of using these conditional expectations is that we want to perform the union bound over $n$ only after having fixed or conditioned on our knowledge of $\mathcal{F}^t_1(0)$. The reason for this is that we only know the tightness of $\mathcal{F}^t_1(0)$ over $t \geq 1$. In order to bound the probability of the union of the $E(n)$ we will condition on reasonable behavior of $\mathcal{F}^t_1(0)$, i.e. the event $A_\ell$. If we took the union bound for the overall expectation, then each summand in $n$ would come with an error coming from the probability of the complement of $A_\ell$. Summing over $n$ these errors would diverge. This problem could be remedied if we had a good tail bound on $\mathcal{F}^t_1(0)$ which was uniform in $t \geq 1$, but we do not have such an estimate. By taking the union bound inside the conditional expectation, the error in assuming that the event $A_\ell$ holds is only incurred once.
In order to control the right-hand side of (26), we will take what may seem to be a slight diversion, but which will lead to the important bound (28).

Consider \( n \in \mathbb{Z}^* \). For \( n > 0 \), define \( \sigma_n \) to be the supremum of those \( y \in [n, n+1] \) such that \( \mathcal{H}_t(\sigma_1) + y^2/2 \geq C + \nu y^2 \); and for \( n < 1 \) define \( \sigma_n \) to be the infimum of those \( y \in [n, n+1] \) such that \( \mathcal{H}_t(\sigma_1) + y^2/2 \geq C + \nu y^2 \). In both cases, if the set of such \( y \) is empty, then set \( \sigma_n = 0 \). The event \( E_C(n) \) is equivalent to \( \{ \sigma_n \neq 0 \} \). We will assume for now that \( n > 0 \), although similar results hold by symmetry for \( n < -1 \) and will be needed to finish the proof. Given \( n > 0 \), the interval \( [0, \sigma_n] \) is a \( \{1\} \)-stopping domain for the line ensemble \( \mathcal{H}_t \) (recall the notation of a \( K \)-stopping domain from Definition 2.3).

Define the event

\[
\mathcal{B}_{C,\ell}(n) = \left\{ \mathcal{H}_t(n) \geq \frac{\sigma_n - n}{\sigma_n} (-\ell) + \frac{n}{\sigma_n} \left( C + \nu \sigma_n^2 - \frac{\sigma_n^2}{2} \right) \right\}.
\]

Observe that the \( \mathcal{H}_t \)-Brownian Gibbs property enjoyed by \( \mathcal{H}_t \) (Theorem 2.15(2)) along with the strong \( \mathcal{H}_t \)-Brownian Gibbs property (Lemma 2.5) implies that \( \mathbb{P} \)-almost surely

\[
\mathbf{1}_{A_\ell} \cdot \mathbf{1}_{E_C(n)} \cdot \mathbb{E}\left[ \mathbf{1}_{\mathcal{B}_{C,\ell}(n)} \mid \mathcal{F}_{\text{ext}}(\{1\}, (0, \sigma_n)) \right] = \mathbf{1}_{A_\ell} \cdot \mathbf{1}_{E_C(n)} \cdot \mathbb{E}_{\mathcal{H}_t}^{1,1,0,\sigma_n,\mathcal{H}_t(0),\mathcal{H}_t(\sigma_n),+\infty,\infty}(\mathcal{B}_{C,\ell}(n)).
\]

The above equality is true even if the term \( \mathbf{1}_{A_\ell} \) is removed from both sides, but does rely upon the inclusion of the \( \mathbf{1}_{E_C(n)} \) (as the occurrence of that event implies that \( \mathcal{B}_{C,\ell}(n) \neq \emptyset \)).

The measure on the right-hand side above is given in Definition 2.2. On the event \( A_\ell \cap E_C(n) \), we have that \( \mathcal{H}_t(0) \geq -\ell, \sigma_n \in [n, n+1] \) and \( \mathcal{H}_t(\sigma_n) \geq C + \nu \sigma_n^2 - \frac{\sigma_n^2}{2} \). On this event, we may use Lemmas 2.6 and 2.7 to construct a coupling of the measure \( \mathbb{P}_{\mathcal{H}_t}^{1,1,0,\sigma_n,\mathcal{H}_t(0),\mathcal{H}_t(\sigma_n),+\infty,\infty}(\mathcal{B}_{C,\ell}(n)) \) on the curve \( B : (0, \sigma_n) \to \mathbb{R} \) and the measure \( \mathbb{P}_{\mathcal{H}_t}^{1,1,0,\sigma_n,-\ell,C+\nu\sigma_n^2-\sigma_n^2/2,+\infty,-\infty} \) on the curve \( B' : (0, \sigma_n) \to \mathbb{R} \) such that \( B(x) \geq B'(x) \) for all \( x \in (0, \sigma_n) \). Since the event \( \mathcal{B}_{C,\ell}(n) \) (with \( \mathcal{H}_t(\sigma_n) \) replaced by \( B \)) becomes less probable under pointwise decreases in \( B \), the coupling’s existence implies that

\[
\mathbb{P}_{\mathcal{H}_t}^{1,1,0,\sigma_n,\mathcal{H}_t(0),\mathcal{H}_t(\sigma_n),+\infty,\infty}(\mathcal{B}_{C,\ell}(n)) \leq \mathbb{P}_{\mathcal{H}_t}^{1,1,0,\sigma_n,-\ell,C+\nu\sigma_n^2-\sigma_n^2/2,+\infty,-\infty}(\mathcal{B}_{C,\ell}(n)) = \frac{1}{2}.
\]

The final equality follows because this measure is Brownian motion from \(-\ell\) at time 0 to \( C + \nu \sigma_n^2 - \sigma_n^2/2 \) at time \( \sigma_n \), and the event \( \mathcal{B}_{C,\ell}(n) \) is exactly the probability that this Brownian motion is above the linear interpolation of its endpoints at time \( n \) (which is \( 1/2 \)). We find then that

\[
\mathbf{1}_{A_\ell} \cdot \mathbf{1}_{E_C(n)} \cdot \mathbb{E}\left[ \mathbf{1}_{\mathcal{B}_{C,\ell}(n)} \mid \mathcal{F}_{\text{ext}}(\{1\}, (0, \sigma_n)) \right] \geq \mathbf{1}_{A_\ell} \cdot \mathbf{1}_{E_C(n)} \cdot \frac{1}{2}.
\]  

On the event \( E_C(n) \), we may bound

\[
\frac{\sigma_n - n}{\sigma_n} (-\ell) + \frac{n}{\sigma_n} \left( C + \nu \sigma_n^2 - \frac{\sigma_n^2}{2} \right) \geq -\ell + \frac{n}{n+1} C + \nu n^2 - \frac{n(n+1)}{2}.
\]

Therefore, defining the event

\[
\mathcal{B}'_{C,\ell}(n) = \left\{ \mathcal{H}_t(n) \geq -\ell + \frac{n}{n+1} C + \nu n^2 - \frac{n(n+1)}{2} \right\},
\]

it follows that \( \mathbb{P} \)-almost surely

\[
\mathbf{1}_{E_C(n)} \cdot \mathbb{E}\left[ \mathbf{1}_{\mathcal{B}_{C,\ell}(n)} \mid \mathcal{F}_{\text{ext}}(\{1\}, (0, \sigma_n)) \right] \leq \mathbf{1}_{E_C(n)} \cdot \mathbb{E}\left[ \mathbf{1}_{\mathcal{B}'_{C,\ell}(n)} \mid \mathcal{F}_{\text{ext}}(\{1\}, (0, \sigma_n)) \right] \leq \mathbb{E}\left[ \mathbf{1}_{\mathcal{B}'_{C,\ell}(n)} \mid \mathcal{F}_{\text{ext}}(\{1\}, (0, \sigma_n)) \right].
\]
Thus, we conclude using (27) that for \( n > 0 \), \( \mathbb{P} \)-almost surely
\[
1_{A_n} \cdot 1_{E_C(n)} \leq 2 \cdot \mathbb{E} \left[ 1_{B'_{C,n}(n)} \mid F_{\text{ext}}(\{1\}, (0, \sigma_n)) \right].
\] (28)

A similar result holds for \( n < -1 \) by symmetry.

Combining this conclusion with (25) and (26), as well as by taking the overall \( \mathbb{P} \)-expectation, this shows that
\[
\mathbb{P} \left( \bigcup_{n \in \mathbb{Z}^*} E_{C}(n) \right) \leq \mathbb{E} \left[ \sum_{n \in \mathbb{Z}^*} 2 \cdot \mathbb{E} \left[ 1_{B'_{C,n}(n)} \mid F_{\text{ext}}(\{1\}, (0, \sigma_n)) \right] \right] + \mathbb{P}(A_\varepsilon)
\leq 2 \cdot \sum_{n \in \mathbb{Z}^*} \mathbb{P}(B'_{C,n}(n)) + \mathbb{P}(A_\varepsilon).
\]

We have essentially now reduced the problem from one on \( \mathbb{R} \) to one on \( \mathbb{Z} \) as desired. To bound the right-hand side by \( \varepsilon/2 \), it suffices to take \( \ell \) large enough so that \( \mathbb{P}(A_\varepsilon) \leq \varepsilon/4 \), and then, with \( \ell \) fixed in this manner, to take \( C \) large enough that \( 2 \cdot \sum_{n \in \mathbb{Z}^*} \mathbb{P}(B'_{C,n}(n)) \leq \varepsilon/4 \) as well. Proposition \ref{prop:1.17}(1) gives the first bound while it is the upper tail estimate in Proposition \ref{prop:1.17}(2) which provides the second. This proves (24) and completes the proof of Lemma \ref{lem:4.1}.

Let us also record a variant of Lemma \ref{lem:4.1} in which \( t \) is fixed.

**Lemma 4.2.** For \( t > 0 \) fixed and any \( \nu > 0 \) there exists constants \( C, c_1, c_2 > 0 \) such that, for all \( s \geq 1 \),
\[
\mathbb{P} \left( \delta_1(t)y + y^2/2 < C + s + \nu y^2 \text{ for all } y \in \mathbb{R} \right) \geq 1 - c_1 e^{-c_2 s}.
\]

**Proof.** Since \( t \) is fixed, we have both exponential upper and lower bounds from Proposition \ref{prop:1.17}(3). We prove the present result by using a minor modification of the proof of Lemma \ref{lem:4.1} taking into account the exponential lower bound, which was previously unavailable because \( t \) is not fixed. \( \square \)

Finally, we record the following result which is an immediate corollary of Lemma \ref{lem:1.18}.

**Lemma 4.3.** For the KPZ equation \( \mathcal{H}(t, x) \) started from general initial data \( \mathcal{H}_0(\cdot) \), we have the distributional equality for a fixed time \( t \) and location \( x \) (here \( x = 0 \)) given by
\[
\mathcal{H}(t, 0) \overset{(d)}{=} \log \left( \int_{-\infty}^{\infty} e^{t^{1/3}(\delta_1(y) + t^{-1/3} \mathcal{H}_0(-y^{2/3}))} \, dy \right) - \frac{t}{24} + \frac{2}{3} \log t.
\]

If \( \mathcal{H}_0(\cdot) = t^{1/3} f(t)^{(t^{-2/3})} \) for some function \( f(t) \), then rearranging terms, we have that
\[
\frac{\mathcal{H}(t, 0)}{t^{1/3}} \overset{(d)}{=} \frac{t}{24} + \frac{1}{t^{1/3}} \log \left( \int_{\mathbb{R}} e^{t^{1/3}(\delta_1(y) + f(t)(-y))} \, dy \right) + t^{-1/3} \frac{2}{3} \log t.
\]

**4.2. Proof of Theorem 1.5.** There are three parts to Theorem 1.5 all of which we prove below. All three parts rely on Theorem 2.15, Proposition 1.17 and Lemmas 4.1 and 4.3. The basic logic behind the proofs of Theorem 1.5(1) and (2) is as follows: Lemma 1.18 relates the general initial data KPZ equation solution to the narrow wedge solution. Theorem 2.15 relates this solution to \( \delta_1 \). Theorem 2.15(3) shows that this curve remains uniformly Brownian as \( t \to \infty \). Thus the one-point tightness of the narrow wedge KPZ equation afforded by Proposition 1.17(1) is readily transferred to the setting of general initial data. For Theorem 1.5(3), we require a slightly more involved use of the Gibbs property which is explained at the beginning of that proof.

We now state a lemma which will be used in Theorem 1.5’s proof.

**Lemma 4.4.** Fix \( C, \delta, \kappa, M > 0 \) and consider a collection of functions \( f(t) : \mathbb{R} \to \mathbb{R} \cup \{-\infty\} \) each of which satisfies hypothesis Hyp\((C, \delta, \kappa, M)\) for all \( t \geq 1 \).
(1) For all $\epsilon > 0$, there exists $C' > 0$ such that
\[
P\left(\text{Leb}\{y \in [-M, M] : \hat{S}_1'(y) + f^{(t)}(-y) \geq -C'\} \geq \delta\right) \geq 1 - \epsilon.
\]

(2) For any $\kappa' \in (0, \kappa)$ and any $\epsilon > 0$, there exists a constant $C' > 0$ such that
\[
P\left(\hat{S}_1'(y) + f^{(t)}(-y) \leq C' - \kappa'y^2/2 \text{ for all } y \in \mathbb{R}\right) \geq 1 - \epsilon.
\]

Proof. Since $f^{(t)}$ satisfies $\text{Hyp}(C, \delta, \kappa, M)$, we have that $\text{Leb}\{y \in [-M, M] : f^{(t)}(y) \geq -C\} \geq \delta$. Theorem 2.15(3) implies that on the interval $[-M, M]$ the curve $\hat{S}_1'(\cdot)$ is absolutely continuous with respect to Brownian bridge, with a Radon-Nikodym derivative which is tight for $t \geq 1$. This along with the tightness and stationarity of the one-point distribution of $\hat{S}_1'(y) + y^2/2$ (Proposition 1.17(1)) implies that there exists a constant $\tilde{C} > 0$ for which
\[
P\left(\hat{S}_1'(y) \geq -\tilde{C} \text{ for all } y \in [-M, M]\right) \geq 1 - \epsilon.
\]
Thus, setting $C' = C + \tilde{C}$ we readily arrive at Lemma 4.4(1).

By the quadratic growth condition on $f^{(t)}$ implied by $\text{Hyp}(C, \delta, \kappa, M)$, the result of Lemma 4.4(2) follows clearly from Lemma 4.4.

Proof of Theorem 1.5(1). Fix $\epsilon$ as in the statement of the theorem. Apply Lemma 4.4(1) for $\epsilon/2$ and let $C'_1$ be the constant returned by the lemma. Set
\[
C_{1,1}(t) = -C'_1 + t^{-1/3}(\delta + \frac{2}{3}\log t).
\]
Let $C_{1,1}$ be the (clearly finite) maximal value of $C_{1,1}(t)$ over $t \geq 1$. Then it follows from Lemmas 4.4(1) and 4.3 that
\[
P\left(\frac{\mathcal{H}(t, 0) + \frac{t}{21}}{t^{1/3}} \geq -C_{1,1}\right) \geq 1 - \frac{\epsilon}{2}. \tag{29}
\]

Fix $\kappa' \in (0, \kappa)$ and apply Lemma 4.4(2) for $\epsilon/2$, letting $C'_2$ be the constant returned by the lemma. Set
\[
C_{1,2}(t) = -C'_2 + t^{-1/3}\left(\log \sqrt{\frac{2\pi}{2\pi^2 \kappa'}} + \frac{2}{3}\log t\right).
\]
Let $C_{1,2}$ be the (clearly finite) maximal value of $C_{1,2}(t)$ over $t \geq 1$. Then it follows from Lemmas 4.4(2) and 4.3 that
\[
P\left(\frac{\mathcal{H}(t, 0) + \frac{t}{21}}{t^{1/3}} \leq C_{1,2}\right) \geq 1 - \frac{\epsilon}{2}. \tag{30}
\]
Here we used the quadratic bound $S_x^{\text{inv},t}(y) + f^{(t)}(y) \leq C' - \kappa'y^2/2$ accorded by Lemma 4.4(2) and performed the resulting Gaussian integral explicitly.

Letting $C_1 = \max(C_{1,1}, C_{1,2})$, we arrive at the desired result of Theorem 1.5(1) from (29), (30) and the union bound.

Proof of Theorem 1.5(2). By virtue of Lemma 4.3 we must show that, for all $\rho, \epsilon > 0$, there exists $t_0 > 1$ such that, for $t \geq t_0$,
\[
P\left(t^{-1/3}\log \left(\int_{\mathbb{R}} e^{t^{1/3}(\hat{S}_1'(y) + f^{(t)}(-y))}dy\right) - t^{-1/3}\log \left(\int_{\mathbb{R}} e^{t^{1/3}(\hat{S}_1'(y) + f^{(t)}(-y))}dy\right) \leq \rho\right) \geq 1 - \epsilon. \tag{31}
\]
For $T > 0$, define the integrals
\[
I_{(-T,T)} := \int_{(-T,T)} e^{t^{1/3}(\delta_1^i(y)+f^i(-y))} \, dy,
\]
and likewise $\tilde{I}_{(-T,T)}$ and $\tilde{I}_{(-T,T)^c}$ with $f^i$ replaced by $\tilde{f}^i$.

For $C' > 0$ define the event
\[
E_{C'}(T) = \left\{ e^{-t^{1/3}C'} \leq I_{(-T,T)} \leq e^{t^{1/3}C'} \right\} \cap \left\{ I_{(-T,T)^c} \leq e^{-t^{1/3}T} \right\},
\]
and likewise define the event $\tilde{E}_{C'}(T)$. Then there exists $C', T_0 > 0$ such that, for all $T > T_0$ and $t \geq 1$,
\[
\mathbb{P}(E_{C'}(T)) \geq 1 - \frac{\epsilon}{4},
\]
and likewise for $\tilde{E}_{C'}(T)$. The high probability of the occurrence of the first part of the event $E_{C'}(T)$ is ensured by the results of Theorem 1.5(1) already shown (see Lemma 4.3). The high probability of the occurrence of the second part follows by applying Lemma 4.4(2). This lemma shows that for some $C''$, with high probability $\delta_0^{yw,t}(y) + f^i(y) \leq C'' - \kappa y^2/2$. Using this and taking $T$ large enough, we can use a Gaussian tail bound (such as in Lemma 2.10) to bound $I_{(-T,T)^c}$ as desired.

Define the event (with $t$ an implicit parameter in the definition)
\[
F(T) = \left\{ |f^i(y) - \tilde{f}^i(y)| \leq \frac{\rho}{8T} \text{ for all } y \in [-T,T] \right\}.
\]

Then it follows from the hypothesis of Theorem 1.5(2) that for all $T > 0$ there exists $t_0(T)$ such that, for $t \geq t_0(T)$,
\[
\mathbb{P}(F(T)) \geq 1 - \frac{\epsilon}{2}.
\]

Fixing $T > T_0$, let $C', T_0, t_0(T)$ be as above. We have that for all $t \geq t_0(T)$,
\[
\mathbb{P}(E_{C'}(T) \cap \tilde{E}_{C'}(T) \cap F(T)) \geq 1 - \epsilon.
\]

It is then easily seen that, on the event $E_{C'}(T) \cap \tilde{E}_{C'}(T) \cap F(T)$, the following bounds hold:
\[
\left| t^{-1/3}(\log I_{(-T,T)} - \log \tilde{I}_{(-T,T)}) \right| \leq \frac{\rho}{2},
\]
and
\[
\left| t^{-1/3}(\log (I_{(-T,T)} + I_{(-T,T)^c}) - \log \tilde{I}_{(-T,T)}) \right| \leq \frac{\rho}{4};
\]
and likewise with $\tilde{I}_{(-T,T)}$ and $\tilde{I}_{(-T,T)^c}$. Combining these bounds yields
\[
\left| t^{-1/3}(\log (I_{(-T,T)} + I_{(-T,T)^c}) - \log (\tilde{I}_{(-T,T)} + \tilde{I}_{(-T,T)^c})) \right| \leq \rho.
\]

Since the intersection of events which force this bound occurs with probability at least $1 - \epsilon$, we obtain (31) and thereby complete the proof of Theorem 1.5(2).

**Proof of Theorem 1.5(3).** For a union of intervals $B \subseteq \mathbb{R}$ define
\[
I_B = \int_B e^{t^{1/3}(\delta_i^i(x)+f^i(-x))} \, dx.
\]

(34)
Owing to Lemma 4.3 in order to prove Theorem 1.5(3), we must show that for all $\epsilon > 0$ there exists $C_2 = C_2(\epsilon, C, \delta, \kappa, M)$ such that for all $y \in \mathbb{R}$, $\eta > 0$ and $t \geq 1$,

$$
\mathbb{P}\left( I_{(-\infty, \infty)} \in \left( e^{t^{1/3}y}, e^{t^{1/3}(y+\eta)} \right) \right) \leq C_2 \eta + \epsilon. \tag{35}
$$

We will argue that this is the case by using a certain resampling procedure. Our argument starts by sampling the entire line ensemble $\mathcal{S}^t$ according to the measure constructed by Theorem 2.15. We then discard a certain piece of information determining this ensemble and resample it according to its conditional law. This resampling results in a new ensemble which we call $\mathcal{S}^{t, \text{re}}$ (with “re” standing for “resampled”). By construction, the new ensemble has the same law as $\mathcal{S}^t$. To obtain the desired upper bound (35) on the localization probability we will argue that, should the entire line ensemble $\mathcal{S}^t$ sampled initially satisfy a certain highly probable “good” event $\mathcal{G}$, then the partial resampling that this ensemble undergoes is likely to result in the output line ensemble not satisfying the condition that $I_{(-\infty, \infty)}^{\text{re}}$ lie in the interval $(e^{t^{1/3}y}, e^{t^{1/3}(y+\eta)})$. Here we write $I_{B}^{\text{re}}$ for the analog of $I_B$ defined in (34) with $\mathcal{S}^{t, \text{re}}_1$ replaced by $\mathcal{S}^{t, \text{re}}_1$. Let us note that we could just as well not talk about resamplings here and instead use the language of conditional laws. We stick with resamplings here for pedagogical purposes, as we believe it makes some of the arguments more transparent.

Let $\mathbb{P}$ (and $\mathbb{E}$) represent the probability (and expectation) operator for an augmented probability space on which both $\mathcal{S}^t$ and $\mathcal{S}^{t, \text{re}}$ are coupled in the manner we will describe. It follows then that

$$
\mathbb{P}\left( I_{(-\infty, \infty)} \in \left( e^{t^{1/3}y}, e^{t^{1/3}(y+\eta)} \right) \right) = \mathbb{P}\left( I_{(-\infty, \infty)}^{\text{re}} \in \left( e^{t^{1/3}y}, e^{t^{1/3}(y+\eta)} \right) \right) \leq \mathbb{P}\left( \left\{ I_{(-\infty, \infty)} \in \left( e^{t^{1/3}y}, e^{t^{1/3}(y+\eta)} \right) \right\} \cap \mathcal{G} \right) + \mathbb{P}(\mathcal{G}^c).
$$

We will show that $\mathbb{P}\left( I_{(-\infty, \infty)} \in \left( e^{t^{1/3}y}, e^{t^{1/3}(y+\eta)} \right) \right)$ is small by arguing that both of the probabilities on the third line are small. It is in showing that the first of these two probabilities is small that we will show that the partial resampling described above has a tendency, which is uniform over those $\mathcal{S}^t$ for which $\mathcal{G}$ holds, to delocalize the value of $I_{(-\infty, \infty)}^{\text{re}}$. Let us now substantiate the argument outlined above and prove the bound in (35). Fix $\epsilon$ as in the statement of the theorem. For $\ell > 0$ define $\delta_\ell$ to be the parameter $\delta$ (not to be confused with the $\delta$ which appears in $\text{Hyp}(C, \delta, \kappa, M)$) returned by Theorem 2.15(3) such that for all $\ell \geq 1$

$$
\mathbb{P}(Z_{H_\ell} < \delta_\ell) \leq \frac{\epsilon}{8}. \tag{36}
$$

We have used a shorthand (Definition 2.2)

$$
Z_{H_\ell} = Z_{H_\ell, 1,1,(-\ell-1,\ell+1),}^{1,1,,-\ell-1,\ell,} \delta_\ell^{1,1,-\ell-1,\ell,} + \infty. \tag{37}
$$

(Note that we have applied Theorem 2.15(3) with $\epsilon/8$ instead of $\epsilon$.)

Define

$$
b_{\ell,1,2} = \exp \left\{ -\int_{-\ell-1}^{\ell+1} e^{t^{1/3}(\delta_\ell(s)-\delta_\ell^{-1}(s))} ds \right\}. \tag{37}
$$

For $\ell > 0$, the good event $\mathcal{G}_\ell$ is then defined as

$$
\mathcal{G}_\ell = \left\{ \max \left\{ |\delta_\ell^t(-\ell) - \delta_\ell^t(-\ell - 1)|, |\delta_\ell^t(\ell) - \delta_\ell^t(\ell + 1)| \right\} \leq 2\ell \right\} \cap \left\{ b_{\ell,1,2} \geq \delta_\ell \frac{\epsilon}{8} \right\}.
$$

We have not explicitly included $t$ in the notation for this event, though it is implicitly a function of $t$ (as in Lemma 3.5).
Lemma 4.5. For all $\epsilon > 0$, there exists $\ell_0 = \ell_0(\epsilon) > 1$ such that, for all $\ell \geq \ell_0$ and $t \geq 1$,
$$
\mathbb{P}(G_0^\ell) \leq \frac{\epsilon}{2}.
$$

Proof. By the tightness and stationarity in $s$ of the one-point distribution of $\mathcal{H}_1'(s) + s^2/2$ (Proposition 1.17(1)), there exists $\ell_0 = \ell_0(\epsilon) > 1$ such that, for all $s \in \mathbb{R}$ and all $\ell > \ell_0$,
$$
\mathbb{P}\left(\left|\mathcal{H}_1'(s) + s^2/2\right| \leq \ell/4\right) \geq 1 - \frac{\epsilon}{16}.
$$
From this (and the fact that $(\ell + 1)^2/2 - \ell^2/2 = \ell + 1/2 > \ell + \ell/4$) we find that
$$
\mathbb{P}\left(\max\left\{|\mathcal{H}_1'(s) - \mathcal{H}_1'(s - 1)|, |\mathcal{H}_1'(s) - \mathcal{H}_1'(s + 1)|\right\} \leq 2\ell\right) \geq 1 - \frac{\epsilon}{4}. \tag{38}
$$
This controls the probability of the first event used in defining $G_\ell$.

We now turn to controlling the probability of the event $\{b^t_{1,2} \geq \delta_t \frac{\epsilon}{8}\}$. Recall from Definition 2.2 that
$$
Z_{\mathbf{H}_t} = \mathbb{E}_{\text{free}}\left[W_{\mathbf{H}_t}(B)\right]
$$
where we are using the shorthand
$$
\mathbb{E}_{\text{free}} = \mathbb{E}_{\text{free}}^{1,1,(-\ell-1,\ell+1),\mathcal{H}_1'(-\ell-1,\mathcal{H}_1'(\ell+1)},
$$
$$
W_{\mathbf{H}_t} = W_{\mathbf{H}_t}^{1,1,(-\ell-1,\ell+1),\mathcal{H}_1'(-\ell-1,\mathcal{H}_1'(\ell+1), + \infty, \mathcal{H}_2'},
$$
and $B$ is distributed according to $\mathbb{E}_{\text{free}}$. Let us also introduce the shorthand
$$
\mathbb{P}_{\mathbf{H}_t} = \mathbb{P}_{\mathbf{H}_t}^{1,1,(-\ell-1,\ell+1),\mathcal{H}_1'(-\ell-1,\mathcal{H}_1'(\ell+1), + \infty, \mathcal{H}_2'}.
$$
Whenever $Z_{\mathbf{H}_t} \geq \delta_t$ we have that, for all $w \geq 0$,
$$
\mathbb{P}_{\mathbf{H}_t}\left(W_{\mathbf{H}_t}(B) \leq w\right) = \frac{1}{Z_{\mathbf{H}_t}} \mathbb{E}_{\text{free}}\left[1_{W_{\mathbf{H}_t}(B) \leq w} \cdot W_{\mathbf{H}_t}(B)\right] \leq \delta_t^{-1}w \mathbb{P}_{\text{free}}\left[W_{\mathbf{H}_t}(B) \leq w\right] \leq \delta_t^{-1}w. \tag{39}
$$
Hence,
$$
\mathbb{P}\left(W_{\mathbf{H}_t}(\mathcal{H}_1') \leq w\right) \leq \mathbb{P}\left(\{W_{\mathbf{H}_t}(\mathcal{H}_1') \leq w\} \cap \{Z_{\mathbf{H}_t} \geq \delta_t\}\right) + \mathbb{P}\left(Z_{\mathbf{H}_t} < \delta_t\right) \leq \delta_t^{-1}w + \frac{\epsilon}{8}.
$$
The second inequality uses (39) and (36). Setting $w = \delta_t \frac{\epsilon}{8}$ and identifying $W_{\mathbf{H}_t}(\mathcal{H}_1') = b^t_{1,2}$ from (37) we find that
$$
\mathbb{P}\left(b^t_{1,2} \geq \delta_t \frac{\epsilon}{8}\right) \geq 1 - \frac{\epsilon}{4}.
$$
Combining this bound with that of (38) completes the proof of the lemma. \hfill \Box

Returning to the proof of Theorem 1.5(3), recall that in proving Theorem 1.5(2) we show in (33) that there exists $C', T_0 > 0$ such that, for all $T > T_0$ and $t \geq 1$,
$$
\mathbb{P}(E_{C'}(T)) \geq 1 - \frac{\epsilon}{4}. \tag{40}
$$
where $E_{C'}(T)$ is defined in (32). For the rest of this proof we will choose
$$
\ell = \max\{\ell_0, 2C', T_0\}. \tag{41}
$$
As we have finished introducing the parameter $\ell$ and good event $G_\ell$ we may now describe the partial resampling procedure we employ. For an interval $(a, b)$, define $H_{(a, b)} : (a, b) \rightarrow \mathbb{R}$ as the difference between $\mathcal{H}_1'$ on $(a, b)$ and the linear interpolation of the endpoint values $(a, \mathcal{H}_1'(a))$ and $(b, \mathcal{H}_1'(b))$. The curve $\mathcal{H}_1'$ restricted to the interval $[-\ell-1, \ell+1]$ can be decomposed into the following data:
(1) its endpoint values $\mathcal{H}_1(-\ell - 1)$ and $\mathcal{H}_1(\ell + 1)$;
(2) the curves $H_{-\ell-1,-\ell}$, $H_{-\ell,\ell}$ and $H_{\ell,\ell+1}$;
(3) the value of $\mathcal{H}_1(\ell) - \mathcal{H}_1(-\ell)$;
(4) the value of $\mathcal{H}_1(-\ell)$.

Our resampling procedure will proceed by discarding the data $\mathcal{H}_1(-\ell)$ (piece (4) in the above list), and resampling it independently according to its conditional distribution (given pieces (1), (2), (3) of data above along with $\mathcal{H}_2$). From this resampled value we then reconstruct a curve and call the result $\mathcal{H}_1^{\text{re}}$. By construction, the law of $\mathcal{H}_1^{\text{re}}$ is the same as that of $\mathcal{H}_1$. The original and resampled line ensembles are coupled on the probability space with measure $\mathbb{P}$. A virtue of this resampling procedure is that the $\mathcal{H}_e$-Brownian Gibbs property implies that the distribution (whose density is denoted by $g(z)$) of $\mathcal{H}_1(-\ell)$, conditional on the knowledge of pieces (1), (2), (3) and the curve $\mathcal{H}_2$, is quite explicit and simple. Figure 4 illustrates the above decomposition, and the discarding, resampling and reconstruction procedure.

We now introduce the formal apparatus which codifies this procedure. Define $\mathcal{F}$ to be the sigma-field generated by pieces (1), (2), (3) in the above list as well as by $\mathcal{H}_2$ restricted to $[-\ell - 1, \ell + 1]$.

Given pieces (1), (2), (3) in the list of data, and $z \in \mathbb{R}$, we uniquely define the reconstructed curve $\mathcal{H}_1^{t,z} : [-\ell - 1, \ell + 1] \to \mathbb{R}$ via

$$\mathcal{H}_1^{t,z}(s) = \begin{cases} 
H_{-\ell-1,-\ell}(s) - (s + \ell)\mathcal{H}_1(-\ell - 1) + (s + \ell + 1)z & s \in [-\ell - 1, -\ell], \\
H_{-\ell,\ell}(s) - \frac{\ell - s}{2\ell}z + \frac{s + \ell}{2\ell}(z + \mathcal{H}_1(\ell) - \mathcal{H}_1(-\ell)) & s \in [-\ell, \ell], \\
H_{\ell,\ell+1}(s) + (s - \ell)\mathcal{H}_1(\ell + 1) + (\ell + 1 - s)(z + \mathcal{H}_1(\ell) - \mathcal{H}_1(-\ell)) & s \in [\ell, \ell + 1].
\end{cases}$$

This reconstruction is such that $\mathcal{H}_1^{t,z}(\ell) = z$ and if $\mathcal{H}_1^{t,z}$ is subsequently decomposed, pieces (1), (2), (3) will be identical to those for the decomposition of the original curve $\mathcal{H}_1$. For completeness define $\mathcal{H}_i^{t,z}(s) = \mathcal{H}_i(s)$ for $i = 1$ and $s \notin [-\ell - 1, \ell + 1]$ or $i \geq 2$ and $s \in \mathbb{R}$. Call the entire line ensemble $\mathcal{H}_i^{t,z}$.

The $\mathcal{H}_e$-Brownian Gibbs property implies that the density $g : \mathbb{R} \to (0, \infty)$ (with respect to Lebesgue measure) of the law of $\mathcal{H}_1(-\ell)$ given the random variables which generate $\mathcal{F}$ may be explicitly computed by the Lévy-Ciesielski construction of Brownian bridge (cf. [21, Lemma 2.8]) to be

$$g(z) = Z^{-1} \exp \left\{ -\frac{1}{2} \left( \mathcal{H}_1(-\ell - 1) - z \right)^2 - \frac{1}{2} \left( \mathcal{H}_1(\ell + 1) - (z + \mathcal{H}_1(\ell) - \mathcal{H}_1(-\ell)) \right)^2 \right\} \cdot b_{1,2}^{t,z}, \quad (42)$$

where

$$b_{1,2}^{t,z} = \exp \left\{ - \int_{-\ell-1}^{\ell+1} e^{t^{1/3} \left( \mathcal{H}_1(s) - \mathcal{H}_1^{t,z}(s) \right)} \, ds \right\},$$

and where the constant $Z > 0$ normalizes $g$ to be a probability measure, so that

$$Z = \int_{-\infty}^{\infty} \exp \left\{ -\frac{1}{2} \left( \mathcal{H}_1(-\ell - 1) - z \right)^2 - \frac{1}{2} \left( \mathcal{H}_1(\ell + 1) - (z + \mathcal{H}_1(\ell) - \mathcal{H}_1(-\ell)) \right)^2 \right\} \cdot b_{1,2}^{t,z} \, dz. \quad (43)$$

We now formally define the resampling procedure. Let $Z$ be a random variable such that $\mathbb{P}$-almost surely, for all $z \in \mathbb{R}$,

$$\mathbb{E} \left[ 1_{Z \geq z} \mid \mathcal{F} \right] = \int_z^{\infty} g(s) \, ds,$$

and such that under $\mathbb{P}$, $Z$ is conditionally independent of $\mathcal{H}_1(-\ell)$ given $\mathcal{F}$. Define $\mathcal{H}_1^{\text{re}} = \mathcal{H}_1^{t,z}$. Notice that the law of $\mathcal{H}_1^{\text{re}}$ is the same as that of $\mathcal{H}_1$. However, $\mathcal{H}_1^{\text{re}}$ has been reconstructed using resampled the data $Z$ instead of $\mathcal{H}_1(-\ell)$. 

Lemma 4.6. Suppose that $G_\ell$ occurs. Then the normalizing constant $Z$ in (43) satisfies

$$Z \geq e^{-4\ell^2 - 5\ell^{-1}\delta_\ell \frac{\epsilon}{8}}.$$  

Proof. This lower bound is obtained by noting that $Z$ is at least the value of the integral in (43) when the range of integration is taken to be the interval $[\mathcal{H}_1(-\ell), \mathcal{H}_1(-\ell) + \ell^{-1}]$. This may seem to be a surprising choice for a lower bound, because $Z$ is an $\mathcal{F}$-measurable random variable, whereas $\mathcal{H}_1(-\ell)$ (and hence this lower bound) is not. Indeed, conditionally on $\mathcal{F}$, our lower bound is a random quantity. However, as we will presently see, this random variable is almost surely bounded below by the non-random value which shows up on the right-hand side in the statement of the lemma.

Indeed, since $G_\ell$ occurs, we have that whenever $z \in [\mathcal{H}_1(-\ell), \mathcal{H}_1(-\ell) + \ell^{-1}]$,

$$\max \left\{ |\mathcal{H}_1(-\ell - 1) - z|, |\mathcal{H}_1(\ell + 1) - (z + \mathcal{H}_1(\ell) - \mathcal{H}_1(-\ell))| \right\} \leq 2\ell + \ell^{-1}.$$  

Note that $b_{1,2}^{t,z}$ increases as $z$ increases. Note also that, since $\mathcal{H}_1, \mathcal{H}_2$ are such that the event $G_\ell$ holds, we must have that $b_{1,2}^{t,\mathcal{H}_1(-\ell)} = b_{1,2}^{t,\mathcal{H}_1(-\ell)} \geq \delta_\ell \frac{\xi}{8}$. We see then that the integrand in (43) is at least $e^{-\left(2\ell + \ell^{-1}\right)^2 \delta_\ell \frac{\xi}{8}}$, a quantity which is bounded below by $e^{-4\ell^2 - 5\ell^{-1}\delta_\ell \frac{\epsilon}{8}}$ (due to $\ell \geq 1$). As this lower bound is constant, it proves the lemma. 

□
For a union of intervals $B \subseteq \mathbb{R}$ and $z \in \mathbb{R}$ define
\[ I_B^z = \int_B e^{t^{1/3}(\delta^{t,z}(x) + f(t)(-x))} \, dx. \] (44)
That is, $I_B^z$ is the value of $I_B$ when the process $\delta^{t,z}$ replaces the role of $\delta^t$. Then, for $z \in \mathbb{R}$ and $q > 0$,
\[ I^z_{(-\ell,\ell)} = e^{t^{1/3}q} I^z_{(-\ell,\ell)}, \quad I^z_{(-\ell,\ell-1)} + I^z_{(\ell,\ell+1)} = I^z_{(-\infty,-\ell-1)} + I^z_{(\ell+1,\infty)}, \] (45)
and
\[ I^z_{(-\ell-1,\ell)} + I^z_{(\ell,\ell+1)} \leq I^z_{(-\ell-1,\ell)} + I^z_{(\ell,\ell+1)} \leq e^{t^{1/3}q} (I^z_{(-\ell-1,\ell)} + I^z_{(\ell,\ell+1)}). \] (46)
The first inequality follows because increasing $z$ to $z+q$ only serves to increase the value of $\delta^{t,z}(x)$ and the second inequality comes from the fact that on the intervals of interest, $\delta^{t,z}(x)$ is increases at most by $q$.

Let
\[ J = \left\{ z \in \mathbb{R} : I^z_{(-\infty,-\ell-1)} + I^z_{(\ell,\ell+1)} \leq e^{-t^{1/3}T_0/2} I^z_{(-\ell,\ell)} \right\}, \]
where $T_0 > 0$ is the constant fixed before [44]. Note that, by [44] and [45], if $p \in J$ and $q > p$, then $q \in J$; note also that $J$ is closed on the left. We may thus write $J$ in the form $J = [V, \infty)$, where note that $V$ is a $\mathcal{F}$-measurable random variable.

Let $Z_1, Z_2$ be $\mathbb{R}$-valued $\mathcal{F}$-measurable random variables such that
\[ I^Z_{(-\infty,\infty)} = e^{t^{1/3}y} \quad \text{and} \quad I^{1,Z}_2 = e^{t^{1/3}(y+\eta)}. \]
Define the event
\[ R = \left\{ \delta^{t,\theta}_{1}\in (Z_1, Z_2) \right\}. \]
Since
\[ \mathbb{P}(R) = \mathbb{P}\left( I_{(-\infty,\infty)} \in \left( e^{t^{1/3}y}, e^{t^{1/3}(y+\eta)} \right) \right), \]
we see that when the next lemma is proved, so too will be Theorem 153).

**Lemma 4.7.** We have that
\[ \mathbb{P}(R) \leq 2\eta e^{4\ell^2 + 5\ell \delta^{-1} \frac{8}{\epsilon}} + \epsilon. \]

**Proof.** By using conditional expectations, we can write
\[ \mathbb{P}(R) = \mathbb{E}\left[ \mathbb{E}\left[ 1_R \big| \mathcal{F} \right] \right]. \] (47)
By the procedure through which we resampled $\delta^{t,\theta}_{1}$, it follows that $\mathbb{P}$-almost surely,
\[ \mathbb{E}\left[ 1_R \big| \mathcal{F} \right] = \int_{Z_1}^{Z_2} g(z) \, dz. \]
We may then bound
\[ \int_{Z_1}^{Z_2} g(z) \, dz \leq A_1 + A_2, \]
where
\[ A_1 = \int_{-\infty}^{V} g(z) \, dz \quad \text{and} \quad A_2 = \max \left\{ 0, \int_{\max\{Z_1, V\}}^{Z_2} g(z) \, dz \right\}. \]
(The cutoff of negative values in the form for $A_2$ treats the case where $Z_2 < \max\{Z_1, V\}$.)
Note then that
\[ A_1 = \mathbb{E}\left[ 1_{\delta^{t,\theta}_{1}\in (-\infty, V)} \big| \mathcal{F} \right]. \]
Thus,
\[
\mathbb{E}[A_1] = \mathbb{P}\left(\mathcal{S}_1^{t,\text{re}}(-\ell) \in (-\infty, V)\right) \leq \frac{\epsilon}{4},
\]
the inequality being due to $\mathcal{S}_1^{t,\text{re}}$ having the same law as $\mathcal{S}_1^1$, as well as Lemma 4.9 below. Note also that $A_2^1 \leq 2\eta e^{4t^2 + 5}\ell_\delta^{-1} \frac{\epsilon}{2} 1_G$, by Lemmas 4.6 and 4.8 below.

Assembling these bounds and using Lemma 4.5
\[
\mathbb{P}(R) \leq \mathbb{E}\left[\mathbb{E}[R|\mathcal{F}] 1_G\right] + \mathbb{P}(G^c)
\]
\[
\leq \mathbb{E}\left((A_1 + A_2) 1_G\right) + \epsilon/2 \leq \epsilon/4 + 2\eta e^{4t^2 + 5}\ell_\delta^{-1} \frac{8}{\epsilon} \cdot \mathbb{P}(G) + \epsilon/2 \leq 2\eta e^{4t^2 + 5}\ell_\delta^{-1} \frac{8}{\epsilon} + \epsilon.
\]
In this way, we obtain Lemma 4.7.

The proof of Theorem 1.5(3) has been reduced to establishing Lemmas 4.8 and 4.9.

**Lemma 4.8.** We have that $Z_2 \leq \max\{Z_1, V\} + 2\eta$.

**Proof.** Let $W = \max\{Z_1, V\}$. For $q > 0$, note that
\[
I^{W+q}_{(\infty, \infty)} - I^{W}_{(\infty, \infty)} \geq (e^{t/(3q)} - 1) I^{W}_{(\ell, \ell)} \geq \frac{1}{2} (e^{t/(3q)} - 1) I^{W}_{(\ell, \ell)},
\]
where we used $W \in J$ to show the latter inequality (i.e. $I^{W}_{(\ell, \ell)} \geq e^{t/(3q)} I^{W}_{(\ell, \ell)}$). Thus, $I^{W+q}_{(\infty, \infty)} \geq e^{t/(3q)} I^{W}_{(\infty, \infty)}$ provided that $\frac{1}{2} (e^{t/(3q)} - 1) \geq e^{t/(3q)} - 1$ or equivalently $e^{t/(3q)} \geq 2e^{t/(3q)} - 1$. The latter inequality is satisfied whenever $q \geq 2\eta \geq 0$. If $V < Z_1$, then $W = Z_1$, and $I^{Z_1+2\eta}_{(\infty, \infty)} \geq e^{t/(3q)} I^{Z_1}_{(\infty, \infty)} = e^{t/(3q)}(y + \eta)$, so that $Z_2 \leq Z_1 + 2\eta$. If $Z_1 \leq V$, then $W = V$ and $I^{V+2\eta}_{(\infty, \infty)} \geq e^{t/(3q)} I^{V}_{(\infty, \infty)} \geq e^{t/(3q)}(y + \eta)$, so that $Z_2 \leq V + 2\eta$.

Recall the positive constants $C'$ and $T_0$ appearing before (40).

**Lemma 4.9.** For $t \geq 1$,
\[
\mathbb{P}(\mathcal{S}_1^1(-\ell) < V) \leq \frac{\epsilon}{4}.
\]

**Proof.** The statement is equivalent to
\[
\mathbb{P}\left(I_{(-\infty, -T)} + I_{(T, \infty)} > e^{-t/3T_0/2} I_{(\ell, \ell)}\right) \leq \frac{\epsilon}{4}. \hspace{1cm} (48)
\]
The occurrence of the event $E_{C'}(T)$ (32) entails $I_{(-\infty, -T)} + I_{(T, \infty)} \leq e^{-t/3T} I_{(-\ell, \ell)}$ and $I_{(\ell, \ell)} \geq e^{-t/3T_0} I_{(\ell, \ell)}$. Thus, provided that $T \geq 2C'$, it also ensures that $I_{(-\infty, -T)} + I_{(T, \infty)} \leq e^{-t/3T/2} I_{(-\ell, \ell)}$ is satisfied. It follows from (40) and the definition of $\ell$ in (11) that (48) holds for all $t \geq 1$.

This completes the proof of Theorem 1.5(3).

4.3. **Proof of Theorem 1.11.** By (19) we may replace $\mathcal{S}_1^{w,v}(-\cdot)$ by $\mathcal{S}_1^{1}(-\cdot)$. Let $X$ be distributed according to $\mathcal{P}_X^{t,\ell}$ and define $\tilde{X} = X_{t,\ell}^{\prime}$. We will make use of the following representation for $\mathcal{P}_X^{t,\ell}$, which follows from its definition as well as from (13) and (19). For any Borel set $I \subset \mathbb{R}$ we have that
\[
\mathcal{P}_X^{t,\ell}\left(\tilde{X} \in I\right) = (d) \int_{\mathbb{R}} e^{t/3} \mathcal{S}_1^{1}(y) dy \int_{I} e^{t/3} \mathcal{S}_1^{1}(y) dy.
\]
**Proof of Theorem 1.11(1).** Fix $\epsilon$ as in the statement of the theorem. By Lemma 4.1, there exists a constant $\tilde{C}$ such that
\[
P\left(\mathcal{F}_1^t(y) \leq \tilde{C} - y^2/4 \text{ for all } y \in \mathbb{R}\right) \geq 1 - \frac{\epsilon}{2}.
\] (49)
Likewise, we see that for $\tilde{C}'$ large enough
\[
P\left(\mathcal{F}_1^t(y) > -\tilde{C}' \text{ for all } y \in [-1, 1]\right) \geq 1 - \frac{\epsilon}{2}.
\] (50)
This follows by appealing to Theorem 2.15(3) to see that on $[-1, 1]$ the curve $\mathcal{F}_1^t(\cdot)$ is absolutely continuous with respect to a Brownian bridge, with a Radon-Nikodym derivative which is tight for $t \geq 1$. This and the tightness and stationarity of the one-point distribution of $\mathcal{F}_1^0(y) + y^2/2$ (Proposition 1.17(1)) implies (50).

When both of the events in (49) and (50) hold, a circumstance whose probability is at least $1 - \epsilon$, we can bound
\[
P_{\mathcal{W}}^t\left(\tilde{X} \notin [-C, C]\right) \leq \frac{\int_{\mathbb{R}\setminus[-C,C]} e^{t/3}\left(C - y^2/4\right) dy}{\int_{[-1,1]} e^{-t/3|C|} dy} = \frac{\int_{\mathbb{R}\setminus[-C,C]} e^{t/3}\left(C - y^2/4\right) dy}{2e^{-t/3|C|}}.
\]
Taking $C$ large enough and using the Gaussian tail bounds such as in Lemma 2.10, the numerator can be bounded by $\epsilon \cdot 2e^{-t/3|C|}$. Thus, for such a $C$, we obtain
\[
P_{\mathcal{W}}^t\left(\tilde{X} \notin [-C, C]\right) \leq \epsilon.
\]
As this occurs with $P$-probability at least $1 - \epsilon$, we have arrived at the result desired to prove Theorem 1.11(1). \hfill \Box

**Proof of Theorem 1.11(2).** Fix $\epsilon$ and $x$ as in the statement of the theorem. For $h_0, h, \eta > 0$, define the event
\[
E_{h_0, h, \eta} = \left\{ \exists y \notin [x - 2h_0, x + 2h_0] : \min_{z \in [y - h_0, y + h_0]} \mathcal{F}_1^t(z) \geq \eta + \max_{z \in [x - h, x + h]} \mathcal{F}_1^t(z) \right\}.
\]
This event is illustrated in Figure 5. The reason for assuming $y \notin [x - 2h_0, x + 2h_0]$ is to ensure the separation of the intervals around $x$ and $y$.

When $E_{h_0, h, \eta}$ holds,
\[
P_{\mathcal{W}}^t\left(\tilde{X} \in [x - h, x + h]\right) \leq \frac{2h \cdot e^{t/3}\left(\max_{z \in [x - h, x + h]} \mathcal{F}_1^t(z)\right)}{2h_0 \cdot e^{t/3}\left(\eta + \max_{z \in [x - h, x + h]} \mathcal{F}_1^t(z)\right)} = e^{-t/3}\eta h_0^{-1} \cdot h.
\] (51)

**Claim 4.10.** There exists $h_0 > 0$ and $\eta > 0$ such that, for all $h < h_0$ and $t \geq 1$,
\[
P\left(E_{h_0, h, \eta}\right) \geq 1 - \epsilon.
\]

To show Claim 4.10, observe that, by choosing $h_0$ and $\eta$ small enough, we may be assured that, for all $t \geq 1$,
\[
P\left(\exists y \notin [x - 2h_0, x + 2h_0] : \min_{z \in [y - h_0, y + h_0]} \mathcal{F}_1^t(z) \geq 2\eta + \mathcal{F}_1^t(x - h)\right) \geq 1 - \frac{\epsilon}{2}.
\]
This readily follows from the curve $\mathcal{F}_1^t(\cdot)$ being absolutely continuous with respect to Brownian bridge, with a Radon-Nikodym derivative which is tight for $t \geq 1$ (Theorem 2.15(3)). For the same reason, by choosing $h, \eta$ small enough, we find that, for all $t \geq 1$,
\[
P\left(\max_{z \in [x - h, x + h]} \mathcal{F}_1^t(z) \leq \eta + \mathcal{F}_1^t(x - h)\right) \geq 1 - \frac{\epsilon}{2}.
\]
Combining these two observations proves Claim 4.10.

For such \( h_0 \) and \( \eta \) as Claim 4.10 yields, take \( h < h_0 \) small enough so that \( e^{-\eta h_0^{-1}} \cdot h < \epsilon \). From (51), we then find that, when \( E_{h_0,h,\eta} \) holds,
\[
P_{\tilde{y}}(\tilde{X} \in [x-h,x+h]) < \epsilon.
\]
Claim 4.10 implies that this holds with \( \mathbb{P} \)-probability at least \( 1 - \epsilon \), as desired to prove Theorem 1.11(2).

4.4. **Proof of Theorem 1.13.** Consider a fixed time \( t > 0 \). We call a bound on \( \mathbb{P}(\mathcal{H}(t,0) < -s) \) a lower tail bound and on \( \mathbb{P}(\mathcal{H}(t,0) > s) \) an upper tail bound.

Proof of Theorem 1.13: lower tail. We have assumed that the KPZ initial data \( \mathcal{H}_0(x) \) satisfies hypothesis \( \text{Hyp}(C + t^{1/3}s_0, \delta, \kappa, M) \). This implies that
\[
\text{Leb}(y \in [-M,M] : \mathcal{H}_0(-t^2/3y) < -C - t^{1/3}s_0) \geq \delta.
\]
(52)

For \( \tilde{s} \in \mathbb{R} \), define the event
\[
E_{\tilde{s}} = \{ \tilde{\mathcal{S}}_1(y) \geq -M^2/2 - \tilde{s} \forall y \in [-M,M] \}.
\]
We claim that there are some constants \( \tilde{c}_1, \tilde{c}_2 > 0 \) such that, for all \( \tilde{s} > 1 \),
\[
\mathbb{P}(E_{\tilde{s}}) \geq 1 - \tilde{c}_1 e^{-\tilde{c}_2 \tilde{s}^2}.
\]
(53)
To prove this claim, observe that by the narrow wedge initial data lower tail bound (Proposition 1.17(3)), the stationarity of the one-point distribution of \( \tilde{\mathcal{S}}_1(y) + y^2/2 \) (Proposition 1.17(1)), and the union bound,
\[
\mathbb{P}\left( \{ \tilde{\mathcal{S}}_1(M) \geq -M^2/2 - \tilde{s}/2 \} \cap \{ \tilde{\mathcal{S}}_1(-M) \geq -M^2/2 - \tilde{s}/2 \} \right) \geq 1 - \tilde{c}_3 e^{-\tilde{c}_4 \tilde{s}^2},
\]
for some constants \( \tilde{c}_3, \tilde{c}_4 > 0 \). We can then utilize either the Brownian absolute continuity of \( \tilde{\mathcal{S}}_1 \) on the interval \([-M,M]\) or the \( \mathcal{H}_t \)-Brownian Gibbs property and a simple application of Lemma 2.6 to
show that the probability that the value of $\mathcal{S}_1^t(\cdot)$ decreases by more than $\tilde{s}/2$ from the value at $-M$ and $M$ is less than $\tilde{c}_5 e^{-\tilde{c}_6 s^2}$ for some constants $\tilde{c}_5, \tilde{c}_6 > 0$. These observations readily imply (53).

On the event $E_{\tilde{s}}$, and owing to (52), we find that
\[
-\frac{t}{24} + \frac{2}{3} \log t + \log \left( \int_{-\infty}^{\infty} e^{t^1/3 (\mathcal{S}_1^t(y) + t^{-1/3} \mathcal{H}_0(-t^{2/3} y))} dy \right)
\geq -\frac{t}{24} + \frac{2}{3} \log t + \log \left( \delta \cdot e^{t^1/3 (-M^2/2 - \tilde{s} - s_0 - t^{-1/3} C)} \right) \geq -C' \tilde{s} + s_0
\]
for some suitably large constant $C' = C'(t, \delta, \kappa, M)$. Allied with Lemma 4.3 and (53), this implies that
\[
P(\mathcal{H}(t, 0) \leq -C'(\tilde{s} + s_0)) \leq \tilde{c}_1 e^{-\tilde{c}_2 (s_0)}.
\]
Letting $s = \tilde{s} + s_0$, it follows then that, for all $s \geq s_0 + 1$,
\[
P(\mathcal{H}(t, 0) \leq -C' s) \leq \tilde{c}_1 e^{-\tilde{c}_2 (s_0)}
\]
as desired to prove the lower tail bound in Theorem 1.13. $\square$

**Proof of Theorem 1.13: upper tail.** We have assumed the KPZ initial data $\mathcal{H}_0(x)$ satisfies hypothesis Hyp$(C + t^{1/3} s_0, \delta, \kappa, M)$ with $\kappa > 1 - t^{-1}$. For $\nu \in (0, 1 - t(1 - \kappa))$ (note that since $\kappa > 1 - t^{-1}$, $1 - t(1 - \kappa) > 0$), let $C', c_1, c_2$ be constants specified by Lemma 4.2 (we put a prime on $C$ to distinguish it from the $C$ in the hypothesis) so that, for all $s - s_0 \geq 1$,
\[
P(\mathcal{E}_{s-s_0}) \geq 1 - c_1 e^{c_2 (s-s_0)}
\]
where the event
\[
\mathcal{E}_{s-s_0} = \left\{ \mathcal{S}_1^t(y) + y^2/2 < C' + s - s_0 + \nu y^2/2 \text{ for all } y \in \mathbb{R} \right\}.
\]
We then have that, when the event $\mathcal{E}_{s-s_0}$ occurs,
\[
\mathcal{H}(t, 0) \overset{(d)}{=} \log \left( \int_{-\infty}^{\infty} e^{t^1/3 (\mathcal{S}_1^t(y) + t^{-1/3} \mathcal{H}_0(-t^{2/3} y))} dy \right) - \frac{t}{24} + \frac{2}{3} \log t
\leq \log \left( \int_{-\infty}^{\infty} e^{t^1/3 (C' + s - s_0 + (-1 + \eta + t(1 - \kappa))y^2/2 + t^{-1/3} (C + t^{1/3} s_0))} dy \right) - \frac{t}{24} + \frac{2}{3} \log t
= s + \log \left( \int_{-\infty}^{\infty} e^{t^1/3 (C' + (-1 + \eta + t(1 - \kappa))y^2/2 + t^{-1/3} C)} dy \right) - \frac{t}{24} + \frac{2}{3} \log t
\leq s + c_4,
\]
for a suitably large constant $c_4 > 0$. The first equality in distribution is by Lemma 4.3. The inequality between the first and second lines is due to the fact that we are assuming that $\mathcal{E}_{s-s_0}$ occurs, and due to the hypothesis that $\mathcal{H}_0(y) \leq C + t^{1/3} s_0 + (1 - \kappa)y^2/2$ (and hence $t^{-1/3} \mathcal{H}_0(-t^{2/3} y) \leq t^{-1/3} C + s_0 + t(1 - \kappa)y^2/2$). The equality between the second and third lines comes from canceling $s_0$ factors and moving the $s$ outside of the exponential. The inequality between the third and fourth lines comes from the fact that by assumption on $\eta$, $-1 + \eta + t(1 - \kappa) < 0$ and hence the Gaussian integral is convergent and bounded by a constant.

This means that for the constant $c_4$ as defined above,
\[
P(\mathcal{H}(t, 0) \leq s + c_4) \geq P(\mathcal{E}_{s-s_0}) \geq 1 - c_1 e^{c_2 (s-s_0)}
\]
as desired to prove the theorem. $\square$
5. Proof of Theorem 2.15

We turn now to the proof of Theorem 2.15, the main result of this paper. The main input for this proof is Theorem 3.9 which provides the sequential compactness of the line ensembles \( L^N \) (Definition 3.5) along with a uniform control over \( t \in [1, \infty) \) of its normalizing constant. The ensembles \( L^N \) also enjoy the H-Brownian Gibbs property (Corollary 3.6). Using the Skorohod representation theorem and some simple coupling arguments, we transfer these finite \( N \) properties into those of a subsequential limit \( L' \), hence proving Theorem 2.15.

The first small hurdle to overcome in making use of Theorem 3.9(1) is the fact that Theorem 3.9(1) only deals with sequential compactness on a \( \{1, \ldots, k\} \times [-T, T] \) restriction of \( L^N \). The next lemma uses a diagonalization argument to extend this to weak convergence as a line ensemble (Definition 2.1) along a suitable subsequence.

**Lemma 5.1.** There exists a strictly increasing sequence \( \{N_1, N_2, \ldots\} \subset \mathbb{N} \) such that, simultaneously for all \( k \geq 1 \) and \( T > 0 \), the \( \{1, \ldots, k\} \times [-T, T] \)-indexed line ensemble \( \{L^N_{n,i}(x) : n \in \{1, \ldots, k\}, x \in [-T, T]\} \) has a weak limit (as a line ensemble) as \( i \to \infty \).

**Proof.** Fix a strictly increasing sequence \( \{k_1, k_2, \ldots\} \subset \mathbb{N} \) as well as a strictly increasing sequence \( \{T_1, T_2, \ldots\} \subset (0, \infty) \) such that \( T_j \to \infty \) as \( j \to \infty \). Let \( N^1 = \{N^j_i : i \in \mathbb{N}\} \subset \mathbb{N} \) be a strictly increasing sequence such that \( \{L^N_{n,i}(x) : n \in \{1, \ldots, k_j\}, x \in [-T_j, T_j]\} \) is convergent as a line ensemble as \( i \to \infty \). The existence of such a subsequence is assured by the sequential compactness afforded by Theorem 3.9(1). Inductively extract further strictly increasing subsequences \( N^j_i : i \in \mathbb{N} \) such that \( \{L^N_{n,i}(x) : n \in \{1, \ldots, k_j\}, x \in [-T_j, T_j]\} \) is convergent as a line ensemble as \( i \to \infty \). Define \( N_i = N^j_i \) and observe that, for any \( j \), \( \{L^N_{n,i}(x) : n \in \{1, \ldots, k_j\}, x \in [-T_j, T_j]\} \) is convergent as a line ensemble as \( i \to \infty \). Finally, note that if \( \{L^N_{n,i}(x) : n \in \{1, \ldots, k\}, x \in [-T, T]\} \) is convergent as a line ensemble as \( i \to \infty \), then so too is the further restriction where \( k \) is replaced by \( k' \leq k \) and \( T \) by \( T' \leq T \). \( \square \)

Proposition 5.2 below shows the continuity of the H-Brownian Gibbs property under weak convergence of line ensembles. We consider a line ensemble with \( k \) curves, but only require that the Gibbs property holds for the lowest \( k - 1 \) indexed curves. This is because in applications of this proposition, the \( k \) curves considered may be the \( k \) lowest indexed curves of an \( N \) curve line ensemble \( (N > k) \). Hence, curve \( k \) does not have the Gibbs property without keeping track of curve \( k + 1 \).

**Proposition 5.2.** Fix \( k \geq 1 \) and \( T > 0 \). Consider a Hamiltonian \( H \) (Definition 2.2) and a sequence of line ensembles \( \mathcal{L}^N : \{1, \ldots, k\} \times [-T, T] \to \mathbb{R} \) which have the H-Brownian Gibbs property when restricted to indices \( 1, \ldots, k - 1 \) and which converge weakly as line ensembles (Definition 2.1) to a limit line ensemble \( \mathcal{L}^\infty : \{1, \ldots, k\} \times [-T, T] \to \mathbb{R} \).

1. Then \( \mathcal{L}^\infty \) also has the H-Brownian Gibbs property when restricted to indices \( 1, \ldots, k - 1 \).
2. Moreover, for any interval \( (a, b) \subset [-T, T] \) and any \( 1 \leq k' \leq k - 1 \), the normalizing constant (which is \( F_{ext}(\{1, \ldots, k\} \times (a, b)) \)-measurable) \( Z^N_{H}(a,b,\vec{x}^N,\vec{g}^N,f^N,g^N) \) converges in distribution to \( Z^N_{H}(a,b,\vec{x}^\infty,\vec{g}^\infty,f^\infty,g^\infty) \), where, for \( N \in \mathbb{N} \cup \{\infty\} \), we define \( \vec{x}^N = (\mathcal{L}^N_1(a), \ldots, \mathcal{L}^N_k(a)) \), \( \vec{g}^N = (\mathcal{L}_1^N(a), \ldots, \mathcal{L}_{k'}^N(a)) \), \( f^N = +\infty \) and \( g^N = \mathcal{L}^N_{k+1} \) restricted to \((a,b)\).

Given the proposition (proved below) let us conclude now the proof of Theorem 2.15. Lemma 5.1 implies that, along an increasing subsequence of values of \( N \), the finite \( N \) line ensemble \( L^N \) converges weakly as a line ensemble. Call the weak limit \( L' \) and let \( H' \) be related to \( L' \) according to (10). In order to prove Theorem 2.15 it remains to show that \( L' \) has the three properties claimed by that theorem. Property (1) follows immediately from Proposition 3.7. Property (2) follows
from the $H$-Brownian Gibbs property for $\mathcal{H}^{t,N}$ (Proposition \ref{prop:brownian-gibbs}, in conjunction with Lemma \ref{lem:uniform-converge}). Property (3) also follows from the $H$-Brownian Gibbs property for $\mathcal{H}^{t,N}$ (Proposition \ref{prop:brownian-gibbs}, in conjunction with Lemma \ref{lem:uniform-converge} Theorem \ref{thm:KPZ-line-ensemble} (2) and Proposition \ref{prop:brownian-gibbs} (2)). Thus, up to proving Proposition \ref{prop:brownian-gibbs}, this completes the proof of Theorem \ref{thm:KPZ-line-ensemble}.

**Proof of Proposition \ref{prop:brownian-gibbs}** Proposition \ref{prop:brownian-gibbs} (1) claims that the $H$-Brownian Gibbs property survives under weak convergence as a line ensemble. We will demonstrate this via a coupling argument. Proposition \ref{prop:brownian-gibbs} (2) claims convergence of the normalizing constant. We will explain at the end of the proof how this follows quite simply.

Let us focus on proving Proposition \ref{prop:brownian-gibbs} (1). By assumption, the limit of $\mathcal{L}^N$ is supported on the space of $k$ continuous curves on $[-T, T]$. As we are dealing with a separable space we may apply the Skorohod representation theorem (see \cite{11} for instance). This implies that there exists a probability space $(\Omega, \mathcal{B}, \mathbb{P})$ on which all of the $\mathcal{L}^N$ for $N \in \mathbb{N} \cup \{\infty\}$ are defined with the correct $\mathbb{P}$-marginals and for which $\mathcal{L}^N(\omega) \to \mathcal{L}\infty(\omega)$ in the uniform topology (for almost every $\omega \in \Omega$).

We will show that, for any fixed line index $i \in \{1, \ldots, k-1\}$ and any two times $a, b \in [-T, T]$ with $a < b$, the law of $\mathcal{L}^\infty$ is unchanged if $\mathcal{L}_i^\infty$ is resampled between times $a$ and $b$ according to the law $\mathbb{P}^{i-1,i+1}_{\mathcal{H}^\infty}(a,b,\mathcal{L}_i^\infty(a),\mathcal{L}_i^\infty(b),\mathcal{L}_{i-1}^\infty,\mathcal{L}_{i+1}^\infty)$. The argument we now present (for one line resampling) clearly works for resampling several lines consecutive lines. This invariance under resampling arbitrary numbers of consecutive lines is equivalent to the $H$-Brownian Gibbs property and hence implies Proposition \ref{prop:brownian-gibbs} (1). For simplicity, in what follows let us assume $i \neq 1$ (the argument is modified with minor notational changes for the remaining case $i = 1$).

We show this invariance of $\mathcal{L}^\infty$ by coupling the resampling procedure for all values of $N$. In order to do this, we perform the resampling in two steps. Let $\{U_\ell\}_{\ell \in \mathbb{N}}$ be a sequence of independent random variables, each having the uniform distribution on $[0, 1]$, and let $\{B_\ell\}_{\ell \in \mathbb{N}}$ be a sequence of independent Brownian bridges $B_\ell : (a,b) \to \mathbb{R}$ such that $B_\ell(a) = B_\ell(b) = 0$; our probability space may be augmented to accommodate these independently of existing data.

In the first step of the resampling, we construct the $\ell$-th candidate resampling of line $i$, which is given by

$$\mathcal{L}_{i}^{N,\ell}(t) = B_\ell(t) + \frac{b-t}{b-a} \mathcal{L}_i^N(a) + \frac{t-a}{b-a} \mathcal{L}_i^N(b).$$

The last two terms on the right add the necessary affine shift to the Brownian bridge to ensure that $\mathcal{L}_{i}^{N,\ell}(a) = \mathcal{L}_i^N(a)$ and $\mathcal{L}_{i}^{N,\ell}(b) = \mathcal{L}_i^N(b)$.

In the second step, we check whether

$$U_\ell \leq W(N, \ell) := W^{i-1,i+1}_{\mathcal{H}}(a,b,\mathcal{L}_i^N(a),\mathcal{L}_i^N(b),\mathcal{L}_{i-1}^N,\mathcal{L}_{i+1}^N)(\mathcal{L}_{i}^{N,\ell}),$$

and accept the candidate Brownian bridge sample $B_\ell$ if this event occurs (see Remark \ref{rem:coupling}). For $N \in \mathbb{N} \cup \{\infty\}$ define $\ell(N)$ to be the minimal value of $\ell$ for which we accept the sample $B_\ell$. Write $\mathcal{L}^{N,\text{re}}$ for the line ensemble with the $t$th line replaced by $\mathcal{L}_{i}^{N,\ell(N)}$. (Here, re stands for “resampled”.) The (single curve case of the) Brownian Gibbs property for $\mathcal{L}^\infty$ is equivalent to the fact that

$$\mathcal{L}^N(d) \equiv \mathcal{L}^{N,\text{re}}.$$

If we show that this same equality in distribution holds for $N = \infty$, it will imply the desired (single curve case of the) $H$-Brownian Gibbs property $\mathcal{L}^\infty$. For this, it suffices to show that almost surely

$$\lim_{N \to \infty} \ell(N) = \ell(\infty),$$

with $\ell(\infty)$ almost surely finite. This is because we already know that $\mathcal{L}^N$ is converging to $\mathcal{L}^\infty$ and the above fact would further show that $\mathcal{L}^{N,\text{re}}$ is converging to $\mathcal{L}^{\infty,\text{re}}$ (all in the uniform topology).
The two sets of line ensembles being equal in law for each finite \( N \) (by the Gibbs property for such \( N \)), their almost sure \( \Omega \)-pointwise limits must also be equal in law. Thus, we see that the \( \mathbf{H} \)-Brownian Gibbs property for \( \mathcal{L}^\infty \) follows from proving (55). Two lemmas will prove (55).

**Lemma 5.3.** The sequence \( \{\ell(N)\}_{N \in \mathbb{N}} \) is bounded almost surely. Moreover, \( \ell(\infty) \) is finite almost surely.

**Proof.** For fixed \( \mathcal{L}^\infty_i(a), \mathcal{L}^\infty_i(b), \mathcal{L}^\infty_i \), and a choice of the random input \( \mathcal{L}^{\infty,\ell}_i \), the law of \( W(\infty, \ell) \) (defined as in (53) but with \( \mathcal{L}^N_i,\ell \) replaced by \( \mathcal{L}^{\infty,\ell}_i \)) is supported on \((0,1)\). Hence, for some \( \epsilon > 0 \), this random variable \( W(\infty, \ell) \) is at least \( \epsilon \) with probability at least \( \epsilon \), which implies that \( \ell(\infty) \) is finite almost surely. By uniform convergence of the approximating line ensembles and continuity of the function \( \mathbf{H} \), we find that the corresponding random variable \( W(N, \ell) \) associated to the \( N \)-th line ensemble exceeds \( \epsilon/2 \) with probability at least \( \epsilon/2 \), for all \( N \) high enough. This implies that there exists a geometric random variable \( G \) of parameter at most \( 1 - (\epsilon/2)^2 \), such that \( \ell(N) \leq G \) for all high enough \( N \), hence completing the proof of the lemma.

**Lemma 5.4.** There exists a unique limit point for \( \{\ell(N)\}_{N \in \mathbb{N}} \) and this limit point is \( \ell(\infty) \).

**Proof.** Condition on the values of the (almost surely finite length) sequence \( \{W(\infty, j)\}_{j=1}^{\ell(\infty)} \). Note that \( W(\infty, \ell(\infty)) \in (0,1) \) as readily follows from the fact that \( \ell(\infty) \) is almost surely finite and each \( W(\infty, \ell(\infty)) \in (0,1) \). Note that the conditional distribution of \( U_{\ell(\infty)} \) is the uniform distribution on \([0, W(\infty, \ell(\infty))] \). Therefore, the inequality \( U_{\ell(\infty)} < W(\infty, \ell(\infty)) \) is satisfied almost surely, so that, by uniform convergence, \( U_{\ell(\infty)} < W(\ell(\infty)) \) for \( N \) high enough. Hence, \( \lim \sup_{N \to \infty} \ell(N) \leq \ell(\infty) \) almost surely.

Conversely, for any given \( 1 \leq j < \ell(\infty) \), the conditional distribution of \( U_j \) is the uniform distribution on \([W(\infty, \ell(\infty)), 1] \). Therefore, \( U_j > W(\infty, j) \) almost surely, so that, by uniform convergence, \( U_j > W(\ell(\infty), j) \) for \( N \) high enough. Hence, \( \lim \inf_{N \to \infty} \ell(N) \geq \ell(\infty) \) almost surely.

These two lemmas complete the proof of the first claim of Proposition 5.2. The second claim follows readily from the definition of the normalizing constant and the uniform convergence afforded by the Skorohod representation theorem.

**6. Proof of Theorem 3.9**

The proof of Theorem 3.9 relies heavily on three key technical propositions which we now state (their proofs are delayed until Section 7). Theorem 3.9(1) deals with the sequential compactness of the \( k \) lowest indexed curves of \( \mathcal{H}^{\infty,N} \) as \( N \to \infty \). Using the three key propositions, we prove Proposition 6.4 which shows that, for \( t > 0 \) fixed, there is uniform control as \( N \to \infty \) on the normalizing constant for the \( k \) lowest indexed curves of \( \mathcal{H}^{\infty,N} \) on a fixed interval \((\ell, r)\). This suffices to prove sequential compactness. Theorem 3.9(2) deals with the uniform control (as both \( t \geq 1 \) and \( N \geq N_0 \) vary) of the normalizing constant for the lowest indexed curve of \( \mathcal{H}^{\infty,N} \) on a fixed interval \((\ell, r)\). Using the three key technical propositions, we prove Proposition 6.5 which exactly demonstrates this control.

**6.1. Three key technical propositions.** Together the following three propositions will show that, for each given \( n \in \mathbb{N} \), the curve \( \mathcal{H}^{\infty,N}_n(\cdot) \) is bounded above and below on compact intervals, with bounds which are independent of spatial location (after a parabolic shift) and which hold uniformly in \( t \geq 1 \) and \( N \geq N_0 \) (with \( N_0 \) depending on \( t \) and the choice of compact interval).
Proposition 6.1. Fix \( n \in \mathbb{N} \). For each \( \epsilon > 0 \), there exists \( R_n = R_n(\epsilon) > 0 \) such that, for any \( x_0 > 0 \) and \( t \geq 1 \), there exists \( N_0(x_0, t, \epsilon) \) so that, for all \( N \geq N_0(x_0, t, \epsilon) \) and \( \bar{x} \in [-x_0, x_0] \),
\[
P\left( \inf_{s \in \left[\bar{x} - \frac{1}{2}, \bar{x} + \frac{1}{2}\right]} \left( \delta_{i,n}^{t,N}(s) + s^2/2 \right) < -R_n \right) < \epsilon.
\]

Proposition 6.2. Fix \( n \in \mathbb{N} \). For all \( \epsilon > 0 \) and \( \delta \in (0, \frac{1}{8}) \), there exists \( T_0 > 0 \) such that, for any \( x_0 > T_0 \) and \( t \geq 1 \), there exists \( N_0(x_0, t, \epsilon, \delta) \) so that, for all \( N \geq N_0(x_0, t, \epsilon, \delta) \), \( T \in [T_0, x_0] \) and \( y_0 \in [-x_0, x_0 - T] \),
\[
P\left( \inf_{s \in [y_0, y_0 + T]} \left( \delta_{i,n}^{t,N}(s) + s^2/2 \right) < -\delta T^2 \right) < \epsilon.
\]

Proposition 6.3. Fix \( n \in \mathbb{N} \). For each \( \epsilon > 0 \), there exists \( \bar{R}_n = \bar{R}_n(\epsilon) > 0 \) such that, for any \( x_0 > 0 \) and \( t \geq 1 \), there exists \( N_0(x_0, t, \epsilon) \) so that, for all \( N \geq N_0(x_0, t, \epsilon) \) and \( \bar{x} \in [-x_0, x_0 - 1] \),
\[
P\left( \sup_{s \in (\bar{x}, \bar{x} + 1]} \left( \delta_{i,n}^{t,N}(s) + s^2/2 \right) > \bar{R}_n \right) < \epsilon.
\]

6.2. Controlling the normalizing constant. Using the three key propositions, we prove two results about the probability that normalizing constants for \( \delta_{i,n}^{t,N} \) becomes small. Proposition 6.4 works with a fixed \( t \) and an arbitrary indexed curve, while Proposition 6.5 works with all \( t \geq 1 \) in a uniform manner and only considers the lowest indexed curve. Before stating and proving these propositions, let us remark on how to interpret their statements. In Proposition 6.4 we consider \( Z_{H,t}^{n,n,(\ell,r),\delta_{i,n}^{t,N}(\ell),\delta_{i,n}^{t,N}(r),\delta_{i,n-1}^{t,N},\delta_{i,n+1}^{t,N}} \) as a random variable under the measure \( P \). Given the information provided by \( \delta_{i,n}^{t,N}(\ell),\delta_{i,n}^{t,N}(r) \) and the curves \( \delta_{i,n-1}^{t,N},\delta_{i,n+1}^{t,N} \) on the interval \((\ell,r)\), this normalizing constant is deterministic. However, since this input data is random with respect to \( P \), the normalizing constant is likewise random. It is this random variable whose distribution we are studying. A similar consideration applies to Proposition 6.5 below.

Proposition 6.4. Fix \( t \geq 1, k_1 \leq k_2 \in \mathbb{N} \) and an interval \((\ell,r) \subset \mathbb{R} \). Then, for all \( \epsilon > 0 \), there exists \( \delta > 0 \) and \( N_0(t, n, \ell, r, \epsilon, \delta) > n \) such that, for all \( N \geq N_0(t, k_1, k_2, \ell, r, \epsilon, \delta) \),
\[
P\left( Z_{H,t}^{k_1,k_2,(\ell,r),\bar{x},\bar{y},\delta_{i,k_1-1,\delta_{i,k_2+1}^{t,N}}} < \delta \right) < \epsilon
\]
where \( \bar{x} = (\delta_{i,n}^{t,N}(\ell))_{i=1}^{k_2} \) and \( \bar{y} = (\delta_{i,n}^{t,N}(r))_{i=1}^{k_2} \), and with the convention that \( \delta_{0}^{t,N} \equiv +\infty \).

Proof. Propositions 6.1, 6.2 and 6.3 imply that (given \( t, \ell, r, k_1, k_2, \epsilon \)) there exists \( M > 0 \) such that the event
\[
E = \left\{ \inf_{s \in [\ell, r]} \delta_{i,k_1-1}^{t,N}(s) > -M \right\} \bigcap \left\{ \sup_{s \in [\ell, r]} \delta_{i,k_2+1}^{t,N}(x) < M \right\} \bigcap \left\{ \delta_{i,k_1}^{t,N}(s) \leq M \text{ for } s \in (\ell, r), i \in (k_1, \ldots, k_2) \right\}
\]
has probability \( P(E) \geq 1 - C \epsilon \) for some constant \( C = C(\ell, r) \). For instance \( C(\ell, r) = r - \ell + 2 + 4(k_2 - k_1 + 1) \) works since the first term in \( E \) contributed \( \epsilon \) due to a single application of Proposition 6.2, the second term contributed \( \epsilon [r - \ell] \geq \epsilon (r - \ell + 1) \) due to that many applications of Proposition 6.3, and the third term in \( E \) contributed \( 4 \epsilon (k_2 - k_1 + 1) \) due to applications of Proposition 6.1 and 6.3 for the lower and upper bounds (respectively) and for \( s = \ell \) and \( s = r \), as well as all \( i \in (k_1, \ldots, k_2) \).

For \( \delta \) to be specified soon, define the event
\[
D = \left\{ \delta_{i,k_1,k_2,(\ell,r),\bar{x},\bar{y},\delta_{i,k_1-1,\delta_{i,k_2+1}^{t,N}}} < \delta \right\}.
\]
We may bound
\[ \mathbb{P}(D) \leq \mathbb{P}(D \cap E) + \mathbb{P}(E^c). \]

Since we have already observed that \( \mathbb{P}(E^c) \leq C \epsilon \), the proposition will follow (by replacing \( \epsilon \) with \( \epsilon/C \)) if we can show that
\[ \mathbb{P}(D \cap E) = 0. \] (56)

Let us assume that \( E \) occurs. In that case, observe that, due to the monotonicity of Lemma 2.6,
\[ Z_{H_t}^{k_1,k_2,(t,r),\bar{\gamma}_{k_1-1}^{N},\bar{\gamma}_{k_2+1}^{N}} \geq Z_{H_t}^{k_1,k_2,(t,r),\bar{\gamma}_{-M,M}}. \]

Clearly, there exists some \( \delta > 0 \) such that \( Z_{H_t}^{k_1,k_2,(t,r),\bar{\gamma}_{-M,M}} > \delta \) given that \( E \) occurs. Thus, for such a \( \delta \), (56) holds and the proof is completed. \( \square \)

We now prove bounds, valid uniformly in \( t \), on the normalization constant for the lowest indexed curve. It is possible that a variant of the method of proof can be applied to curves of higher index, but we do not pursue such an inquiry.

**Proposition 6.5.** Consider an interval \( (\ell, r) \subset \mathbb{R} \). Then, for all \( \epsilon > 0 \), there exists \( \delta = \delta(\ell, r, \epsilon) > 0 \) such that, for all \( t \geq 1 \) and \( N \geq N_0(t, \ell, r, \epsilon, \delta) \),
\[ \mathbb{P}\left(Z_{H_t}^{1,1,(\ell,r),\bar{\gamma}_1^{N}(\ell),\bar{\gamma}_2^{N}(r),+\infty,\bar{\gamma}_2^{N}} < \delta\right) < \epsilon. \]

**Proof.** We start this proof by considering a general setup. In this setup we state and prove Lemmas 6.6 and 6.7. With these lemmas, we readily reach the desired conclusion of the proposition.

In this general setup, we consider two random curves \( L \) and \( \tilde{L} \) from \([\ell - 1, r + 1] \to \mathbb{R}\) which start at \( x \) and end at \( y \), as well as a measurable function \( g : [\ell - 1, r + 1] \to \mathbb{R} \). Here \( x, y \in \mathbb{R} \) and the function \( g \) are arbitrary. The laws of the curves \( L \) and \( \tilde{L} \) will be denoted respectively by \( \mathbb{P}_L \) and \( \mathbb{P}_{\tilde{L}} \) are both are defined via Radon-Nikodym derivatives with respect to the law of a single Brownian bridge on \([\ell - 1, r + 1]\) which starts at \( x \) and ends at \( y \). As in Definition 2.2 we denote the law of this Brownian bridge law by \( \mathbb{P}^{1,1,(\ell-1,r+1),x,y}_{\text{free}} \). The law of \( L \) is equal to \( \mathbb{P}_L = \mathbb{P}^{1,1,(\ell,r),x,y,+\infty}_{H_t,g} \) (Definition 2.2). The law of \( \tilde{L} \) is defined by the Radon-Nikodym derivative
\[ \frac{d\mathbb{P}_{\tilde{L}}}{d\mathbb{P}^{1,1,(\ell-1,r+1),x,y}_{\text{free}}} (B) = \tilde{Z}^{-1} \exp \left\{ - \int_{[\ell-1,\ell] \cup [r,r+1]} e^{t^{1/3}(g(s)-B(s))} \right\}, \]

where \( \tilde{Z} > 0 \) is equal to \( E_{\text{free}}^{1,1,(\ell-1,r+1),x,y}(B) \) evaluated on the exponential term on the right-hand side. This definition for the law of \( \tilde{L} \) means that Gibbs-type conditioning is only on the intervals \([\ell - 1, \ell] \) and \([r, r + 1]\).

**Lemma 6.6.** For any \( M_1, M_2 > 0 \) if
\[ \sup_{s \in [\ell-1,r+1]} g(s) \leq M_2 \quad \text{and} \quad x, y \geq -M_1, \]
then, setting \( z = M_1 + M_2 + (r - \ell)^{1/2} \), we have that
\[ \mathbb{P}_{\tilde{L}} \left( Z_{H_t}^{1,1,(\ell,r),\tilde{L}(\ell),\tilde{L}(r),+\infty,g} \geq e^{-(r-\ell)(1-2e^{-2})} \right) \geq \frac{1}{2\pi} \frac{2z^2}{(2z^2 + 1)^2} e^{-2z^2}. \] (57)

**Proof.** Define \( E = \left\{ \min\{\tilde{L}(\ell), \tilde{L}(r)\} \geq M_2 + (r - \ell)^{1/2} \right\} \). We claim that
\[ \mathbb{P}_{\tilde{L}}(E) \geq \frac{1}{2\pi} \frac{2z^2}{(2z^2 + 1)^2} e^{-2z^2}. \] (58)
To prove this, observe that by use of the monotonicity results, Lemmas 2.6 and 2.7, we can couple to \( \tilde{\mathcal{L}} \) a Brownian bridge \( \tilde{B} \) with \( \tilde{B}(\ell - 1) = \tilde{B}(r + 1) = -M_1 \) in such a way that, for all \( s \in [\ell - 1, r + 1] \), \( \tilde{\mathcal{L}}(s) \geq \tilde{B}(s) \). Thus,
\[
\mathbb{P}_{\tilde{\mathcal{L}}}(E) \geq \mathbb{P} \left( \min\{\tilde{B}(\ell), \tilde{B}(r)\} \geq M_2 + (r - \ell)^{1/2} \right),
\]
where the right-hand side \( \mathbb{P} \) is Brownian bridge. The bound in (58) follows now from the positive associativity of Brownian bridge, and the Gaussian tail bound of Lemma 2.10. In particular, the probability that Brownian bridge starting and ending at height 0 on the interval \([\ell - 1, r + 1]\) is above \( z \) at \( \ell \) and at \( r \) is at least the product of the one-dimensional probabilities which are themselves at least as high as \( \frac{\sqrt{2}}{2\pi} e^{-z^2} \) (which follows because the variance at \( \ell \) and \( r \) is \( \frac{\sqrt{2}}{2\pi} e^{-z^2} \geq 1/2 \)).

Having shown the claim in (58), we now assert that, when the event \( E \) holds, so does
\[
A = \left\{ Z_{H_t}^{1,1,(\ell,r),\tilde{\mathcal{L}(\ell),\tilde{\mathcal{L}(r)},+\infty,g} \geq e^{-(r-\ell)}(1-2e^{-2}) \right\}.
\]
To see this, observe that
\[
Z_{H_t}^{1,1,(\ell,r),\tilde{\mathcal{L}(\ell),\tilde{\mathcal{L}(r)},+\infty,g} = \mathbb{E}_{\text{free}}^{1,1,(\ell,r),\tilde{\mathcal{L}(\ell),\tilde{\mathcal{L}(r)}} \left[ \exp \left\{ -\int_{\ell}^{r} e^{t \delta(\tilde{L}(s) - B(s))} ds \right\} \right]
\]
\[
\geq e^{-(r-\ell)}(1-2e^{-2}).
\]
The equality follows directly from Definition 2.2. To derive the inequality, observe that, owing to Lemma 2.11, Brownian bridge \( B \), distributed according to the measure on the right-hand side, differs by less than \( (r-\ell)^{1/2} \) from the linear interpolation of its endpoints with probability at least \( 1-2e^{-2} \). On this event for \( B \) (and recalling the inequalities satisfied on the event \( E \)), it follows that we can bound \( g(s) - B(s) \leq 0 \) and hence obtain \( e^{t \delta(\tilde{L}(s) - B(s))} \leq 1 \). This proves the inequality in (59), so that \( E \subseteq A \) holds, as we sought to show. This inclusion and (58) prove the lemma. \( \square \)

**Lemma 6.7.** Let \( M_1, M_2 > 0 \). If
\[
\sup_{s \in [\ell - 1, r + 1]} g(s) \leq M_2 \quad \text{and} \quad x, y \geq -M_1,
\]
then, setting \( z = M_1 + M_2 + (r - \ell)^{1/2} \), we have that, for all \( \tilde{\epsilon} \in [0,1] \),
\[
\mathbb{P}_{\tilde{\mathcal{L}}}(Z_{H_t}^{1,1,(\ell,r),\tilde{\mathcal{L}(\ell),\tilde{\mathcal{L}(r)},+\infty,g} \leq \delta(\tilde{\epsilon})) \leq \tilde{\epsilon},
\]
where
\[
\delta(\tilde{\epsilon}) = \tilde{\epsilon} e^{-(r-\ell)}(1-2e^{-2}) \frac{1}{2\pi} \frac{2z^2}{(2z^2+1)^2} e^{-2z^2}.
\]

**Proof.** Define \( \mathbb{P}_{\mathcal{L}'} \) and \( \mathbb{P}_{\tilde{\mathcal{L}'}}, \) as the measures onto curves \( \mathcal{L}', \tilde{\mathcal{L}'} : [\ell - 1, \ell] \cup [r, r + 1] \rightarrow \mathbb{R} \) (with \( \mathcal{L}'(\ell - 1) = \tilde{\mathcal{L}'}(\ell - 1) = x \) and \( \mathcal{L}'(r + 1) = \tilde{\mathcal{L}'}(r + 1) = y \)) induced by restriction of the measures \( \mathbb{P}_{\mathcal{L}} \) and \( \mathbb{P}_{\tilde{\mathcal{L}}} \) to these intervals. The Radon-Nikodym derivative between these two restricted measures is given on curves \( B : [\ell - 1, \ell] \cup [r, r + 1] \rightarrow \mathbb{R} \) by
\[
\frac{d\mathbb{P}_{\mathcal{L}'}}{d\mathbb{P}_{\tilde{\mathcal{L}'}}}(B) = (Z')^{-1} Z_{H_t}^{1,1,(\ell,r),B(\ell),B(r),+\infty,g}.
\]
Here \( Z' \) is the normalizing constant. Specifically,
\[
Z' = \mathbb{E}_{\mathcal{L}'} \left[ Z_{H_t}^{1,1,(\ell,r),B(\ell),B(r),+\infty,g} \right] = \mathbb{E}_{\tilde{\mathcal{L}}} \left[ Z_{H_t}^{1,1,(\ell,r),B(\ell),B(r),+\infty,g} \right],
\]
where $B$ is distributed according to the measure specified by the expectation. The first equality is by definition and the second is from the fact that restricting the measure $P_\tilde{\xi}$ does not change its marginal at $\ell$ and $r$. Owing to this explicit form of $Z'$ and Lemma 6.6, we have the lower bound

$$Z' \geq e^{-(r-\ell)}(1-2e^{-2}) \frac{1}{2\pi} \frac{2\delta^2}{(2\delta^2+1)^2} e^{-2\delta^2} = \frac{\delta(\tilde{\varepsilon})}{\tilde{\varepsilon}}. \quad (62)$$

Observe now that

$$\mathbb{P}_L\left(Z_{H_1}^{1,1,1,1}(\ell,\ell),L(\ell),L(r)\right) = \mathbb{P}_L'\left(Z_{H_1}^{1,1,1,1}(\ell,\ell),L(\ell),L(r)\right) \leq \delta(\tilde{\varepsilon})$$

and

$$\leq (Z')^{-1} \mathbb{P}_L\left(Z_{H_1}^{1,1,1,1}(\ell,\ell),L(\ell),L(r)\right) \leq \delta(\tilde{\varepsilon}).$$

The equality is by definition. The first inequality is an instance of size biasing and relies upon (61). The next inequality is trivial and the final one follows from (62). □

We now complete the proof of Proposition 6.5 by applying Lemma 6.7 to the situation at hand. Define the event

$$B = \left\{ \sup_{s \in [\ell-1, r+1]} \delta_{2,2}^{t,N}(s) \leq M_2 \right\} \cap \left\{ \min \{ \delta_{1,1}^{t,N}(\ell-1), \delta_{1,1}^{t,N}(r+1) \} \geq -M_1 \right\},$$

where $M_1$ and $M_2$ have been chosen here to be large enough so that, for $N \geq N_0$, $\mathbb{P}(B^c) \leq 3\varepsilon$. The existence of such $M_1$ and $M_2$ is assured by Propositions 6.3 and 6.1. Define $z$ and $\delta(\tilde{\varepsilon})$ with respect to $M_1$ and $M_2$ as in the statement of Lemma 6.7.

Consider the probability

$$\mathbb{P}\left( \left\{ Z_{H_1}^{1,1,1,1}(\ell,\ell),\delta_{1,1}^{t,N}(\ell),\delta_{1,1}^{t,N}(r),+\infty,\delta_{2,2}^{t,N} \right\} < \delta(\tilde{\varepsilon}) \right) \cap B \right) \quad (63)$$

Observe that as $F_{ext}\left(\left\{1\right\} \times (\ell - 1, r + 1)\right)$-measurable random variables,

$$\mathbb{E}\left[ 1 \left\{ Z_{H_1}^{1,1,1,1}(\ell,\ell),\delta_{1,1}^{t,N}(\ell),\delta_{1,1}^{t,N}(r),+\infty,\delta_{2,2}^{t,N} \right\} < \delta(\tilde{\varepsilon}) \right] \mathbb{E}\left[ F_{ext}\left(\left\{1\right\} \times (\ell - 1, r + 1)\right) \right] = \mathbb{P}_L\left( Z_{H_1}^{1,1,1,1}(\ell,\ell),L(\ell),L(r)\right) \leq \delta(\tilde{\varepsilon})$$

where $\mathbb{P}_L$ is specified (as in the beginning of the proof of this proposition) with respect to $x = \delta_{1,1}^{t,N}(\ell - 1), y = \delta_{1,1}^{t,N}(r + 1)$ and $g(\cdot) = \delta_{2,2}^{t,N}(\cdot)$ on $[\ell - 1, r + 1]$. When the $F_{ext}\left(\left\{1\right\} \times (\ell - 1, r + 1)\right)$-measurable event $B$ holds, $\sup_{s \in [\ell-1, r+1]} g(s) \leq M_2$ and $x, y \geq -M_1$. Hence, on the event $B$ we may apply Lemma 6.7. This implies that, as a $F_{ext}\left(\left\{1\right\} \times (\ell - 1, r + 1)\right)$-measurable random variable,

$$\mathbb{P}_L\left( Z_{H_1}^{1,1,1,1}(\ell,\ell),L(\ell),L(r)\right) \leq \delta(\tilde{\varepsilon}) \leq \tilde{\varepsilon} \cdot 1_B + 1_{B^c}.$$

The bound on $B^c$ is the obvious upper bound of one for any probability. Plugging this into (63), we find that

$$\mathbb{P}\left( \left\{ Z_{H_1}^{1,1,1,1}(\ell,\ell),\delta_{1,1}^{t,N}(\ell),\delta_{1,1}^{t,N}(r),+\infty,\delta_{2,2}^{t,N} \right\} < \delta(\tilde{\varepsilon}) \right) \cap B \right) \leq \tilde{\varepsilon}. \quad (64)$$

From this and $\mathbb{P}(B^c) \leq 3\varepsilon$, we find that

$$\mathbb{P}\left( Z_{H_1}^{1,1,1,1}(\ell,\ell),\delta_{1,1}^{t,N}(\ell),\delta_{1,1}^{t,N}(r),+\infty,\delta_{2,2}^{t,N} \right) \leq \delta(\tilde{\varepsilon})$$

and

$$\mathbb{P}\left( \left\{ Z_{H_1}^{1,1,1,1}(\ell,\ell),\delta_{1,1}^{t,N}(\ell),\delta_{1,1}^{t,N}(r),+\infty,\delta_{2,2}^{t,N} \right\} < \delta(\tilde{\varepsilon}) \right) \cap B \right) \right) = \mathbb{P}_L\left( Z_{H_1}^{1,1,1,1}(\ell,\ell),L(\ell),L(r)\right) \leq \tilde{\varepsilon} + 3\varepsilon.$$
We take $\tilde{\epsilon} = \epsilon$ and replace $\epsilon$ by $\epsilon/4$ to complete the proof of Proposition 6.5.

6.3. Concluding the proof of Theorem [3.9]. Theorem [3.9](2) follows immediately from Proposition [6.5]. Theorem [3.9](1) follows from Proposition [6.4]; however, this requires a more explanation, which we now provide. What follows is a modification of an argument used in [21] Proof of Proposition 3.7.

The tightness criterion for $k$ continuous functions is the same as for a single function. For $a < b$, and $f_i : (a, b) \to \mathbb{R}$, $1 \leq i \leq k$, define the $k$-line modulus of continuity

$$w_{a,b}(\{f_1, \ldots, f_k\}, r) = \sup_{1 \leq i \leq k} \sup_{s,t \in (a,b)} |f_i(s) - f_i(t)|.$$  \hfill (64)

Consider a sequence of probability measures $P_N$ on $k$ functions $f = \{f_1, \ldots, f_k\}$ on the interval $(a, b)$, and define the event

$$W_{a,b}(\rho, r) = \left\{ w_{a,b}(\{f_1, \ldots, f_k\}, r) \leq \rho \right\}.$$  

As an immediate generalization of [11, Theorem 8.2], the sequence $P_N$ is tight (or sequentially compact) if, for each $1 \leq i \leq k$, the one-point distribution of $f_i(x)$ at a fixed $x \in (a, b)$ is tight and if, for each positive $\rho$ and $\eta$, there exists an $r > 0$ and an integer $N_0$ such that

$$P_N(W_{a,b}(\rho, r)) \geq 1 - \eta, \quad \text{for } N \geq N_0.$$  

We will apply this tightness criterion when $P_N$ is a line ensemble on at least $k$ curves. When we do so, $W_{a,b}(\rho, r)$ remains defined with respect to the curves on $(a, b)$ of index between 1 and $k$. Let us also choose $a = -T$ and $b = T$ with $T$ from the statement of Theorem 3.9.

Propositions 6.3 and 6.1 show tightness of the one-point distribution. In particular, for each given $t \geq 1$ and $n \in \{1, \ldots, k\}$, the one-point distribution of $S_n^{1,n}(x)$ is tight in $N \in \mathbb{N}$, uniformly as $x$ varies over $[-T, T]$. Thus, in light of the criterion provided above, to show tightness of the ensemble $\{S_n^{i,n}(x) : n \in \{1, \ldots, k\}, x \in [-T, T]\}$, it suffices to verify that, for all $\rho, \eta > 0$, we may find some small $r > 0$ and some large $N_0$ for which $P(W_{-T,T}(\rho, r)) \geq 1 - \eta$ for all $N \geq N_0$. Here, $W_{-T,T}(\rho, r)$ is defined as above with $f_n = S_n^{i,n}$ on the interval $[-T, T]$.

Towards this end, let us adopt the shorthand that $Z$ denotes the $F_{\text{ext}}(\{1, \ldots, k\} \times [-T, T])$-measurable normalizing constant (Definition 2.2)

$$Z = Z_{\mathbb{H}\mathbb{C}}^{1,k,(-T,T),\bar{x},\bar{y},+\infty,S_{k+1}^{i,n}},$$

where

$$\bar{x} = (S_{1,n}^{1,n}(-T), \ldots, S_{k,n}^{1,n}(-T)), \quad \bar{y} = (S_{1,n}^{1,n}(T), \ldots, S_{k,n}^{1,n}(T)).$$  \hfill (65)

For $M > 0$, define the event

$$S_M = \bigcap_{n=1}^k \left\{ -M \leq S_n^{1,n}(-T), S_n^{1,n}(T) \leq M \right\}.$$  

We claim that, for any $\rho, \eta > 0$, there exists $r > 0$, $\delta > 0$, $M > 0$ and $N_0$ such that, for $N \geq N_0$,

$$P\left(W_{-T,T}(\rho, r) \cap \{Z \geq \delta\} \cap S_M\right) > 1 - \eta.$$  \hfill (66)

It is obvious that from this claimed bound we may conclude that $P(W_{-T,T}(\rho, r)) \geq 1 - \eta$ as is needed for the tightness criterion. Hence, if we can show the above claim then we will have completed the proof of Theorem 3.9.
In order to prove the claim, note that the events \( \{ Z \geq \delta \} \cap S_M \) in (66) are \( F_{\text{ext}}(\{1, \ldots, k\} \times [-T,T]) \)-measurable. We can thus write the left-hand side of (66) as

\[
\mathbb{E}\left[ 1_{Z \geq \delta} 1_{S_M} \mathbb{E}\left[ 1_{W_{-T,T}(\rho, r)} \left| F_{\text{ext}}(\{1, \ldots, k\} \times [-T,T]) \right. \right. \right].
\]

(67)

From the \( H_k \)-Brownian Gibbs property (Definition 2.2) enjoyed by the measure \( P \) on \( \mathcal{Y}^{k,N} \) (Corollary 3.6), \( P \)-almost surely,

\[
\mathbb{E}\left[ 1_{W_{-T,T}(\rho, r)} \left| F_{\text{ext}}(\{1, \ldots, k\} \times [-T,T]) \right. \right. \right] = P_{H_k}^{1,k,-(T,T),x,y,+,\infty,\delta,k+1} W_{-T,T}(\rho, r),
\]

with \( x \) and \( y \) as in (65). On the right-hand side, \( W_{-T,T}(\rho, r) \) is defined with respect to the \( k \) paths specified by the measure \( P_{H_k}^{1,k,-(T,T),x,y,+,\infty,\delta,k+1} \).

**Lemma 6.8.** Let \( \rho, \eta, \delta, M, T > 0 \) and \( k \geq 1 \). There exists \( r > 0 \) such that, if \( x, y \in \mathbb{R}^k \) and \( g : [-T,T] \to \mathbb{R} \) satisfy the conditions \( |x_i|, |y_i| \leq M \) for \( 1 \leq i \leq k \) and \( Z_{H_k}^{1,k,-(T,T),x,y,+,\infty,\delta} \geq \delta \), then

\[
P_{H_k}^{1,k,-(T,T),x,y,+,\infty,\delta} W_{-T,T}(\rho, r) \geq 1 - \eta/2.
\]

Let us assume the lemma for the moment and complete the proof of the claimed equation (66). By choosing \( r \) small enough (depending on \( \rho, \eta, \delta, M \)), using (65) and Lemma 6.8, we may bound

\[
(67) \geq (1 - \eta/2) \mathbb{E}\left[ 1_{Z \geq \delta} 1_{S_M} \right] = (1 - \eta/2) P(\{ Z \geq \delta \} \cap S_M).
\]

(69)

Now choose \( \delta > 0 \) small enough and \( M, N_0 > 0 \) large enough so that

\[
P(\{ Z \geq \delta \} \cap S_M) \geq 1 - \eta/2.
\]

(70)

Let us see why this can be achieved. Proposition 6.4 shows that there exists \( \delta > 0 \) and \( N_0 \) such that, for \( N \geq N_0 \), \( P(\{ Z \geq \delta \} \leq \eta/4 \). Propositions 6.3 and 6.1 imply that we may choose \( M, N_0 \) large enough and \( \delta \) small enough so that \( P(S_M) \leq \eta/4 \) for \( N \geq N_0 \). This implies (70).

In light of (69) and (70), we find that (67) \( \geq (1 - \eta/2)^2 \geq 1 - \eta \), as desired to prove the claim (66) and complete the proof of this theorem.

All that now remains is to prove Lemma 6.8.

**Proof of Lemma 6.8.** Let us start by considering \( \{ \tilde{B}_i \}_{i=1}^k \), \( k \) independent Brownian bridges on \([0,1]\) with \( \tilde{B}_i(0) = 0 \) and \( \tilde{B}_i(1) = 0 \). For each \( \tilde{r} \), associate the random modulus of continuity \( w_{0,1}(\tilde{B}_i, \tilde{r}) \in [0,\infty) \). From these \( \tilde{B}_i \), we construct Brownian bridges \( B_i \) on \((a,b)\) with \( B_i(a) = x_i \) and \( B_i(b) = y_i \) by setting

\[
B_i(t) = (b-a)^{1/2} \tilde{B}_i \left( \frac{t-a}{b-a} \right) + \left( \frac{b-t}{b-a} \right) x_i + \left( \frac{t-a}{b-a} \right) y_i.
\]

The collection \( \{ B_i \}_{i=1}^k \) is thus distributed according to the measure \( P_{\text{free}}^{1,k,(a,b),x,y} \). For what follows, set \( a = -T \) and \( b = T \).

The \( k \)-line modulus of continuity \( w_{-T,T}(\{ B_1, \ldots, B_k \}, 2T \tilde{r}) \) may then be bounded by

\[
w_{-T,T}(\{ B_1, \ldots, B_k \}, 2T \tilde{r}) \leq \sup_{1 \leq i \leq k} \left( (2T)^{1/2} w_{0,1}(\tilde{B}_i, \tilde{r}) + |x_i - y_i| \tilde{r} \right).
\]

(71)

Setting \( \tilde{r} = \frac{x_i - y_i}{2T} \) and using the fact that \( |x_i - y_i| \leq 2M \) (as follows from the assumption that \( |x_i|, |y_i| \leq M \)), we find that

\[
w_{-T,T}(\{ B_1, \ldots, B_k \}, r) \leq (2T)^{1/2} \sup_{1 \leq i \leq k} w_{0,1}(\tilde{B}_i, \frac{x_i - y_i}{2T}) + \frac{Mr}{T}.
\]

(72)
Consider any event $E$ such that $\mathbb{P}_{\free}^{1,k,(a,b),\vec{x},\vec{y}}(E) > \delta$. Observe the general fact that conditioning the measure $\mathbb{P}_{\free}^{1,k,(a,b),\vec{x},\vec{y}}$ on $E$ is equivalent to conditioning the measure of the $k$ Brownian bridges $\{\tilde{B}_i\}_{i=1}^k$ on some other related event $\tilde{E}$ also of probability at least $\delta$. Since the random variables $w_0, 1 \leq i \leq k$, $(\tilde{B}_i, \frac{r}{\sqrt{T}})$ are supported on $[0, \infty)$ and converge to zero as $r$ tends to zero (since the Brownian bridges are continuous almost surely), it follows that, by choosing $r$ small enough (with all of the other variables fixed), we can be assured that, conditioned on the event $\tilde{E}$, we have

$$\left(2T\right)^{1/2} \sup_{1 \leq i \leq k} w_0, 1 \leq i \leq k, \left(\tilde{B}_i, \frac{r}{\sqrt{T}}\right) + \frac{Mr}{T} \leq \rho$$

with probability at least $1 - \eta/2$.

We now apply this deduction to the present case. As in Remark 2.3, note that the law $\mathbb{P}_{\H}^{1,k,(-T,T),\vec{x},\vec{y}^\ast,\infty,g}$ is obtained from $\mathbb{P}_{\free}^{1,k,(-T,T),\vec{x},\vec{y}^\ast}$ by conditioning on the event

$$E = \left\{ \exp \left\{ - \int_{-T}^{T} \left( \sum_{i=1}^{k-1} e^{t^{1/3}} \left( B_{i+1}(x) - B_i(x) \right) + e^{t^{1/3}} \left( g(x) - B_k(x) \right) \right) dx \right\} \geq U \right\},$$

where $U$ is an independent random variable distributed uniformly over the interval $[0, 1]$. Note that $Z_{\H}^{1,k,(-T,T),\vec{x},\vec{y}^\ast,\infty,g}$ is precisely $\mathbb{P}_{\H}^{1,k,(-T,T),\vec{x},\vec{y}^\ast}(E)$, which, by the hypothesis of the lemma, is at least $\delta$. Hence we can make use of the general discussion above to conclude the proof of the lemma. \hfill \Box

7. Proof of three key propositions

Here we prove the three key propositions of Section 6.1 by an induction on the index $n \in \mathbb{N}$. The induction does not proceed independently for each proposition but instead in order to deduce all three propositions for index $n$ we utilize the three propositions for index $n-1$ and $n-2$. The order of deductions for index $n$ is illustrated in Figure 6. To summarize, we start by deducing Proposition 6.1 for index $n$ from the knowledge of all three propositions for index $n-1$. Then we deduce Proposition 6.2 for index $n$ from the knowledge (just gained) of Proposition 6.1 for index $n$ as well as that of Proposition 6.2 for index $n-1$. Finally, we deduce Proposition 6.3 from the knowledge of Proposition 6.1 for index $n$, $n-1$ and $n-2$ and Proposition 6.3 for index $n-1$ (the case $n=1$ of Proposition 6.3 requires a slightly different argument as explained at the beginning of its proof). In order to start the induction we trivially observe that for $n \leq 0$ Propositions 6.1 and 6.2 are satisfied under the convention that such indexed curves are identically $+\infty$. Proposition 6.1 for index $n=1$ follows immediately from Lemma 3.8. This suffices to start the induction.
7.1. **Proof of Proposition 6.1.** We begin presenting the inductive argument. The base case of \( n = 1 \) of the present proposition follows from Lemma 3.3. Let us therefore assume \( n \geq 2 \) and that for index \( n - 1 \) all three of Propositions 6.1, 6.2 and 6.3 have been proved.

Consider \( \epsilon > 0 \) given in the hypothesis of Proposition 6.1. We start this proof by defining \( R_n = R_n(\epsilon) \) as well as a few other parameters.

**Definition 7.1.** Let \( R_{n-1} \) and \( \hat{R}_{n-1} \) be constants provided respectively by Propositions 6.1 and 6.3 (at index \( n - 1 \)) for \( \epsilon > 0 \). Let \( K > 1 \) be such that \( 2(1 - e^{-1/2})^{-1}e^{-K^2/2} = \epsilon \). Let \( T_0 > 0 \) be the parameter provided by Proposition 6.2 (at index \( n - 1 \)) for the given \( \epsilon \) and for any \( \delta \in (1/128, 1/8) \). Let \( T > 1/2 \) be large enough that

\[
T > T_0, \quad T e^{-T^{1/2}} \leq \frac{1}{4} \log 2, \quad \hat{R}_{n-1} \leq \frac{1}{16} T^2 - KT^{1/2}, \quad R_{n-1} \leq \frac{1}{16} T^2.
\]

Define

\[
M = \frac{1}{8} T^2 - \hat{R}_{n-1} + (K + 1) T^{1/2}, \quad \text{and} \quad R_n = M + KT^{1/2}.
\]

We will argue that for \( \epsilon \) given, if we choose \( R_n \) as above then, for any \( x_0 > 0 \) and \( t \geq 1 \), there exists \( N_0 = N_0(x_0, t, \epsilon) \) such that for \( N \geq N_0(x_0, t, \epsilon) \) and \( \bar{x} \in [-x_0, x_0] \),

\[
\mathbb{P}\left( \inf_{s \in \left[\bar{x} - \frac{1}{N}, \bar{x} + \frac{1}{N}\right]} (\mathcal{Y}_{n}^{t,N}(s) + s^2/2) < -R_n \right) < 10 \epsilon. \tag{73}
\]

Of course, since \( \epsilon \) is arbitrary, we may as well have taken \( \epsilon/10 \) in place of \( \epsilon \); thus, by verifying (73), we will likewise verify Proposition 6.1 at index \( n \).

Now consider arbitrary \( x_0 > 0, t \geq 1 \) and \( \bar{x} \in [-x_0, x_0] \). For \( T \) and \( M \) as above, define the events

\[
E_n^{N, -} = \left\{ \sup_{x \in [\bar{x} - 2T, \bar{x} - T]} (\mathcal{Y}_{n}^{t,N}(x) + x^2/2) > -M \right\}
\]

\[
E_n^{N, +} = \left\{ \sup_{x \in [\bar{x} + T, \bar{x} + 2T]} (\mathcal{Y}_{n}^{t,N}(x) + x^2/2) > -M \right\}
\]

and their intersection

\[
E_n^N = E_n^{N, -} \cap E_n^{N, +}.
\]

When the event \( E_n^N \) holds, \( \mathcal{Y}_{n}^{t,N}(x) \) exceeds \( -M \) at some \( x \) in \( [\bar{x} - 2T, \bar{x} - T] \) as well as at another \( x \) in \( [\bar{x} + T, \bar{x} + 2T] \).

We will prove two lemmas involving this event. Lemma 7.2 shows this is likely since otherwise the \( H_T \)-Brownian Gibbs property implies that the \( n - 1 \) indexed curve sags lower than it is allowed to by Proposition 6.2 (for index \( n - 1 \)). Lemma 7.3 shows that if \( E_n^N \) occurs, then the index \( n \) curve can not sag too much in \( [\bar{x} - T, \bar{x} + T] \).

**Lemma 7.2.** For arbitrary \( x_0 > 0 \) and \( t \geq 1 \), there exists \( N_0(x_0, t, \epsilon) \) such that, for \( N \geq N_0(x_0, t, \epsilon) \) and \( \bar{x} \in [-x_0, x_0] \),

\[
\mathbb{P}\left( (E_n^N)^c \right) \leq 8 \epsilon.
\]

**Lemma 7.3.** For arbitrary \( x_0 > 0 \) and \( t \geq 1 \), there exists \( N_0(x_0, t, \epsilon) \) such that, for \( N \geq N_0(x_0, t, \epsilon) \) and \( \bar{x} \in [-x_0, x_0] \),

\[
\mathbb{P}\left( \left\{ \inf_{x \in [\bar{x} - T, \bar{x} + T]} (\mathcal{Y}_{n}^{t,N}(x) + x^2/2) < -R_n \right\} \cap E_n^N \right) < 2 \epsilon.
\]
Before proving these lemmas, observe that combining them readily proves (73) (in fact with the 1/2 replaced by \( T \)). Of course, the two functions \( N_0(x_0, t, \epsilon) \) returned by the two lemmas may not be the same, but we may take their maximum.

Thus, to complete the proof of Proposition (7.1) at index \( n \), it remains prove these two lemmas. It is worth noting that in these lemmas, \( x_0 > 0 \) and \( t \geq 1 \) are chosen arbitrarily, and the parameters \( T_0, T, R_{n-1}, R_{n-1}, K, M \) and \( R_n \) specified in Definition (7.1) are independent of \( x_0 \) and \( t \). The reason why this can be is that, in proving these lemmas, we appeal only to (the inductively already shown instances of) Propositions (6.1), (6.2) and (6.3), all of which display a similar independence of \( x_0 \) and \( t \). This uniformity in \( x_0 > 0 \) and \( t \geq 1 \) is important since it allows us to make statements which hold true uniformly as \( t \) grows (the \( x_0 \) uniformity is also useful, but in a more technical way in the proofs). We will not labor this point further in the ensuing proofs.

**Proof of Lemma (7.2).** On the event \((E_n^N)^c\), either \((E_n^{N,-})^c\) or \((E_n^{N,+})^c\) holds (or both). Consider \( x_0 > 0, t \geq 1 \) and \( \bar{x} \in [-x_0, x_0] \). We will show that there exists \( N_0(x_0, t, \epsilon) \) such that, for \( N \geq N_0(x_0, t, \epsilon) \),

\[
\mathbb{P}\left((E_n^{N,-})^c\right) \leq 4\epsilon.
\]

From (74), the lemma will immediately follow by the union bound since the analogous result for \((E_n^{N,+})^c\) is shown in the same manner.

The idea of the proof of (74) is that we have chosen \( T \) and \( M \) large enough that, conditioned on the event \((E_n^{N,-})^c\), the curve \( \delta_{n-1}^{t,N}(x) \) on the interval \([\bar{x} - 2T, \bar{x} - T]\) sags so as to interpolate linearly (rather than quadratically) between its values at \( x = \bar{x} - 2T \) and \( x = \bar{x} - T \). However, this sagging of the \((n-1)\)-indexed curve is known to occur with very small probability (due to our inductive knowledge about curves of index \( n-1 \)) and thus so too must \((E_n^{N,-})^c\) occur only with very small probability. In the course of this proof, we will require \( N \) to be sufficiently large so as to be able to apply various (already inductively established) results. The value of \( N_0(x_0, t, \epsilon) \) in Lemma (7.2) may be taken to be the maximum over all such requirements on \( N \).

Define the event

\[ H_{n-1}^N = \left\{ \delta_{n-1}^{t,N}(x) + x^2/2 \leq \hat{R}_{n-1} \text{ for } x = \bar{x} - 2T \text{ and } x = \bar{x} - T \right\}. \]

By Proposition (6.3), the union bound, and the definition of \( \hat{R}_{n-1} \) (given in Definition (7.1)), there exists \( N_0(x_0, t, \epsilon) \) such that \( \mathbb{P}((H_{n-1}^N)^c) \leq 2\epsilon \) for \( N \geq N_0(x_0, t, \epsilon) \).

**Claim 7.4.** There exists \( N_0(x_0, t, \epsilon) \) such that

\[ \mathbb{P}((E_n^{N,-})^c \cap H_{n-1}^N) \leq 2\epsilon \]

for \( N \geq N_0(x_0, t, \epsilon) \).

It follows from this claim that

\[ \mathbb{P}((E_n^{N,-})^c) \leq \mathbb{P}((E_n^{N,-})^c \cap H_{n-1}^N) + \mathbb{P}((H_{n-1}^N)^c) \leq 4\epsilon, \]

and thus (74) holds.

Thus, to complete the proof of Lemma (7.2), we must show Claim 7.4. Define the event

\[ A = \left\{ \delta_{n-1}^{t,N}(\bar{x} - 3T/2) + (\bar{x} - 3T/2)^2/2 \leq -T^2/16 \right\}. \]

We bound above the probability of this event by applying Proposition (6.2) with curve index \( n-1 \). To do so, we specify that the parameter \( x_0 \) be set as a function of curve index so that \( x_0(n) = x_0(n-1)/2 \); (in this way, if any particular choice of \( x_0 \) at index \( n \) is desired, it may be obtained by setting \( x_0(1) \) equal to a \( 2^n \) multiple of the sought value). The parameter \( \bar{x} \) satisfies \( |\bar{x}| \leq x_0(n) = x_0(n-1)/2 \). As we seek to apply Proposition (6.2) at index \( n-1 \), we must ensure that
$\bar{x} - 3T/2$ lies in the interval $[y_0,y_0+T]$, where the constraint on $y_0$ is that it lies in $[-x_0,x_0-T]$ for $x_0 = x_0(n-1)$. Since $|\bar{x} - 3T/2| \leq x_0(n) + 3T/2 = x_0(n-1)/2 + 3T/2$, we wish to make sure that $x_0(n-1)/2 + 3T/2 \leq x_0(n-1) - T$, for which a lower bound of $5T$ on $x_0(n-1)$ suffices. Setting $x_0(n-1)$ to be any such value also exceeding $T_0$, we may then apply Proposition 5.2 at index $n-1$ for any given choice of $\delta \in (0,1/16)$ to learn that there exists $N_0(x_0,t,\epsilon)$ such that $P(A) \leq \epsilon$ for $N \geq N_0(x_0,t,\epsilon)$. If we can also show that
\[
P\left((E_n^{N,-}c \cap H_{n-1}^N \cap A)c\right) \leq \epsilon, \tag{75}
\]
then Claim 7.4 will follow.

We will use conditional expectations, the $H_r$-Brownian Gibbs property and some monotonicity to reduce the problem of showing (75) to a simple problem involving a single Brownian bridge. Observe that the event $(E_n^{N,-})c \cap H_{n-1}^N$ is $F_{ext}(\{n-1\},[\bar{x} - 2T,\bar{x} - T])$-measurable, whereas $A$ is not. Thus, using conditional expectations, we have
\[
P\left((E_n^{N,-})c \cap H_{n-1}^N \cap A)c\right) = \mathbb{E}\left[1_{(E_n^{N,-})c \cap H_{n-1}^N} \mathbb{E}\left[1_{Ac} \mid F_{ext}(\{n-1\},[\bar{x} - 2T,\bar{x} - T])\right]\right].
\]
To establish (75), it suffices to show that, $P$-almost surely,
\[
\mathbb{E}\left[1_{A^c} \mid F_{ext}(\{n-1\},[\bar{x} - 2T,\bar{x} - T])\right] \leq \epsilon 1_{(E_n^{N,-})c \cap H_{n-1}^N} + 1_{((E_n^{N,-})c \cap H_{n-1}^N)c}. \tag{76}
\]
Of course, the bound by $1_{(E_n^{N,-})c \cap H_{n-1}^N}$ is trivial. In what follows, let us therefore assume that the event $(E_n^{N,-})c \cap H_{n-1}^N$ occurs. The $H_r$-Brownian Gibbs property for $\delta_t^N$ (Corollary 3.6) implies that $P$-almost surely
\[
\mathbb{E}\left[1_{A^c} \mid F_{ext}(\{n-1\},[\bar{x} - 2T,\bar{x} - T])\right] = \mathbb{P}_{H_r}^{n-1,n-1,(\bar{x} - 2T,\bar{x} - T),\delta_{n-1}^{t,N}(\bar{x} - 2T),\delta_{n-1}^{t,N}(\bar{x} - T),\delta_{n-2}^{t,N},\delta_n^{t,N}}(A^c).
\]
To explain the notation on the right-hand side: we let $B : [\bar{x} - 2T,\bar{x} - T] \to \mathbb{R}$ be the curve distributed according to the measure $\mathbb{P}_{H_r}^{n-1,n-1,(\bar{x} - 2T,\bar{x} - T),\delta_{n-1}^{t,N}(\bar{x} - 2T),\delta_{n-1}^{t,N}(\bar{x} - T),\delta_{n-2}^{t,N},\delta_n^{t,N}}$ and then let $A$ be defined in terms of $B$ (i.e. we replace $\delta_t^{t,N}$ by $B$ in the definition).

Since we have assumed that the event $(E_n^{N,-})c \cap H_{n-1}^N$ occurs, we may use Lemmas 2.6 and 2.7 to construct a coupling of the measure $\mathbb{P}_{H_r}^{n-1,n-1,(\bar{x} - 2T,\bar{x} - T),\delta_{n-1}^{t,N}(\bar{x} - 2T),\delta_{n-1}^{t,N}(\bar{x} - T),\delta_{n-2}^{t,N},\delta_n^{t,N}}$ on the curve $B : [\bar{x} - 2T,\bar{x} - T] \to \mathbb{R}$ and the measure $\mathbb{P}_{H_r}^{n-1,n-1,(\bar{x} - 2T,\bar{x} - T),-(\bar{x} - 2T)^2+\hat{R}_{n-1},-(\bar{x} - T)^2+\hat{R}_{n-1},+\infty,\delta_{n}^{t,N}}$ on the curve $\hat{B} : [\bar{x} - 2T,\bar{x} - T] \to \mathbb{R}$ such that almost surely $B(x) \leq \hat{B}(x)$ for all $x \in [\bar{x} - 2T,\bar{x} - T]$. Since the event $A^c$ becomes more probable under pointwise increases in $B$, the existence of the coupling implies that
\[
\mathbb{E}\left[1_{A^c} \mid F_{ext}(\{n-1\},[\bar{x} - 2T,\bar{x} - T])\right] \leq \mathbb{P}_{H_r}^{n-1,n-1,(\bar{x} - 2T,\bar{x} - T),-(\bar{x} - 2T)^2+\hat{R}_{n-1},-(\bar{x} - T)^2+\hat{R}_{n-1},+\infty,\delta_{n}^{t,N}}(A^c),
\]
where $A$ is now defined with respect to $\hat{B}$. The measure on $\hat{B}$ is now relatively simple and a straightforward analysis will reveal that
\[
\mathbb{P}_{H_r}^{n-1,n-1,(\bar{x} - 2T,\bar{x} - T),-(\bar{x} - 2T)^2+\hat{R}_{n-1},-(\bar{x} - T)^2+\hat{R}_{n-1},+\infty,\delta_{n}^{t,N}}(A^c) \leq \epsilon; \tag{77}
\]
thus (75), Claim 7.3 and Lemma 7.2 will follow.

In order to prove (77), let us recall that the law of $\hat{B}$ is given in Definition 2.2 by specifying its Radon-Nikodym derivative $Z^{-1}\hat{W}(\hat{B})$ with respect to Brownian bridge with the same starting and
ending points. Here we have used a shorthand
\[ Z = Z_{H_t}^{n-1,n-1,(\bar{x}-2T,\bar{x}-T),-(\bar{x}-2T)^2+\tilde{R}_{n-1},-(\bar{x}-T)^2+\tilde{R}_{n-1},+\infty,\delta_{n,N}} \]
and
\[ W(\tilde{B}) = W_{H_t}^{n-1,n-1,(\bar{x}-2T,\bar{x}-T),-(\bar{x}-2T)^2+\tilde{R}_{n-1},-(\bar{x}-T)^2+\tilde{R}_{n-1},+\infty,\delta_{n,N}}(\tilde{B}). \]

The Boltzmann weight is given explicitly as
\[ W(\tilde{B}) = \exp \left\{ -\int_{\bar{x}-2T}^{\bar{x}-T} e^{t^{1/3}} \left( \delta_{n,N}^{t,N}(x) - \tilde{B}(x) \right) dx \right\} \]
and \( Z \) is the expectation of \( W(\tilde{B}) \) with respect to the Brownian bridge measure on \( \tilde{B} \).

Let \( L: [\bar{x}-2T, \bar{x}-T] \to \mathbb{R} \) denote the linear interpolation between \( L(\bar{x}-2T) = -(\bar{x}-2T)^2/2 + \tilde{R}_{n-1} \) and \( L(\bar{x}-T) = -(\bar{x}-T)^2/2 + \tilde{R}_{n-1} \). It is readily verified that
\[ \inf_{x \in [\bar{x}-2T, \bar{x}-T]} (L(x) + x^2/2) \geq \tilde{R}_{n-1} - \frac{1}{8} T^2. \]

Since we have assumed that the event \( (\mathbb{E}_n^{N,-})^c \cap H_{n-1}^N \) occurs, it follows that
\[ \sup_{x \in [\bar{x}-2T, \bar{x}-T]} \left( \delta_{n,N}^{t,N}(x) + x^2/2 \right) \leq -M. \]

From the formula for \( M \) in Definition 7.1, we find that
\[ \sup_{x \in [\bar{x}-2T, \bar{x}-T]} (L(x) - \delta_{n,N}^{t,N}(x)) \geq (K + 1)T^{1/2}. \]

Observe now that for curves \( \tilde{B} \) such that
\[ \inf_{x \in [\bar{x}-2T, \bar{x}-T]} (\tilde{B}(x) - L(x)) \geq -T^{1/2}, \]
the weight \( W(\tilde{B}) \) satisfies
\[ W(\tilde{B}) \geq \exp \left\{ -Te^{-t^{1/3}KT^{1/2}} \right\} \geq 1/2. \]
The first inequality follows from (78) and the second from the explicit conditions on \( T \) and \( K \) in Definition 7.1 as well as \( t \geq 1 \).

In computing the normalizing constant \( Z \), we average \( W(\tilde{B}) \) over \( \tilde{B} \) distributed according to the Brownian bridge measure. From Lemma 2.11, the probability that (79) occurs for a Brownian bridge \( \tilde{B} \) is known to be at least \( 1 - e^{-2} \). Since for such \( \tilde{B} \), \( W(\tilde{B}) \geq 1/2 \), it follows that
\[ Z \geq \frac{1}{2} (1 - e^{-2}). \]

We further find that
\[ \mathbb{P}_{H_t}^{n-1,n-1,(\bar{x}-2T,\bar{x}-T),-(\bar{x}-2T)^2+\tilde{R}_{n-1},-(\bar{x}-T)^2+\tilde{R}_{n-1},+\infty,\delta_{n,N}} \left( \sup_{x \in [\bar{x}-2T,\bar{x}-T]} (\tilde{B}(x) - L(x)) \geq KT^{1/2} \right) \]
\[ \leq Z^{-1} e^{-2K^2} \leq \epsilon. \]
The inequality between the first and second lines uses a similar reasoning as above (i.e. Lemma 2.11 and the trivial bound that \( W \) is always bounded above by one) and the inequality in the second line follows from (80) and the choice of \( K \) specified in Definition 7.1. All that remains is to observe that (81) implies the desired (77).

To this end, observe that
\[ L(\bar{x}-3T/2) + (\bar{x}-3T/2)^2/2 = \tilde{R}_{n-1} - \frac{T^2}{8} \]
and hence
\[ \hat{B}(\bar{x} - 3T/2) + (\bar{x} - 3T/2)^2/2 = \hat{B}(\bar{x} - 3T/2) - L(\bar{x} - 3T/2) + \hat{R}_{n-1} - \frac{T^2}{8} \]
Thus, if \( \sup_{x \in [\bar{x} - 2T, \bar{x} - T]} (\hat{B}(x) - L(x)) < KT^{1/2} \) holds, then
\[ \hat{B}(\bar{x} - 3T/2) + (\bar{x} - 3T/2)^2/2 < \hat{R}_{n-1} - \frac{T^2}{8} + KT^{1/2} \leq -\frac{T^2}{16}, \]
where the second inequality uses the assumption on \( T \) in Definition 7.1 that \( \hat{R}_{n-1} + KT^{1/2} \leq \frac{T^2}{16} \).
The event \( A^c \) (with \( \delta_{n-1}^{t,N} \) replaced by \( \hat{B} \) in the definition) exactly coincides with the event that
\[ \hat{B}(\bar{x} - 3T/2) + (\bar{x} - 3T/2)^2/2 \geq -\frac{T^2}{16} \] and hence (81) implies (77). This completes the proofs of Claim 7.4 and Lemma 7.2.

\textbf{Proof of Lemma 7.3.} When the event \( E_n^N \) holds, the curve \( \delta_{n}^{t,N}(x) + x^2/2 \) rises above the level \(-M\) on both of the intervals \([\bar{x} - 2T, \bar{x} - T]\) and \([\bar{x} + T, \bar{x} + 2T]\). By resampling the trajectory of \( \delta_{n}^{t,N}(x) \) between the outermost such times and using the strong Gibbs property as well as certain monotonicities, we will infer that, on the interval \([\bar{x} - T, \bar{x} + T]\), the curve \( \delta_{n}^{t,N}(x) + x^2/2 \) is very likely to always (as \( x \) varies) be larger than \(-R_n\), thus proving the lemma. Recall that the parameters \( T_0, T, R_n, \hat{R}_{n-1}, K, M \) and \( R_n \) are specified in Definition 7.1.

Define the event
\[ F_{n-1}^N = \left\{ x \in [\bar{x} - 2T, \bar{x} + 2T] \mid (\delta_{n}^{t,N}(x) + x^2/2) \geq -M + 2T^{1/2} \right\}. \]
We now provide an upper bound on the probability of the complement of \( F_{n-1}^N \) by invoking Proposition 6.2 at index \( n - 1 \). Recall that we made the choice \( x_0(n) = x_0(n-1)/2 \) when we found an upper bound on the probability of the event \( A \) in the proof of Claim 7.4. We again make this choice. We may split the interval \([\bar{x} - 2T, \bar{x} + 2T]\) in the definition of \( F_{n-1}^N \) into four consecutive intervals of length \( T \) and seek to apply Proposition 6.2 at index \( n - 1 \) to each of them. Each of these intervals must be contained in \([-x_0(n-1), x_0(n-1) - T]\) if we are to apply the proposition. Such containment is ensured by the conditions \( \bar{x} - 2T \geq -x_0(n-1) \) and \( \bar{x} + 2T \leq x_0(n-1) - T \), and, in light of \( |\bar{x}| \leq x_0(n) = x_0(n-1)/2 \), these requirements are met if \(-x_0(n-1)/2 - 2T \geq -x_0(n-1)\), (i.e., \( x_0(n-1) \geq 4T \)) and \( x_0(n-1)/2 + 2T \leq x_0(n-1) - T \), (i.e., \( x_0(n-1) \geq 6T \)). That is, setting \( x_0(n-1) \) to be any value that exceeds \( 6T \) (as well as \( T_0 \)), we may indeed apply Proposition 6.2 at index \( n - 1 \). Since our specifications on \( M \) and \( T \) cause \(-M + 2T^{1/2} \) to be less than \(-T^2/16\), we find by doing so with \( \delta = 1/16 \) that there exists \( N_0(x_0, t, \epsilon) \) such that \( \mathbb{P}((F_{n-1}^N)^c) \leq \epsilon \) for \( N \geq N_0(x_0, t, \epsilon) \).

We also define the event
\[ G = \left\{ x \in [\bar{x} - T, \bar{x} + T] \mid (\delta_{n}^{t,N}(x) + x^2/2) \leq -R_n \right\}. \]

\textbf{Claim 7.5. There exists} \( N_0(x_0, t, \epsilon) \) \textbf{such that}
\[ \mathbb{P}(E_n^N \cap F_{n-1}^N \cap G) \leq \epsilon \]
\textbf{for} \( N \geq N_0(x_0, t, \epsilon) \).

Observe that given this claim,
\[ \mathbb{P}(E_n^N \cap G) \leq \mathbb{P}(E_n^N \cap F_{n-1}^N \cap G) + \mathbb{P}((F_{n-1}^N)^c) \leq \epsilon + \epsilon. \]

The above inequality is exactly (up to replacing \( \epsilon \) by \( \epsilon/2 \)) Lemma 7.3. Thus, the proof of the lemma reduces to verifying the above claim. We will follow a very similar route to that used to establish Claim 7.4 in the proof of Lemma 7.2. The main difference here is that we will work with stopping domains and the associated external sigma-fields and conditional expectations.
Define \( \sigma_{-n}^N \) to be the infimum over those \( x \in [\bar{x} - 2T, \bar{x} - T] \) such that \( \delta^T_{-n}(x) + x^2/2 \geq -M \) (if no such \( x \) exists, set \( \sigma_{-n}^N = \bar{x} - T \)). Likewise define \( \sigma_{+n}^N \) to be the infimum over those \( x \in [\bar{x} + T, \bar{x} + 2T] \) such that \( \delta^T_{+n}(x) + x^2/2 \geq -M \) (if no such \( x \) exists, set \( \sigma_{+n}^N = \bar{x} + T \)). The event \( E_n^N \) is equivalent (up to negligible events) to the event that both \( \sigma_{-n}^N < \bar{x} - T \) and \( \sigma_{+n}^N > \bar{x} + T \). Therefore, the event \( E_n^N \cap F_{n-1}^N \) is \( \mathcal{F}_{\text{ext}} \left( \{n\}, (\sigma_{-n}^N, \sigma_{+n}^N) \right) \)-measurable. This implies that

\[
\mathbb{P}(E_n^N \cap F_{n-1}^N \cap \mathcal{G}) = \mathbb{E} \left[ 1_{E_n^N \cap F_{n-1}^N} \mathbb{E} \left[ 1_G \mid \mathcal{F}_{\text{ext}} \left( \{n\}, (\sigma_{-n}^N, \sigma_{+n}^N) \right) \right] \right].
\]

To establish Claim 7.5, it therefore suffices to show that \( \mathbb{P} \)-almost surely

\[
\mathbb{E} \left[ 1_G \mid \mathcal{F}_{\text{ext}} \left( \{n\}, (\sigma_{-n}^N, \sigma_{+n}^N) \right) \right] \leq \epsilon \mathbb{E} 1_{E_n^N \cap F_{n-1}^N} + 1 \left( E_n^N \cap F_{n-1}^N \right)^c.
\]

(83)

The interval \( (\sigma_{-n}^N, \sigma_{+n}^N) \) forms a \( \{n\} \)-stopping domain (Definition 2.4). By the strong Gibbs property (Lemma 2.5) and the \( H_t \)-Brownian Gibbs property enjoyed by \( \delta^T_n \) (Corollary 5.6), it follows that \( \mathbb{P} \)-almost surely

\[
\mathbb{E} \left[ 1_G \mid \mathcal{F}_{\text{ext}} \left( \{n\}, (\sigma_{-n}^N, \sigma_{+n}^N) \right) \right] = \mathbb{E} \mathbb{P}^{n,n}(\sigma_{-n}^N, \sigma_{+n}^N) \delta^T_{-n}(\sigma_{-n}^N), \delta^T_{+n}(\sigma_{+n}^N), \delta^T_{n-1}(\sigma_{-n}^N), \delta^T_{n-1}(\sigma_{+n}^N, \sigma_{+n}^N) (G).
\]

To explain the notation on this right-hand side, let \( B : (\sigma_{-n}^N, \sigma_{+n}^N) \to \mathbb{R} \) be the curve distributed according to the given measure and let \( G \) be defined now in terms of \( B \) (i.e. replace \( \delta^T_n \) by \( B \) in the definition).

By Lemma 2.6, there exists a coupling of the measure \( \mathbb{P}^{n,n}(\sigma_{-n}^N, \sigma_{+n}^N) \delta^T_{-n}(\sigma_{-n}^N), \delta^T_{+n}(\sigma_{+n}^N) \delta^T_{n-1}(\sigma_{-n}^N), \delta^T_{n-1}(\sigma_{+n}^N) \) on the curve \( B : (\sigma_{-n}^N, \sigma_{+n}^N) \to \mathbb{R} \) with the measure \( \mathbb{P}^{n,n}(\sigma_{-n}^N, \sigma_{+n}^N) \delta^T_{-n}(\sigma_{-n}^N), \delta^T_{+n}(\sigma_{+n}^N) \delta^T_{n-1}, \delta^T_{n-1}, -\infty) \) on the curve \( \tilde{B} : (\sigma_{-n}^N, \sigma_{+n}^N) \to \mathbb{R} \) such that almost surely \( \tilde{B}(x) \geq \tilde{B}(x) \) for \( x \in (\sigma_{-n}^N, \sigma_{+n}^N) \). Since the event \( G \) becomes more probable under pointwise decrease in \( B \), this implies that

\[
\mathbb{E} \left[ 1_G \mid \mathcal{F}_{\text{ext}} \left( \{n\}, (\sigma_{-n}^N, \sigma_{+n}^N) \right) \right] \leq \mathbb{P}^{n,n}(\sigma_{-n}^N, \sigma_{+n}^N) \delta^T_{-n}(\sigma_{-n}^N), \delta^T_{+n}(\sigma_{+n}^N), \delta^T_{n-1}, -\infty (G)
\]

where \( G \) is now defined with respect to \( \tilde{B} \).

We are seeking to prove (83). The bound by \( 1 \left( E_n^N \cap F_{n-1}^N \right)^c \) is trivial; thus, from here on in we will assume that the event \( E_n^N \cap F_{n-1}^N \) occurs. On this event we know that \( \delta^T_n(\sigma_{+n}^N) = -(\sigma_{+n}^N)^2/2 - M \). Therefore, in order to prove (83) and hence complete the proofs of Claim 7.5 and Lemma 7.3 we must prove that, when \( E_n^N \cap F_{n-1}^N \) occurs,

\[
\mathbb{P}^{n,n}(\sigma_{-n}^N, \sigma_{+n}^N) \delta^T_{-n}(\sigma_{-n}^N), \delta^T_{+n}(\sigma_{+n}^N), \delta^T_{n-1}, -\infty (G) \leq \epsilon.
\]

(84)

In order to prove (84), recall that the law of \( \tilde{B} \) is specified (Definition 2.2) via a Radon-Nikodym derivative \( Z^{-1}W(\tilde{B}) \) with respect to the law of Brownian bridge with the same starting and ending points. Here we have used a shorthand

\[
Z = Z^{n,n}_{H_t}(\sigma_{-n}^N, \sigma_{+n}^N), -(\sigma_{-n}^N)^2/2 - M, -(\sigma_{+n}^N)^2/2 - M, \delta^T_{n-1}, -\infty
\]

and

\[
W(\tilde{B}) = W^{n,n}_{H_t}(\sigma_{-n}^N, \sigma_{+n}^N), -(\sigma_{-n}^N)^2/2 - M, -(\sigma_{+n}^N)^2/2 - M, \delta^T_{n-1}, -\infty (\tilde{B}).
\]

The Boltzmann weight is given explicitly as

\[
W(\tilde{B}) = \exp \left\{ - \int_{\sigma_{-n}^N}^{\sigma_{+n}^N} e^{\ell/3} (\tilde{B}(x) - \delta^T_{n-1}(x)) \, dx \right\}
\]
and $Z$ is the expectation of $W(\tilde{B})$ with respect to the Brownian bridge measure on $\tilde{B}$.

Let $L : [(\sigma_{n}^{+}, \sigma_{n}^{-})] \to \mathbb{R}$ denote the linear interpolation between $L(\sigma_{n}^{+}) = -(\sigma_{n}^{-})^{2}/2 - M$ and $L(\sigma_{n}^{+}) = -(\sigma_{n}^{+})^{2}/2 - M$. Consider curves $\tilde{B}$ for which

$$\sup_{x \in [\sigma_{n}^{-}, \sigma_{n}^{+}]}(\tilde{B}(x) - L(x)) \leq T^{1/2}. \quad (85)$$

Note then that, for all $x \in [\sigma_{n}^{-}, \sigma_{n}^{+}]$,

$$\delta_{n}^{N}(x) \geq -x^{2}/2 - M + 2T^{1/2} \geq L(x) + 2T^{1/2} \geq \tilde{B}(x) + T^{1/2},$$

where the first inequality is due to the occurrence of $F_{n-1}^{N}$, the second is due to the concavity of $-x^{2}/2$, and the third is due to $(86)$.

For such curves $\tilde{B}$ that satisfy $(85)$, it follows that the weight $W(\tilde{B})$ is bounded below by

$$W(\tilde{B}) \geq \exp \left\{ -4Te^{-t^{1/3}T^{1/2}} \right\} \geq \frac{1}{2}$$

where the first inequality uses $\sigma_{n}^{+} - \sigma_{n}^{-} \leq 4T$ and the second is due to the assumptions on $T$ and the fact that $t \geq 1$.

In computing the normalizing constant $Z$, we average $W(\tilde{B})$ over $\tilde{B}$ distributed according to the Brownian bridge measure. From Lemma 2.11 and $\sigma_{n}^{+} - \sigma_{n}^{-} \leq 4T$, the probability that $(85)$ occurs for a Brownian bridge $\tilde{B}$ is at least $1 - e^{-1/2}$. Since for such $\tilde{B}$, $W(\tilde{B}) \geq 1/2$, it follows that

$$Z \geq \frac{1}{2}(1 - e^{-1/2}). \quad (86)$$

We further find that

$$\mathbb{P}_{H, n. (\sigma_{n}^{+}, \sigma_{n}^{-}), -(\sigma_{n}^{+})^{2}/2 - M, -(\sigma_{n}^{-})^{2}/2 - M, \delta_{n-1}^{N}, -\infty} \left( \inf_{x \in [\sigma_{n}^{-}, \sigma_{n}^{+}]}(B(x) - L(x)) \leq -KT^{1/2} \right) \leq Z^{-1}e^{-2K^{2}} \leq \epsilon.$$

The inequality between the first and second lines uses a similar reasoning as above (i.e. Lemma 2.11 and the trivial bound that $W$ is always bounded above by one) and the inequality in the second line follows from $(86)$ and the choice of $K$ specified in Definition 7.1. All that remains is to observe that the above inequality implies the desired inequality $(84)$. This, however, readily follows from the bound that $L(x) \leq -x^{2}/2 - M$ and the fact that $R_{n} = M + KT^{1/2}$ (Definition 7.1). This completes the proofs of Claim 7.1 and Lemma 7.3.

As explained earlier, having proved Lemmas 7.2 and 7.3 we conclude the proof of Proposition 6.1.

7.2. Proof of Proposition 6.2. We prove this proposition by induction on the index $n$. In order to deduce the proposition for index $n$, we rely on Proposition 6.1 for index $n$ as well as Proposition 6.2 for index $n - 1$. As a base case one finds trivially that the result holds true for index $n = 0$. Thus we assume below that $n \geq 1$. See Figure 6 for a schematic illustration of the induction.

Consider $\epsilon > 0$ and $\delta \in (0, \frac{1}{8})$ fixed from the statement of the proposition. As the desired result is trivially satisfied for $\epsilon \geq 1$ we may assume that $\epsilon \in (0, 1)$. We start the proof by specifying the value of $T_{0}$ for which we will derive Proposition 6.2 (for index $n$).

Proposition 6.1 for index $n$ (which we have already proved) implies the existence of a constant $R_{n}$ such that, for all $t \geq 1$, $x_{0} > 0$, and $x \in [-x_{0}, x_{0}]$,

$$\mathbb{P}(\delta_{n}^{1}(x) + x^{2}/2 < -R_{n}) \leq \frac{\epsilon \delta}{3}. \quad (87)$$
whenever \( N \geq N_0(x_0, t, \epsilon \delta / 3) \). Here, the value of \( N_0(x_0, t, \epsilon \delta / 3) \) is also provided by Proposition 6.1 (for index \( n \)). For what follows we fix this constant \( R_n \). Let us also define, for \( y_0, T > 0 \), the event

\[
C_{y_0, T} = \left\{ \inf_{x \in [y_0, y_0 + T]} (\mathcal{S}^{t, N}_n(x) + x^2/2) \geq -\frac{1}{2} \delta T^2 \right\}.
\]

For the whole duration of the proof, we fix a constant \( T_0 > 0 \) large enough that the following conditions hold:

1. \( R_n \leq \frac{5}{8} \delta (T_0)^2 \);
2. for all \( T > T_0 \),
   \[
   \max \left\{ \left( \delta (T + 1) \right)^{1/2}, K(T) \left( \delta (T + 1) \right)^{1/2}, \delta^2 (T + 1)^2 \right\} \leq \frac{1}{8} \delta T^2,
   \]
   where we have defined
   \[
   K(T) = \left( \frac{1}{2} \log \left( 2 (1 - e^{-2})^{-1} 3 T e^{-1} \right) \right)^{1/2};
   \]
3. for all \( t \geq 1 \), \( x_0 \geq T_0 \), \( T \in [T_0, x_0] \) and \( y_0 \in [-x_0, x_0 - T] \),
   \[
   \mathbb{P}(C_{y_0, T}) \geq 1 - \frac{\epsilon}{3}
   \]
   for \( N \geq N_0(x_0, t, \epsilon, \delta) \) large enough. The existence of such a \( T_0 \) (as well as \( N_0(x_0, t, \epsilon, \delta) \)) for which this final condition holds is assured by Proposition 6.2 for index \( n - 1 \).

For \( x_0 \geq T_0 \) and \( t \geq 1 \), define \( N_0(x_0, t, \epsilon, \delta) \) to be the maximum of \( N_0(x_0, t, \epsilon \delta / 3) \) (specified around (87) by Proposition 6.1 for index \( n - 1 \)) and \( N_0(x_0, t, \epsilon, \delta) \) (specified around (89) by Proposition 6.2 for index \( n - 1 \)). For the rest of the proof of Proposition 6.2, we consider a parameter choice satisfying \( t \geq 1 \), \( x_0 \geq T_0 \), \( N \geq N_0(x_0, t, \epsilon, \delta) \), \( T \in [T_0, x_0] \) and \( y_0 \in [-x_0, x_0 - T] \).

Define the event

\[
E_{y_0, T} = \left\{ \inf_{x \in [y_0, y_0 + T]} (\mathcal{S}^{t, N}_n(x) + x^2/2) \leq -\delta T^2 \right\}.
\]

Proving Proposition 6.2 amounts to showing that

\[
\mathbb{P}(E_{y_0, T}) \leq \epsilon.
\]

The remainder of the proof is devoted to this aim.

We will say that \( x \in \mathbb{Z} \cap [-x_0, x_0] \) is \((\epsilon \delta / 3)\)-good if \( \mathcal{S}^{t, N}_n(x) + x^2 / 2 \geq -R_n \) where \( R_n \) is defined by means of (87). We say that \( x \in \mathbb{Z} \cap [-x_0, x_0] \) is \((\epsilon \delta / 3)\)-bad if it is not \((\epsilon \delta / 3)\)-good. Define the event \( B_{y_0, T} \) that the number of \((\epsilon \delta / 3)\)-bad \( x \) in \( \mathbb{Z} \cap [y_0, y_0 + T] \) is at most \((T + 1) \delta \).

It follows from (87) that the probability that any given \( x \in \mathbb{Z} \cap [y_0, y_0 + T] \) is \((\epsilon \delta / 3)\)-good is at least \( 1 - \epsilon \delta / 3 \). The mean number of \((\epsilon \delta / 3)\)-bad \( x \in \mathbb{Z} \cap [y_0, y_0 + T] \) is therefore at most \((T + 1) \epsilon \delta / 3 \). Thus, by the Markov inequality,

\[
\mathbb{P}(B_{y_0, T}) \geq 1 - \frac{\epsilon}{3}.
\]

Observe that

\[
\mathbb{P}(E_{y_0, T}) \leq \mathbb{P}(E_{y_0, T} \cap B_{y_0, T} \cap C_{y_0, T}) + \mathbb{P}((B_{y_0, T})^c \cup (C_{y_0, T})^c).
\]

By the bounds (91) and (89), we find that

\[
\mathbb{P}((B_{y_0, T})^c \cup (C_{y_0, T})^c) \leq \frac{2}{3} \epsilon.
\]

Thus, to prove (90), it remains to show that

\[
\mathbb{P}(E_{y_0, T} \cap B_{y_0, T} \cap C_{y_0, T}) \leq \frac{\epsilon}{3}.
\]

(92)
The event $C_{y_0,T}$ is concerned with the curve of index $n - 1$; hence, it is $\mathcal{F}_{\text{ext}}\left(\{n\} \times [y_0, y_0 + T]\right)$-measurable. Using conditional expectation we have that

$$
P\left(E_{y_0,T} \cap B_{y_0,T} \cap C_{y_0,T}\right) = \mathbb{E}\left[1_{C_{y_0,T}} \mathbb{E}\left[1_{E_{y_0,T} \cap B_{y_0,T}} \mid \mathcal{F}_{\text{ext}}\left(\{n\} \times [y_0, y_0 + T]\right)\right]\right].$$

Showing (92) then reduces to showing that $\mathbb{P}$-almost surely,

$$
\mathbb{E}\left[1_{E_{y_0,T} \cap B_{y_0,T}} \mid \mathcal{F}_{\text{ext}}\left(\{n\} \times [y_0, y_0 + T]\right)\right] \leq \frac{5}{3} 1_{C_{y_0,T}} + 1_{(C_{y_0,T})^c}.
$$

(93)

The bound by $1_{(C_{y_0,T})^c}$ is trivial. In what follows, let us therefore assume that the event $C_{y_0,T}$ occurs. On this event the $\mathbf{H}$-Brownian Gibbs property for $\delta_{\ell,n}^N$ (Corollary 3.7.6) implies that $\mathbb{P}$-almost surely

$$
\mathbb{E}\left[1_{E_{y_0,T} \cap B_{y_0,T}} \mid \mathcal{F}_{\text{ext}}\left(\{n\} \times [y_0, y_0 + T]\right)\right] = \mathbb{P}_{H_t}^{n,n,\{y_0,y_0+T\},\delta_{\ell,n}^N(0,y),\delta_{\ell,n}^N(y_0+T),\delta_{\ell,n-1}^N,\delta_{\ell,n+1}^N}(E_{y_0,T} \cap B_{y_0,T}).
$$

On the right-hand side the events $E_{y_0,T} \cap B_{y_0,T}$ are now defined in terms of $B'$ (i.e. by replacing $\delta_{\ell,n}^N$ by $B'$ in the definition of the events) where $B' : [y_0, y_0 + T] \rightarrow \mathbb{R}$ is distributed according to $\mathbb{P}_{H_t}^{n,n,\{y_0,y_0+T\},\delta_{\ell,n}^N(0,y),\delta_{\ell,n}^N(y_0+T),\delta_{\ell,n-1}^N,\delta_{\ell,n+1}^N}$.

We must show that when the event $C_{y_0,T}$ holds, the right-hand side of (93) is bounded by $\frac{5}{6}$.

In order to establish this, we will decompose the event $E_{y_0,T} \cap B_{y_0,T}$ further. For any set $A \subseteq \mathbb{Z} \cap [y_0, y_0 + T]$, let $G_A$ denote the event that the set of $(\epsilon \delta / 3)$-good $x \in \mathbb{Z} \cap [y_0, y_0 + T]$ is exactly the set $A$. Write $\ell_{A}$ as the maximal gap in $A$ (i.e. the maximal length among the intervals that comprise $[y_0, y_0 + T] \cap A^c$) and denote by $S_{T,\delta}$ the set of all $A \subseteq \mathbb{Z} \cap [y_0, y_0 + T]$ such that $\ell_A \leq (T + 1)\delta$.

Observe that the event $B_{y_0,T} \subseteq \bigcup_{A \in S_{T,\delta}} G_A$. This is because having at most $(T + 1)\delta$ integers $x \in \mathbb{Z} \cap [y_0, y_0 + T]$ which are $(\epsilon \delta / 3)$-bad implies that the maximal number of such consecutive integers is at most $(T + 1)\delta$. This implies that

$$
\mathbb{P}_{H_t}^{n,n,\{y_0,y_0+T\},\delta_{\ell,n}^N(0,y),\delta_{\ell,n}^N(y_0+T),\delta_{\ell,n-1}^N,\delta_{\ell,n+1}^N}(E_{y_0,T} \cap B_{y_0,T})
\leq \sum_{A \in S_{T,\delta}} \mathbb{P}_{H_t}^{n,n,\{y_0,y_0+T\},\delta_{\ell,n}^N(0,y),\delta_{\ell,n}^N(y_0+T),\delta_{\ell,n-1}^N,\delta_{\ell,n+1}^N}(E_{y_0,T} \cap G_A)
= \sum_{A \in S_{T,\delta}} P_A \cdot \mathbb{P}_{H_t}^{n,n,\{y_0,y_0+T\},\delta_{\ell,n}^N(0,y),\delta_{\ell,n}^N(y_0+T),\delta_{\ell,n-1}^N,\delta_{\ell,n+1}^N}(E_{y_0,T} \mid G_A),
$$

(94)

where

$$
P_A = \mathbb{P}_{H_t}^{n,n,\{y_0,y_0+T\},\delta_{\ell,n}^N(0,y),\delta_{\ell,n}^N(y_0+T),\delta_{\ell,n-1}^N,\delta_{\ell,n+1}^N}(G_A)
$$

and where

$$
\mathbb{P}_{H_t}^{n,n,\{y_0,y_0+T\},\delta_{\ell,n}^N(0,y),\delta_{\ell,n}^N(y_0+T),\delta_{\ell,n-1}^N,\delta_{\ell,n+1}^N}(\cdot \mid G_A) = \mathbb{P}_{H_t,H_t',H_t''}(\cdot \mid G_A)
$$

represents the measure conditioned on the occurrence of the event $G_A$.

This conditioned measure is a special case of a more general class of measures from Definition 2.8.

In particular,

$$
\mathbb{P}_{H_t}^{n,n,\{y_0,y_0+T\},\delta_{\ell,n}^N(0,y),\delta_{\ell,n}^N(y_0+T),\delta_{\ell,n-1}^N,\delta_{\ell,n+1}^N}(\cdot \mid G_A) = \mathbb{P}_{H_t,H_t',H_t''}^{n,n,\{y_0,y_0+T\},\delta_{\ell,n}^N(0,y),\delta_{\ell,n}^N(y_0+T),\tilde{f},\tilde{g}}(\cdot)
$$

(95)

where $\tilde{f} = (f_1, f_2)$ is given by

$$
f_1(x) = \delta_{t,n-1}^N(x), \quad \text{and} \quad f_2(x) = (-x^2 / 2 - R_n) \cdot 1_{x \in \mathbb{Z} \cap A^c} + \infty \cdot 1_{x \notin \mathbb{Z} \cap A^c},
$$
and \( \bar{g} = (g_1, g_2) \) by

\[
g_1(x) \equiv S^L_{n+1}, \quad \text{and} \quad g_2(x) = (-x^2/2 - R_n) \cdot 1_{x \in \mathbb{Z} \cap A} - \infty \cdot 1_{x \notin \mathbb{Z} \cap A};
\]

we also set \( H = H_t \) and \( \bar{H} = \bar{H}^0 = (H_t, H_{+\infty}) \). As in Definition 2.3, the notation \( H_{+\infty} \) corresponds to conditioning on the non-intersection event that \( g_2(\cdot) < f_2(\cdot) \) on \([y_0, y_0 + T] \). Here we are writing \( \tilde{B} \) as the curve distributed according to the law \( \mathbb{P}^n_{\mathcal{H}, \mathcal{H}^\prime, \mathcal{H}^\varnothing}(y_0) \cdot \delta_{\mathcal{H}}^{\mathcal{H}^\prime}(y_0 + T) \cdot f_{\mathcal{H}^\varnothing} \). This measure is illustrated on the left-hand side of Figure 7.

In light of (94), if we can show that (letting \( E_{y_0,T} \) now be defined with respect to \( \tilde{B} \))

\[
\mathbb{P}^n_{\mathcal{H}, \mathcal{H}^\prime, \mathcal{H}^\varnothing}(y_0) \cdot \delta_{\mathcal{H}}^{\mathcal{H}^\prime}(y_0 + T) \cdot f_{\mathcal{H}^\varnothing}(E_{y_0,T}) \leq \frac{\epsilon}{3},
\]

then, since \( \sum_{A \in S, \delta} p_A \leq 1 \), it follows from (94) that

\[
\mathbb{P}^n_{\mathcal{H}, \mathcal{H}^\prime, \mathcal{H}^\varnothing}(y_0) \cdot \delta_{\mathcal{H}}^{\mathcal{H}^\prime}(y_0 + T) \cdot \delta_{\mathcal{H}}^{\mathcal{H}^\prime}(y_0 + T) \cdot f_{\mathcal{H}^\varnothing}(E_{y_0,T} \cap B_{y_0,T}) \leq \frac{\epsilon}{3},
\]

as desired.

To show (96), we will utilize the more general monotonicity from Lemma 2.9 for the measure on the left-hand side of (96). This monotonicity is illustrated in Figure 7. On the event \( C_{y_0,T} \) (and owing to the assumption that \( T \) is sufficiently large that \( R_n \leq \frac{5}{8} \delta T^2 \)), we may couple the measure

\[
\mathbb{P}^n_{\mathcal{H}, \mathcal{H}^\prime, \mathcal{H}^\varnothing}(y_0) \cdot \delta_{\mathcal{H}}^{\mathcal{H}^\prime}(y_0 + T) \cdot f_{\mathcal{H}^\varnothing}(E_{y_0,T}) \leq \mathbb{P}(E_{y_0,T}).
\]

Above, \( E_{y_0,T} \) is defined with \( \delta_{\mathcal{H}}^{\mathcal{H}^\prime} \) replaced by \( B \). Therefore, to show (96) and hence complete the proof of Proposition 6.2, we must define the measure \( P \) and then show that

\[
P(E_{y_0,T}) \leq \frac{\epsilon}{3}.
\]

The measure \( P \) (illustrated on the right-hand side of Figure 7) on the curve \( B : [y_0, y_0 + T] \rightarrow \mathbb{R} \) is given as follows:

- For \( x \in A \), fix \( B(x) + x^2/2 = -\frac{2}{3} \delta T^2 \);
- For \( a < a' \) that are consecutive elements in \( A \) (i.e. \( n \notin A \) is such that \( a < b < a' \)) the law of \( B \) on the interval \((a, a']\) is specified by stipulating that it has Radon-Nikodym derivative \( Z^{-1} W(B) \) with respect to the law of Brownian bridge from \( B(a) = -a^2/2 - \frac{2}{3} \delta T^2 \) to \( B(a') = -(a')^2/2 - \frac{2}{3} \delta T^2 \).
- Here, the Boltzmann weight is given by

\[
W(B) = \exp \left\{ - \int_a^{a'} e^{t/3} (B(x) + \frac{1}{5} \delta T^2 + x^2/2) \, dx \right\} 1_{B(b) + \frac{b^2}{2} > -\frac{5}{8} \delta T^2} \forall b \in \mathbb{Z} \cap (a, a'],
\]

and \( Z \) is the expectation of \( W(B) \) with respect to the Brownian bridge measure;
- For the minimal \( a \in A \), the law of \( B \) on the interval \([y_0, a] \) is given by the Radon-Nikodym derivative \( Z^{-1} W(B) \) with respect to the law of a Brownian bridges from \( B(y_0) = \delta_{\mathcal{H}}^{\mathcal{H}^\prime}(y_0) \) to \( B(a) = -a^2/2 - \frac{2}{3} \delta T^2 \). Here, the Boltzmann weight

\[
W(B) = \exp \left\{ - \int_{y_0}^a e^{t/3} (B(x) + \frac{1}{5} \delta T^2 + x^2/2) \, dx \right\} 1_{B(b) + \frac{b^2}{2} > -\frac{5}{8} \delta T^2} \forall b \in \mathbb{Z} \cap [y_0, a],
\]

and \( Z \) is the expectation of \( W(B) \) with respect to the Brownian motion measure;
For the maximal $a \in A$, the law of $B$ is similarly defined as for the minimal $b \in A$.

The monotone coupling explained in Lemma 2.3 implies that on the event $C_{y_0,T}$, the inequality (97) holds and thus reduces the proof to showing (98).

To show (98), we employ an argument whose style is similar to those used in the proofs of Claims 7.4 and 7.5. Consider $a < a'$, consecutive elements in $A$. Let $B_{a,a'} : [a,a'] \to \mathbb{R}$ represent the restriction of the curve $B$ to the interval $[a,a']$. For the moment, consider $B_{a,a'}$ which satisfies

$$\sup_{x \in [a,a']} (B_{a,a'}(x) - L(x)) \leq (\delta(T + 1))^{1/2},$$

where $L : [a,a'] \to \mathbb{R}$ denotes the linear interpolation of $L(a) = -a^2/2 - \frac{3}{4} \delta T^2$ and $L(a') = -(a')^2 - \frac{3}{4} \delta T^2$. By the concavity of $-x^2/2$ and the bound $(\delta(T + 1))^{1/2} \leq \frac{1}{4} \delta T^2$ (which is valid for
all $T \geq T_0$ by our assumptions on $T_0$, we see that, for all $x \in [a, a']$ and $B_{a,a'}$ satisfying (100),
\[
B_{a,a'}(x) \leq L(x) + (\delta(T + 1))^{1/2} - x^2/2 - \frac{3}{4} \delta T^2 + (\delta(T + 1))^{1/2} - x^2/2 - \frac{5}{8} \delta T^2.
\] (101)
For such $B_{a,a'}$, we may bound $B_{a,a'}(x) + \frac{1}{2} \delta T^2 + x^2/2 \leq -\frac{1}{8} \delta T^2$; hence, $W(B)$ from (99) is at least
\[
W(B_{a,a'}) \geq \exp \left\{ - \int_a^{a'} e^{-t \sqrt{2} \delta T} dx \right\} \geq \exp \left\{ -(T + 1) \delta e^{-\frac{1}{8} \delta T^2} \right\} \geq \frac{1}{2}.
\]
The second of these inequalities is due to $a' - a \leq (T + 1) \delta$, which is implied by $A \in S_{T,\delta}$, along with the fact that $B_{a,a'}$ satisfies (100). The third inequality is satisfied by virtue of $T \geq T_0$ and the assumptions made on $T_0$.

The above bound on $W(B_{a,a'})$ immediately translates into the lower bound $Z \geq \frac{1}{8}(1 - e^{-2})^{-1}$ since under the Brownian bridge law on $B_{a,a'}$, the event in (100) occurs with probability at least $1 - e^{-2}$ (owing to Lemma 2.11) and $a' - a \leq (T + 1) \delta$. By the same reasoning, we find that
\[
P \left( \inf_{x \in [a,a']} (B_{a,a'}(x) - L(x)) \leq -K(T)((T + 1) \delta)^{1/2} \right) \leq Z^{-1} \exp \left\{ -(T + 1) \delta e^{-\frac{1}{8} \delta T^2} \right\} \leq \frac{e}{3T},
\]
where the final inequality is due to the definition of $K(T)$ given in (88). The curve $-x^2/2 - \frac{3}{4} \delta T^2$ and $L(x)$ differ by at most $(a' - a)^2$ as $x$ varies in $[a, a']$. Thus, since $(a' - a)^2 \leq \delta^2(T + 1)^2$, we find that
\[
P \left( \inf_{x \in [a,a']} (B_{a,a'}(x) + x^2/2) \leq \frac{3}{4} \delta T^2 - \delta^2(T + 1)^2 - K(T)((T + 1) \delta)^{1/2} \right) \leq \frac{e}{3T}.
\]
Given that $\delta < 1/8$, by assumption on $T_0$, for $T \geq T_0$ we have $\delta^2(T + 1)^2 \leq \frac{1}{8} \delta T^2$ and $K(T)((T + 1) \delta)^{1/2} \leq \frac{1}{8} \delta T^2$. Thus,
\[
P \left( \inf_{x \in [a,a']} (B_{a,a'}(x) + x^2/2) \leq -\delta T^2 \right) \leq \frac{e}{3T}.
\]
There are at most $T$ pairs $(a, a')$ of consecutive elements in $A$. Let $a_*$ and $a^*$ denote the minimal and maximal elements of $A$. Then the above bound readily implies that
\[
P \left( \inf_{x \in [a_*, a^*]} (B(x) + x^2/2) \leq -\delta T^2 \right) \leq \frac{e}{3}.
\]
Given that $A \in S_{T,\delta}$, it follows that $a_* \leq y_0 + (T + 1) \delta$ and $a^* \geq y_0 + T -(T + 1) \delta$, implying that
\[
P \left( \inf_{x \in [y_0+(T+1)\delta,y_0+(T+1)\delta]} (B(x) + x^2/2) \leq -\delta T^2 \right) \leq \frac{e}{3}.
\]
which is to say, $P(E_{y_0+(T+1)\delta,y_0+(T+1)\delta}) \leq \frac{e}{3}$. Thus, were we to start with slightly changed values of $T \in [T_0, x_0]$ and $y_0 \in [-x_0, x_0 - T]$, the same argument as above would yield the conclusion $P(E_{y_0,T}) \leq \frac{e}{3}$. This completes that proof of (98) and thus also of Proposition 6.2.

### 7.3. Proof of Proposition 6.3
The proof proceeds, of course, by induction on the curve index $n$. The general case is $n \geq 3$, and the case $n = 2$ is a specialization. This is not quite true for $n = 1$, however. In this case, it is simple to see that the $\mathcal{H}_t$-Brownian Gibbs property enjoyed by the ensemble $\mathcal{H}_t^{k,N}$ (Corollary 3.6) along with the one-point tightness of $\mathcal{H}_1^{k,N}(x) + x^2/2$ (Lemma 3.8) imply Proposition 6.3 when $n = 1$: the argument is a minor adaptation of that of [21] Lemma 5.1 whose details we omit.

In order to deduce the proposition for general index $n$, we will apply Proposition 6.1 for indices $n - 2$, $n - 1$ and $n$, and Proposition 6.3 for index $n - 1$. We may assume $n \geq 2$ and note that
Propositions 6.1 and 6.2 hold trivially for non-positive indices by declaring that \( \mathcal{H}_n^{t,t} \equiv +\infty \) for \( n \leq 0 \).

In this proof we will argue that, should \( \mathcal{H}_n^{t,t}(x) + x^2/2 \) be very high (which means, at least the height \( \hat{R}_n \) we will define) at some time \( x \in [\bar{x}, \bar{x} + \frac{1}{2}] \), then, should several events (which are known to be typical) also occur, the process \( \mathcal{H}_{n-1}^{t,t}(x) + x^2/2 \) will typically become high (at least \( \hat{R}_{n-1} \)) at some time \( x \in [\bar{x}, \bar{x} + 2] \). Proposition 6.3 at index \( n-1 \) shows that this eventuality is unlikely; thus so too must the event that \( \mathcal{H}_n^{t,t}(x) + x^2/2 \geq \hat{R}_n \) for some \( x \in [\bar{x}, \bar{x} + \frac{1}{2}] \) be unlikely. In this way, Proposition 6.3 at index \( n \) will be established.

For arbitrary \( t \geq 1, x_0 > 0, \bar{x} \in [-x_0, x_0 - 1] \) and \( N \in \mathbb{N} \), define then the following events. These are determined by parameters \( K_n, R_n, \hat{R}_{n-1} \) and \( \hat{R}_n \) which we will choose later in the proof and which we take, for the moment, to be arbitrary.

First, define the event whose probability we seek to show is small:

\[
\mathbb{E}_n^N(\hat{R}_n) = \left\{ \sup_{x \in [\bar{x}, \bar{x} + \frac{1}{2}]} (\mathcal{H}_n^{t,t}(x) + x^2/2) \geq \hat{R}_n \right\}.
\]

We may reexpress \( \mathbb{E}_n^N(\hat{R}_n) \) as follows. Define

\[
\chi(R) = \inf \left\{ x \in [\bar{x}, \bar{x} + \frac{1}{2}] : (\mathcal{H}_n^{t,t}(x) + x^2/2) \geq R \right\}.
\]

If this infimum is not attained, then define \( \chi(R) \) to be \( \bar{x} + \frac{1}{2} \). In all of what follows we will work with \( \chi(\hat{R}_n) \) and thus for short-hand we wrote

\[
\chi = \chi(\hat{R}_n).
\]

Thus, up to negligible events, \( \mathbb{E}_n^N(\hat{R}_n) \) is nothing other than \( \{ \chi < \bar{x} + \frac{1}{2} \} \).

Second, define events which the inductive hypotheses show to be typical:

\[
Q^N_{n-2}(K_n) = \left\{ \inf_{x \in [\bar{x}, \bar{x} + 2]} (\mathcal{H}_n^{t,t}(x) + x^2/2) \geq -K_n \right\},
\]

\[
A^N_{n-1,n}(R_n) = \left\{ \mathcal{H}_n^{t,t}(\chi) + \chi^2/2 \geq -R_n \right\} \cap \left\{ \mathcal{H}_j^{t,t}(\bar{x} + 2) + (\bar{x} + 2)^2/2 \geq -R_n \text{ for } j = n-1 \text{ and } j = n \right\}
\]

Third, define the event which the inductive hypotheses show to be atypical:

\[
\mathbb{B}^N_{n-1}(\hat{R}_{n-1}) = \left\{ \sup_{x \in [\bar{x}, \bar{x} + 2]} (\mathcal{H}_n^{t,t}(x) + x^2/2) \geq \hat{R}_{n-1} \right\}.
\]

Our plan is to show, roughly speaking, that the occurrence of \( \mathbb{E}_n^N(\hat{R}_n) \) and the above typical events will entail the atypical one. This will imply that \( \mathbb{E}_n^N(\hat{R}_n) \) is equally atypical, and yield the proof.

Observe now that the interval \( [\chi, \bar{x} + 2] \) forms an \( \{n\} \)-stopping domain for \( \mathcal{H}_n^{t,t} \) (Definition 2.2). Consequently, it also forms an \( \{n-1,n\} \)-stopping domain. The events \( \mathbb{E}_n^N(\hat{R}_n), Q^N_{n-2}(K_n) \) and \( A^N_{n-1,n}(R_n) \) are all \( \mathcal{F}_n \)-measurable. For \( \mathbb{E}_n^N(\hat{R}_n) \), this is due to this event equaling \( \{ \chi < \bar{x} + \frac{1}{2} \} \); for the other events, it is clear. However, the event \( \mathbb{B}^N_{n-1}(\hat{R}_{n-1}) \) is not measurable with respect to this external sigma-field.

By using conditional expectations we have

\[
\mathbb{P}\left[ \mathbb{E}_n^N(\hat{R}_n) \cap Q^N_{n-2}(K_n) \cap A^N_{n-1,n}(R_n) \cap \mathbb{B}^N_{n-1}(\hat{R}_{n-1}) \right] = \mathbb{E} \left[ \mathbb{1}_{\mathbb{E}_n^N(\hat{R}_n) \cap Q^N_{n-2}(K_n) \cap A^N_{n-1,n}(R_n) \cap \mathbb{B}^N_{n-1}(\hat{R}_{n-1})} \mathcal{F}_n \right].
\]
We claim the following $\mathbb{P}$-almost sure lower bound
\[
\mathbb{E}\left[ 1_{\mathcal{B}_{n-1}^{N}(\hat{R}_{n-1})} \mid \mathcal{F}_{\text{ext}}\left(\{n-1,n\},[\chi,\bar{x}+2]\right) \right] \geq p(R_n, K_n, \hat{R}_n) \cdot 1_{\mathcal{E}_{n}^{N}(\hat{R}_{n}) \cap Q_{n-2}^{N}(K_n) \cap A_{n-1,n}^{N}(R_n)} \quad (102)
\]
where
\[
p(R_n, K_n, \hat{R}_n) = \mathbb{P}_{\mathcal{H}_{r}}^{n-1,n,\langle x,\bar{x}+2\rangle,-R_n-x^2/2,\hat{R}_n-\chi^2/2,-R_n-(\bar{x}+2)^2/2,-R_n-\bar{x}^2/2,-K_n-x^2/2,-\infty}(\mathcal{B}_{n-1}^{N}(\hat{R}_{n-1})).
\]
The lower bound when the event $\mathcal{E}_{n}^{N}(\hat{R}_{n}) \cap Q_{n-2}^{N}(K_n) \cap A_{n-1,n}^{N}(R_n)$ does not hold is trivial. Thus we may focus only on the case where $\mathcal{E}_{n}^{N}(\hat{R}_{n}) \cap Q_{n-2}^{N}(K_n) \cap A_{n-1,n}^{N}(R_n)$ holds.

By the strong Gibbs property (Lemma 2.50) and the $\mathcal{H}_{r}$-Brownian Gibbs property enjoyed by $\mathcal{G}_{t,N}$ (Corollary 3.6), it follows that $\mathbb{P}$-almost surely
\[
\mathbb{E}\left[ 1_{\mathcal{B}_{n-1}^{N}(\hat{R}_{n-1})} \mid \mathcal{F}_{\text{ext}}\left(\{n-1,n\},[\chi,\bar{x}+2]\right) \right] = \mathbb{P}_{\mathcal{H}_{r}}^{n-1,n,\langle x,\bar{x}+2\rangle,\langle \delta_{n-1}^{t,N}(\chi),\delta_{n}^{t,N}(\chi) \rangle,\langle \delta_{n-1}^{t,N}(\bar{x}+2),\delta_{n}^{t,N}(\bar{x}+2) \rangle,\delta_{n-2}^{t,N},\delta_{n+1}^{t,N}}(\mathcal{B}_{n-1}^{N}(\hat{R}_{n-1})).
\]
The meaning of this right-hand side is given by letting $B_{n-1}, B_n : [\chi,\bar{x}+2] \rightarrow \mathbb{R}$ be the curves distributed according to the measure $\mathbb{P}_{\mathcal{H}_{r}}^{n-1,n,\langle x,\bar{x}+2\rangle,\langle \delta_{n-1}^{t,N}(\chi),\delta_{n}^{t,N}(\chi) \rangle,\langle \delta_{n-1}^{t,N}(\bar{x}+2),\delta_{n}^{t,N}(\bar{x}+2) \rangle,\delta_{n-2}^{t,N},\delta_{n+1}^{t,N}}$ and then letting $\mathcal{B}_{n-1}^{N}(\hat{R}_{n})$ be defined in terms of $B_{n-1}, B_n$ (i.e. by replacing $\delta_{n-1}^{t,N}$ and $\delta_{n}^{t,N}$ by $B_{n-1}$ and $B_n$ in the definition).

Given that the event $\mathcal{E}_{n}^{N}(\hat{R}_{n}) \cap Q_{n-2}^{N}(K_n) \cap A_{n-1,n}^{N}(R_n)$ holds, it follows that (by the definition of $\chi = \chi(\hat{R}_{n})$)
\[
\delta_{n-1}^{t,N}(\chi) \geq -R_n - \chi^2/2,
\delta_{n}^{t,N}(\chi) \geq \hat{R}_n - \chi^2/2,
\delta_{n-1}^{t,N}(\bar{x}+2) \geq -R_n - (\bar{x}+2)^2/2,
\delta_{n}^{t,N}(\bar{x}+2) \geq \hat{R}_n - (\bar{x}+2)^2/2,
\]
and that $\delta_{n-2}^{t,N}(x) \geq -K_n - x^2/2$ and $\delta_{n}^{t,N}(x) \geq -\infty$ for $x \in [\chi,\bar{x}+2]$. Therefore, by Lemmas 2.6 and 2.7 there exists a coupling of the measure
\[
\mathbb{P}_{\mathcal{H}_{r}}^{n-1,n,\langle x,\bar{x}+2\rangle,\langle \delta_{n-1}^{t,N}(\chi),\delta_{n}^{t,N}(\chi) \rangle,\langle \delta_{n-1}^{t,N}(\bar{x}+2),\delta_{n}^{t,N}(\bar{x}+2) \rangle,\delta_{n-2}^{t,N},\delta_{n+1}^{t,N}}
\]
on the curves $B_{n-1}, B_n : [\chi,\bar{x}+2] \rightarrow \mathbb{R}$ with the measure
\[
\mathbb{P}_{\mathcal{H}_{r}}^{n-1,n,\langle x,\bar{x}+2\rangle,\langle \delta_{n-1}^{t,N}(\chi),\delta_{n}^{t,N}(\chi) \rangle,\langle \delta_{n-1}^{t,N}(\bar{x}+2),\delta_{n}^{t,N}(\bar{x}+2) \rangle,\delta_{n-2}^{t,N},\delta_{n+1}^{t,N}}
\]
on the curves $B'_{n-1}, B'_n : [\chi,\bar{x}+2] \rightarrow \mathbb{R}$ such that almost surely $B_i(x) \geq B'_i(x)$ for all $i \in \{n-1,n\}$ and $x \in [\chi,\bar{x}+2]$. Since the event $\mathcal{B}_{n-1}^{N}(\hat{R}_{n})$ becomes less probable as the curves $B_{n-1}, B_n$ decrease,
\[
\mathbb{P}_{\mathcal{H}_{r}}^{n-1,n,\langle x,\bar{x}+2\rangle,\langle \delta_{n-1}^{t,N}(\chi),\delta_{n}^{t,N}(\chi) \rangle,\langle \delta_{n-1}^{t,N}(\bar{x}+2),\delta_{n}^{t,N}(\bar{x}+2) \rangle,\delta_{n-2}^{t,N},\delta_{n+1}^{t,N}}(\mathcal{B}_{n-1}^{N}(\hat{R}_{n-1})) \geq p(R_n, K_n, \hat{R}_n),
\]
thus proving the claim (102). The above coupling is illustrated in Figure 8.

Taking expectations in (102), we obtain
\[
\mathbb{P}(\mathcal{E}_{n}^{N}(\hat{R}_{n}) \cap Q_{n-2}^{N}(K_n) \cap A_{n-1,n}^{N}(R_n)) \leq \frac{1}{p(R_n, K_n, \hat{R}_n)} \mathbb{P}(\mathcal{B}_{n-1}^{N}(\hat{R}_{n-1})).
\]
Figure 8. An overview of the coupling constructed between the measure $\mathbb{P}_{\mathcal{H}_t}^{n-1,n,\chi(x:2),\delta_{t,n-1}^N(\chi),\delta_{t,n}^N(\chi)}\left(\delta_{t,n-1}^N(x:2),\delta_{t,n}^N(x:2)\right)\delta_{t,n-2}^N\delta_{t,n+1}^N$ and the measure $\mathbb{P}_{\mathcal{H}_t}^{n-1,n,\chi(x:2),(-R_n,R_n),(-R_n,-R_n),-x^2/2-K_n,\infty}$ assuming the occurrence of the event $E_n^N(\tilde{R}_n)\cap Q_{n-2}^N(K_n)\cap A_{n-1,n}^N(R_n)$, and a tentative explanation of why we may expect Proposition 7.6 to hold. Left: The two thick black curves are distributed according to the first measure. Right: When the event $E_n^N(\tilde{R}_n)\cap Q_{n-2}^N(K_n)\cap A_{n-1,n}^N(R_n)$ holds, $\delta_{t,n}^N(\chi) = -\chi^2/2 + \tilde{R}_n$, $\delta_{t,n-1}^N(\chi) \geq -\chi^2/2 + \tilde{R}_n$, $\delta_{t,n}^N(x:2) \geq -(\bar{x} + 2)^2/2 + \tilde{R}_n$, $\delta_{t,n-1}(x:2) \geq -(\bar{x} + 2)^2/2 + \tilde{R}_n$, and $\delta_{t,n-2}^N(x) \geq -x^2/2 - K_n$ for all $x \in [\bar{x}, \bar{x} + 2]$. This (along with the fact that $\delta_{n+1}^N(x) \equiv -\infty$) implies the monotonicity which is illustrated on the right with the thick black curves lying beneath the dashed ones (which are the thick black curves from the left). Proposition 7.6 claims that by choosing first $R_n$, then $K_n$ and finally $\tilde{R}_n$ large enough, there is probability at least $\mu$ that $B_{n-1}$ (corresponding to Proposition 7.1 in the proposition) rises above $-x^2/2 + \tilde{R}_n$ and (here $\tilde{R}_n$ is specified by an application of Proposition 7.6 for index $n-1$). Why might we believe that such a claim holds? The curve $B_{n-1}$ on $[\chi, \bar{x} + 2]$ begins high above the curve $-x^2/2 - K_n$, but we are permitted to insist that $B_n$ at time $\chi$ is extremely high above $B_{n-1}$. Now, during $[\chi, \bar{x} + 2]$, $B_{n-1}$ is pushed in two directions by its interactions: downwards towards $-x^2/2 - K_n$, and upwards towards $B_n$. Initially at least, at times just above $\chi$, the upward push may be the greater, because $B_n$ is then farther away from $B_{n-1}$ than $-x^2/2 - K_n$ is. If $\tilde{R}_n$ is taken large compared to $K_n$, then, we may believe that this upward force is enough to ensure that $B_{n-1}$ rises above $-x^2/2 + \tilde{R}_n$ at some moment during $[\chi, \bar{x} + 2]$ with the desired probability. However, the situation is rendered more complicated because $B_n$ just after time $\chi$ is likely to fall precipitously in order to attenuate its highly costly interaction with $B_{n-1}$. The proof of Proposition 7.6 is a detailed investigation of this circumstance.
Choose $\hat{R}_{n-1}$ so that $P(B^N_{n-1}(\hat{R}_{n-1})) \leq 2\epsilon$. This can be achieved for $N \geq N_0(x_0, t, \epsilon)$ owing to Proposition 6.3 applied for index $n-1$ (and the union bound).

We wish to choose the other parameters $K_n, R_n$ and $\hat{R}_n$ so that $p(R_n, K_n, \hat{R}_n) \geq 1/2$. Showing that this may be done is the core of the argument, since this bound in essence asserts that should $\chi < \bar{x} + 1/2$ and the known-to-be-typical events occur, then so does $B^N_{n-1}(\hat{R}_{n-1})$. It is the next result which permits us to make such a choice of parameters; the result is a key one, and its proof is given in Section 7.4. See Figure 5 for some preliminary discussion.

**Proposition 7.6.** Fix any $\mu \in (0, 1)$. There exists $\delta > 0$, $R^0 > 0$, and functions $K^0(R) > 0$ and $\hat{R}^0(R, K) > 0$ such that, for all $R > R^0$, $K > K^0(R)$, $\hat{R} \geq \hat{R}^0(R, K)$ and all $t \geq 1$, $\bar{x} \in \mathbb{R}$, and $\chi \in [\bar{x}, \bar{x} + 1/2]$,

$$
P_{H_t}^{1, 2}(\chi, \bar{x} + 2), (-R - \frac{x^2}{2}, -R - \frac{(x + 2)^2}{2}), (-R - \frac{(x + 2)^2}{2}, \chi), \left(\sup_{x \in [\chi, \bar{x} + 2]}(L_1(x) + x^2/2) \geq \frac{1}{2}\delta \hat{R}\right) \geq \mu.
$$

The measure above is on the curves $L_1$ and $L_2$ (Definition 2.2).

Let the parameters $\delta > 0$, $R^0 > 0$, and the functions $K^0(R)$ and $\hat{R}^0(R, K)$ be specified via Proposition 7.6. Choose $R_n > R^0$, $K_n > K^0(R_n)$ and $\hat{R}_n > \hat{R}^0(R_n, K_n)$, with the additional stipulations that $N \geq N_0(x_0, t, \epsilon)$ and

$$
\delta \hat{R}_n/2 > \hat{R}_{n-1}, \quad P(Q^N_{n-2}(K_n)) \geq 1 - 2\epsilon, \quad P(A^N_{n-1, n}(R_n)) \geq 1 - 3\epsilon.
$$

The existence of such parameters that $P(Q^N_{n-2}(K_n)) \geq 1 - 2\epsilon$ holds follows from Proposition 6.1 for index $n - 2$, and that $P(A^N_{n-1, n}(R_n)) \geq 1 - 3\epsilon$ holds, from Proposition 6.1 for indices $n - 1$ and $n$.

The value of $N_0(x_0, t, \epsilon)$ is determined by these applications of Proposition 6.1.

With this choice of parameters (and in particular recalling the stipulation that $\delta \hat{R}_n/2 > \hat{R}_{n-1}$), it follows from Proposition 7.6 (identifying $L_1$ with $B_{n-1}$ and $L_2$ with $B_n$) with the choice $\mu = 1/2$ that $p(R_n, K_n, \hat{R}_n) \geq 1/2$. Thus, from (103), we conclude that

$$
P(E^n_{n}(\hat{R}_n) \cap Q^N_{n-2}(K_n) \cap A^N_{n-1, n}(R_n)) \leq 4\epsilon.
$$

Finally, observe that

$$
P(E^n_{n}(\hat{R}_n)) \leq P(E^n_{n}(\hat{R}_n) \cap Q^N_{n-2}(K_n) \cap A^N_{n-1, n}(R_n)) + P((Q^N_{n-2}(K_n))^c \cup (A^N_{n-1, n}(R_n))^c) \leq 4\epsilon + 2\epsilon + 3\epsilon,
$$

where we have also used the bounds in (104). This is valid for $N \geq N_0(x_0, t, \epsilon)$, the maximum over those lower bounds on $N$ assumed above.

Recalling the definition of $E^n_{n}(\hat{R}_n)$, we see that we have proved a form of Proposition 6.3 for index $n$ where the interval $[\bar{x}, \bar{x} + 1]$ is replaced by $[\bar{x}, \bar{x} + 1/2]$. By shifting $\bar{x}$ to $\bar{x} + 1/2$ and reapplying the argument above, we obtain Proposition 6.3 with $\epsilon$ replaced by $18\epsilon$; however, this discrepancy is inconsequential because $\epsilon > 0$ is arbitrary and may be replaced by $\epsilon/18$.

7.4. **Proof of Proposition 7.6.** Before embarking on this rather lengthy proof, we will expand a little on the explanation offered in the caption of Figure 5. First of all, however, we will reduce Proposition 7.6 to a slightly simpler statement, which works in a flat rather than parabolically curved set of coordinates. The statement of Proposition 7.6 involves a factor $\frac{1}{2}\delta \hat{R}$. Below, we will prove the same statement but with the $\frac{1}{2}$ removed. This amounts to the same result (by changing $\delta$ to $\frac{1}{2}\delta$) and is done simply to avoid too many extra factors of $\frac{1}{2}$. 
7.4.1. **Removing the parabola.** We consider a counterpart to the law in the statement of Proposition 7.6 in which parabolic terms are absent. During the entire proof of Proposition 7.6 we use the shorthand

$$\mathbb{P} := \mathbb{P}_{H_t}^{1,2,(\chi,2),(-R,R),(-R,-R),-K,-\infty};$$

(105)

the law is supported on a pair of curves $\mathcal{L}_1, \mathcal{L}_2 : [\chi, 2] \to \mathbb{R}$. The use of these flat coordinates (justified by Lemma 7.7 below) has the merit of making evident that the value of $\bar{x} \in \mathbb{R}$ plays no role, and we have thus chosen to set $\bar{x} = 0$ in this definition (so that $\chi$ is now some fixed value in $[0, 1/2]$). It is with $\mathbb{P}$ that we will work throughout the proof of Proposition 7.6.

The expectation operator associated to $\mathbb{P}$ will be denoted by $\mathbb{E}$. Recall from Definition 2.2 that $\mathbb{P}$ is specified by stipulating that it has Radon-Nikodym derivative given by $Z^{-1}W(\mathcal{L}_1, \mathcal{L}_2)$ with respect to the law $\mathbb{P}_{\text{free}}$ of two independent Brownian bridges with the same starting and ending points. Here, we have used some shorthand, namely

$$
\begin{align*}
Z &= \mathbb{Z}_{H_t}^{1,2,(\chi,2),(-R,R),(-R,-R),-K,-\infty}, \\
W(\mathcal{L}_1, \mathcal{L}_2) &= \mathbb{W}_{H_t}^{1,2,(\chi,2),(-R,R),(-R,-R),-K,-\infty}(\mathcal{L}_1, \mathcal{L}_2), \\
\mathbb{P}_{\text{free}} &= \mathbb{P}_{\text{free}}^{1,2,(\chi,2),(-R,R),(-R,-R)}.
\end{align*}
$$

(106)

The Boltzmann weight is given explicitly by

$$W(\mathcal{L}_1, \mathcal{L}_2) = \exp\left\{ - \int_\chi^2 \left( e^{1/3} (\mathcal{L}_1(x)+K) + e^{1/3} (\mathcal{L}_2(x)-\mathcal{L}_1(x)) \right) \, dx \right\},$$

(107)

and $Z$ is the expectation of $W(\mathcal{L}_1, \mathcal{L}_2)$ with respect to $\mathbb{P}_{\text{free}}$.

Define the event

$$A = \left\{ \sup_{x \in [\chi, 2]} \mathcal{L}_1(x) \leq \delta \hat{R} \right\}.$$ 

(108)

The next lemma reduces the task of proving Proposition 7.6 to showing that $\mathbb{P}(A^c) \geq \mu$.

**Lemma 7.7.** Assume that

$$\mathbb{P}(A^c) \geq \mu;$$

(109)

then likewise

$$\mathbb{P}_{H_t}^{1,2,(\chi,\bar{x}+2),(-R-R),(-R-x^2/2),(-R-R-x^2/2),-\infty}(\sup_{x \in [\chi, \bar{x}+2]} (\mathcal{L}_1(x) + x^2/2) \geq \delta \hat{R} - 1) \geq \mu.$$

**Remark 7.8.** In fact, there is a small abuse of notation in the lemma. In specifying $\mathbb{P}$, $\bar{x} = 0$ and $\chi \in [0, 1/2]$, while, in specifying the second measure, $\bar{x} \in \mathbb{R}$ is some general value and $\chi \in [\bar{x}, \bar{x}+1/2]$. As we come to relate the two measures in the ensuing proof, it is understood that we translate $\bar{x}$ to 0 and $\chi$ to $\chi - \bar{x} \in [0, 1/2]$ as we change from considering $\mathbb{P}$ to considering the other measure.
Proof. Let $L : [\chi, \bar{x} + 2] \to \mathbb{R}$ be the linear interpolation between $-\chi^2/2$ at time $\chi$ and $-(\bar{x} + 2)^2/2$ at time $\bar{x} + 2$. Then
\[
P_{H_t}^{1/2}(\chi, \bar{x} + 2)(-R - \frac{e^2}{2}, \bar{R} - \frac{e^2}{2}), (-R - (\bar{x} + 2)^2/2, -R - (\bar{x} + 2)^2/2), -\frac{e^2}{2} - K, -\infty \left( \sup_{x \in [\chi, \bar{x} + 2]} (L_1(x) + x^2/2 \geq \delta \bar{R} - 1) \right)
\]
\[
= \mathbb{P}_{H_t}^{1/2}(\chi, \bar{x} + 2)(-R, \bar{R}), (-R, -R), -L(x) - \frac{e^2}{2} - K, -\infty \left( \sup_{x \in [\chi, \bar{x} + 2]} (L_1(x) + x^2/2 + L(x)) \geq \delta \bar{R} - 1 \right)
\]
\[
\geq \mathbb{P}_{H_t}^{1/2}(\chi, \bar{x} + 2)(-R, \bar{R}), (-R, -R), -K, -\infty \left( \sup_{x \in [\chi, \bar{x} + 2]} L_1(x) \geq \delta \bar{R} \right)
\]
\[
= \mathbb{P}(A^c) \geq \mu.
\]

To obtain the equality between the first and second line, we apply the affine shift which sends $(\chi, -\chi^2/2)$ to $(\chi, 0)$ and $(\bar{x}, -(\bar{x} + 2)^2/2)$ to $(\bar{x}, 0)$, and use the invariance of the law in question under such a shift. The inequality between the second and third lines follows from the fact that, for $x \in [\chi, \bar{x} + 2]$, we have $0 \leq -L(x) - \frac{e^2}{2} \leq 1$ (recall that the interval has length at most two), as well as the monotonicity of Lemma 2.6 which shows that lowering $-L(x) - \frac{e^2}{2} - K$ to $-K$ has the effect of decreasing the height of $L_1$. The equality between the third and fourth lines is by the definition of $\mathbb{P}$ given above in (105) and the independence of the third line with respect to the value of $\bar{x}$; and the inequality in the fourth line is the assumption (109). \hfill \Box

7.4.2. An outline of the proof of Proposition 7.6. The reader may wish to glance ahead to Figure 9 for a depiction of the curves $L_1$ and $L_2$, each defined on $[\chi, 2]$, under the law $\mathbb{P}$. These two curves correspond to the curves $B_{n-1}$ and $B_n$ in Figure 8 and the overview that we now offer develops the short explanation in the caption of that figure.

The behaviour of the pair of curves during $[\chi, 2]$ will be guided by an effort to minimise the sum of potential and kinetic energies. The potential energy associated to the pair is given by the integral expression in (107): it is a sum of two terms, corresponding to interaction between the pair of curves $(L_2, L_1)$ and between the pair $(L_1, -K)$. The kinetic energy describes the probabilistic cost of drastic changes for the Brownian bridge.

We will be setting the parameters so that $R$ is at least $K$, and $\bar{R}$ far exceeds $R$ (in the form that $R \geq \delta^{-1}R$ for the small parameter $\delta > 0$). Thus, while $L_1$ may begin at time $\chi$ high above the level $-K$, the curve $L_2$ must begin at this time extremely high above $L_1$. Following the discussion in Figure 8 note that, due to its potential energetic interaction with $L_1$, the curve $L_2$ may be expected to drop very rapidly in an effort to fall below this other curve: suppose that $s > 0$ denotes a characteristic time scale such that, during $[\chi, \chi + s]$, $L_2$ drops about halfway towards $L_1$; (s will depend on $t$, being very small if $t \geq 1$ is high). How does $L_1$ behave during the short interval $[\chi, \chi + s]$? Interactions with adjacent curves push $L_1$ in opposite directions: upwards towards $L_2$ and downwards towards $-K$. The great elevation of $L_2$ during this interval ensures that the upward pressure on $L_1$ is much stronger than the downward pressure exerted by the curve $-K$ underneath. Now, whatever the value of $s$ may be, it was worthwhile for $L_2$ to expend the kinetic cost of travelling halfway towards $L_1$ in duration $s$ in order to save the potential energetic cost of the interaction of these two curves; and since an upward movement by $L_1$ during $[\chi, \chi + s]$ will similarly serve to alleviate this potential energetic cost, it seems reasonable to believe that it is also worthwhile that $L_1$ expend the comparable kinetic cost for this upward movement as $L_2$ did for its downward one. If this happens, $L_1$ will rise to level $\delta \bar{R}$ shortly after time $\chi$; the event $A^c$ will be typical under $\mathbb{P}$, and Proposition 7.6 (with $\frac{1}{2}\delta$ replaced by $\delta$) will follow in light of Lemma 7.7.
The notion that $L_2$ drops about halfway towards $L_1$ during $[\chi, \chi + s]$ will have a formal counterpart given by the event $J_s := \{ \hat{R} \leq L_2(\chi + s) \leq (1 - \epsilon) \hat{R} \}$ in the forthcoming rigorous argument; ($\epsilon > 0$ will be a fixed small constant). The heuristic summary above suggests that, whatever the value of $s$, it is very unlikely under $\mathbb{P}$ that both $A$ and $J_s$ will occur. In Lemma 7.11 we will present a result to this effect. In essence, this lemma states: for all $t \geq 1$, $\chi \in \left[ 0, \frac{1}{2} \right]$ and $s \in (0, 10^{-3})$,

$$\mathbb{P}(A \cap J_s) \leq \exp \left\{ -10^{-4} s^{-1} \hat{R}^2 \right\}.$$  \hfill (110)

In truth, this is an oversimplification which we will not attempt to show, but it is helpful for our expository purpose to state a simple form now.

We are trying to establish that $\mathbb{P}(A^c) \geq \mu$. We will do so by finding a contradiction to the negation: in practice, then, think of $A$ as being highly likely (with probability at least $1 - \mu$). From knowing its boundary values at $\chi$ and 2, we certainly see that the curve $L_2 : [\chi, 2] \to \mathbb{R}$ must pass through the interval of values $[\hat{R}/2, 3\hat{R}/4]$ from the upper to the lower end. Moreover, for as long as $L_2$ remains above level $\hat{R}/2$, its interaction with $L_1$ incurs a great cost; as we will see in (120) (which is in essence a corollary of the global energy estimate Lemma 7.13), the downward passage of $L_2$ through $[\hat{R}/2, 3\hat{R}/4]$ must occur before time $\chi + s_0$, where $s_0 = R \exp \left\{ -t^{1/3}/\hat{R}/4 \right\}$. Note that $s_0 \to 0$ as $\hat{R} \to \infty$ at an exponential rate. On the other hand, (110) shows that, at any given time during $[\chi, \chi + s_0]$, $L_2 \in [\hat{R}/2, 3\hat{R}/4]$ has probability at most $\exp \left\{ -10^{-4} s_0^{-1} \hat{R}^2 \right\}$. How can $L_2$ pass through $[\hat{R}/2, 3\hat{R}/4]$ in an interval of duration $s_0$ while having probability to belong to $[\hat{R}/2, 3\hat{R}/4]$ at any given time in this interval which is doubly exponentially small in $\hat{R}$? The downward passage through $[\hat{R}/2, 3\hat{R}/4]$ must occur at a random time of duration of order at most $\exp \left\{ -\Theta(s_0^{-1}) \hat{R}^2 \right\}$. (Here $\Theta(x)$ means a function which is asymptotically bounded between $cx$ and $c^{-1}x$ for some $c > 0$.) This however incurs a huge kinetic cost: for a Brownian motion to move a distance of order $\hat{R}$ in such a time has probability which tends to zero with $\hat{R}$ at a triply exponential rate. Clearly, however, the overall potential energy in the system is at most doubly exponential in $\hat{R}$, since this is true for the expression (107) when $L_1$ and $L_2$ are typical Brownian bridges under $\mathbb{P}_{\text{free}}$. Thus, this huge kinetic cost is far too great for the system to bear, so that such rapid traversal of $[\hat{R}/2, 3\hat{R}/4]$ by $L_2$ is highly unlikely under $\mathbb{P}$. We have seen that, on the event $A$, this rapid traversal is both likely and unlikely. This is the desired contradiction, which shows that $\mathbb{P}(A^c) \geq \mu$.

7.4.3. Structure of the proof. The rest of this proof proceeds by first specifying the parameters $\delta > 0$, $R^0 > 0$, and the functions $K^0(R) > 0$ and $R^0(K) > 0$. We will also specify a small fixed quantity $\epsilon$ and a few other parameters used during the proof. Then we will present some lemmas which enable us to flesh out the preceding sketch and arrive at the desired contradiction. The proofs of these lemmas are delayed until Section 7.5.

7.4.4. Definitions and assumptions on parameters. Set $\nu := 1 - \mu$ where $\mu$ is as in the statement of Proposition 7.6. Fix any positive parameter $\epsilon < \frac{1}{9}$ and then fix $\delta > 0$ so that $\delta \leq \epsilon/80$. Let $R^0 > 0$ be arbitrary and choose any function $K^0(R) > 0$ so that, for all $R > R^0$, we have that $K^0(R) > R$ and

$$\left( K^0(R) \right)^2 \geq \max \left\{ 256 \log \left( \frac{2\sqrt{7}}{\sqrt{2} - 1} \right), 16 - 4 \log \left( \frac{R}{R^0} \right) \right\}.$$
For \( s \geq 0 \) and \( t \geq 1 \), define
\[
\Gamma_s = \Gamma_s(\hat{R}) := \exp \left\{ \frac{se^{t^{1/3}1/8}\hat{R}}{2} \right\},
\]
\[
s_0 = s_0(\hat{R}) := \hat{R}\exp \left\{ -t^{1/3} \frac{\hat{R}}{4} \right\},
\]
\[
r_0 = r_0(\hat{R}) := \sqrt{\frac{3}{8} s_0} \exp \left\{ -\frac{e\delta}{40s_0} \hat{R}^2 \right\}.
\]

Finally, let the function \( \hat{R}^0(R, K) > 0 \) be large enough that if \( R > R^0 \), \( K > K^0(R) \) and \( \hat{R} > \hat{R}^0(R, K) \), then the following conditions are satisfied: first,
\[
\hat{R} \geq \max \left\{ \delta^{-1} K, \delta^{-1} R, \delta^{-1} \sqrt{\log 4}, \frac{2}{3(1+\delta)} \log(\frac{2}{1+\delta}), \sqrt{1600 \log (16 \cdot \frac{3}{1+\delta})} \right\};
\]
second, for all \( s > 0 \), \( t \geq 1 \) and \( s_0 \leq \frac{t}{2} \),
\[
\frac{4}{\nu} \exp \left\{ -\frac{e\delta}{20s_0} \hat{R}^2 \right\} < \frac{1}{4},
\]
\[
(\Gamma_s)^{-1/10} < \exp \left\{ -3e^{-1} se^{t^{1/3}1/3\delta}\hat{R} \right\},
\]
\[
\frac{3}{\nu} \exp \left\{ 8\hat{R} e^{t^{1/3}1/3(1+\delta)} \hat{R} \right\} \cdot \exp \left\{ -s_0 e^{t^{1/3}1/3}\hat{R} \right\} < \exp \left\{ -\hat{R} e^{t^{1/3}1/3\delta}\hat{R} \right\},
\]
\[
\frac{3}{\nu} \cdot (2\pi)^{1/2} \cdot \frac{(1+2\delta)\hat{R}^2 s_0^{-1} + 1}{(1+2\delta)\hat{R}_s_0^{-1/2}} \cdot \exp \left\{ \frac{(1+2\delta)\hat{R}^2}{2s_0} \right\},
\]
\[
\cdot 64\pi^{-1/2} s_0 r_0^{-1} \hat{R}^{-1} \exp \left\{ -\frac{\hat{R}^2}{256r_0} \right\} \cdot \exp \left\{ 8\hat{R} e^{t^{1/3}1/3(1+\delta)} \hat{R} \right\} < \frac{1}{4}.
\]

Notice that, as \( R \to +\infty \), so too does \( K^0(R) \) and \( \hat{R}^0(R, K) \).

It is not a priori obvious that this last inequality can be satisfied. However, note that
\[
\exp \left\{ -\frac{\hat{R}^2}{256r_0} \right\} = \exp \left\{ -\frac{\sqrt{\hat{R}}(\hat{R})^{-3/2}}{512} \cdot \exp \left\{ t^{1/3} \left( \frac{1}{8} \hat{R} + \frac{e\delta}{40} \exp \left\{ t^{1/3}1/3\delta\hat{R} \right\} \right) \right\} \right\}.
\]

This term goes to zero triple exponentially fast in \( \hat{R} \) whereas all other terms on the left-hand side of the last inequality grow at most double exponentially fast. Hence the inequality will be satisfied for large enough \( \hat{R} \).

7.4.5. **Events and related lemmas.** Recall that Lemma [7.7] reduces the proof of Proposition [7.6] to verifying (103), and that we take \( \bar{x} = 0 \) in specifying \( \mathbb{P} \). To be explicit, our task is to show that, for all \( R > R^0 \), \( K > K^0(R) \) and \( \hat{R} > \hat{R}^0(R, K) \), and for all \( t \geq 1 \) and \( \chi \in [0, 1/2] \),
\[
\mathbb{P}(A^c) \geq \mu.
\]

We now define a collection of events which will be used throughout the rest of this proof. For \( s \in [0, \frac{1}{2}] \), it follows that \( 3e^{-1}s \leq \frac{3}{2} \) and hence \( \chi + 3e^{-1}s \leq 2 \) (since \( \chi \in [0, 1/4] \)). First we generalize the event \( A \), defining
\[
A_s = \left\{ \sup_{u \in [\chi, \chi + 3e^{-1}s]} L_1(u) \leq \delta \hat{R} \right\}
\]
for all such \( s \). Again for such \( s \), we set

\[
C_s = \left\{ \mathcal{L}_2(\chi + s) \geq (1 - \epsilon) \hat{R} \right\},
\]

\[
J_s = \left\{ \frac{1}{2} \hat{R} \leq \mathcal{L}_2(\chi + s) \leq (1 - \epsilon) \hat{R} \right\},
\]

\[
N_s = \left\{ \inf_{u \in [\chi + s/2, \chi + s]} \mathcal{L}_2(u) \geq \frac{1}{4} \hat{R} \right\},
\]

\[
H_s = J_s \cap B \cap A_s \cap N_s.
\]

We also define the no upcrossing event

\[
NU = \left\{ \forall s_1, s_2 \in [\chi, 2]: \text{if } s_1 < s_2 \text{ and } \mathcal{L}_2(s_1) \geq \frac{\hat{R}}{4}, \text{ then } \mathcal{L}_2(s_2) \leq \mathcal{L}_2(s_1) + \frac{\hat{R}}{20} \right\},
\]

and also set

\[
B = \left\{ \inf_{u \in [\chi, 2]} \mathcal{L}_i(u) \geq -2K \text{ for } i = 1 \text{ and } i = 2 \right\}.
\]

The following lemmas will enable us to prove (111). Their proofs (except when very short) are delayed until Section 7.5.

**Lemma 7.9.** For all \( t \geq 1 \) and \( \chi \in \left[0, \frac{1}{2}\right] \),

\[
P(A \cap NU^c) \leq P(NU^c) \leq 16 \exp \left\{ -\frac{1}{1600} \hat{R}^2 \right\}.
\]

**Lemma 7.10.** For all \( t \geq 1 \) and \( \chi \in \left[0, \frac{1}{2}\right] \),

\[
P(B^c) \leq 4e^{4 - K^2/4}.
\]

**Lemma 7.11.** For all \( t \geq 1, \chi \in \left[0, \frac{1}{2}\right] \) and \( s \in (0, \frac{\epsilon}{2}) \),

\[
P(H_s) \leq \exp \left\{ -\frac{\epsilon \delta}{20s} \hat{R}^2 \right\}.
\]

(See Figure 9 for an illustration of \( H_s \) and this lemma.)

**Lemma 7.12.** For all \( t \geq 1, \chi \in \left[0, \frac{1}{2}\right] \), and \( s \in (0, \frac{\epsilon}{2}) \), the event \( J_s \cap A \cap NU \cap B \) is a subset of the event \( H_s \cap A \cap NU \cap B \).

**Proof.** That \( J_s \cap NU \) occurs ensures that \( N_s \) does. To see this, note that \( J_s \) implies that \( \frac{1}{2} \hat{R} \leq \mathcal{L}_2(\chi + s) \) and setting \( s_2 = \chi + s \), \( NU \) implies that for all \( s_1 \in [\chi, \chi + s] \) (which certainly contains \( [\chi + s/2, \chi + s] \)),

\[
\mathcal{L}_2(s_1) \geq \mathcal{L}_2(s_2) - \frac{\hat{R}}{20} \geq \hat{R} \left( \frac{1}{2} - \frac{1}{20} \right) \geq \hat{R} \frac{1}{4},
\]

as necessary for the occurrence of \( N_s \). Note also that the occurrence of \( A \) ensures that of \( A_s \). \( \Box \)

**Lemma 7.13.** For all \( t \geq 1 \) and \( \chi \in \left[0, \frac{1}{2}\right] \), the normalizing constant \( Z > 0 \) appearing in (106) satisfies

\[
Z \geq \exp \left\{ -8\hat{R}e^{1/3}(\frac{1}{2} + \frac{3}{2} \epsilon) \hat{R} \right\}.
\]
Figure 9. Overview of the event $H_s$ and the notation from the proof of Lemma 7.11.

The grey regions correspond to particular events. For instance, the vertical light-grey box with base between $\chi + s/2$ and $\chi + s$ and starting at height $\hat{R}/4$ corresponds to the event $N_s$ that $L_2$ crosses this box. Likewise for the dark grey (with black outline) line segment corresponding to $J_s$. The horizontal dark grey (with black outline) line at height $\delta \hat{R}$ corresponds to the event $A_s$ that $L_1$ does not cross above this line (notice that this line segment ends at $\chi + 3\epsilon^{-1}s$), and the horizontal dark-grey (with black outline) line at height $-2K$ corresponds to the event $B$ that neither $L_1$ or $L_2$ cross below this level.
Note that Lemma 7.11 is the rigorous rendering of the equation (110) which appeared in our overview of Proposition 7.6’s proof. The events \( B \) and \( N_s \) join \( A \) (or, for technical reasons, \( A_s \)) and \( J_s \) in the intersection defining \( H_s \) in order to permit a certain comparison of energy levels that will be carried out in the proof of Lemma 7.11. The event \( B \) is typical, as Lemma 7.10 shows, while \( N_s \) typically occurs when \( A \) does, as may be inferred directly from Lemma 7.9; thus, the change made to the heuristic (110) to arrive at the rigorous Lemma 7.11 does not alter the basic meaning of these statements, which is that \( A \cap J_s \) is a very improbable event when \( s \) is small.

7.4.6. **Completing the proof of Proposition 7.6.** Despite our not explicitly restating this, everything which follows holds for all \( t \geq 1 \) and \( \chi \in [0,1] \).

We wish to show (111). With the aim of reaching a contradiction, let us assume the opposite:

\[
\mathbb{P}(A) > 1 - \mu =: \nu .
\]  

(112)

We will first show that, under this assumption, it becomes likely that \( \mathcal{L}_2 \) undergoes a drastic drop in height in a very short period of time. This conclusion is reached in (122). The probability of such a rapid plunge for Brownian bridge may be bounded above, and since that bound is much smaller than the normalizing constant, we reach a contradictory conclusion in (126), hence proving that (112) must be false.

Lemma 7.9 along with the assumed bound from Section 7.4.4 that \( \hat{R} \geq \sqrt{1600 \log (16 \cdot \frac{3}{\nu})} \), implies that

\[
\mathbb{P}(A \cap NU) \geq \frac{2\nu}{3} ,
\]

(113)

while Lemma 7.10 allied with the assumed bound from Section 7.4.4 that \( K^2 > 16 - 4 \log \left( \frac{\nu}{17} \right) \), implies that

\[
\mathbb{P}(B) \geq 1 - \frac{\nu}{3} .
\]

(114)

Hence, by combining (113) and (114) we find

\[
\mathbb{P}(A \cap NU \cap B) \geq \frac{\nu}{3} .
\]

(115)

For \( s \in [0, \frac{\nu}{4}] \),

\[
\mathbb{P}\left( J_s \mid A \cap NU \cap B \right) = \frac{\mathbb{P}(J_s \cap A \cap NU \cap B)}{\mathbb{P}(A \cap NU \cap B)} \leq \frac{3}{\nu} \cdot \mathbb{P}(H_s \cap A \cap NU \cap B) \leq \frac{3}{\nu} \cdot \exp \left\{ - \frac{\epsilon^2}{20s} \hat{R}^2 \right\} .
\]

(116)

The equality is by Bayes’ rule, the first inequality uses (115) and Lemma 7.12 while the second inequality uses Lemma 7.11.

Applying (116), we find that

\[
\mathbb{P}\left( \frac{3}{4} \hat{R} \leq \mathcal{L}_2(\chi + s) \leq (1 - \epsilon)\hat{R} \mid A \cap NU \cap B \right) \leq \frac{3}{\nu} \cdot \exp \left\{ - \frac{\epsilon^2}{20s} \hat{R}^2 \right\} ,
\]

(117)

for all \( s \in [0, s_0] \).

We will use (117) and using the assumptions of Section 7.4.4 (which implies \( \epsilon < 1/4 \)) to show that \( \mathcal{L}_2 \) must make a drastic drop from level \( \frac{3}{4} \hat{R} \) down to level \( \frac{1}{2} \hat{R} \) in a very small subinterval \( I \) of \( [\chi, \chi + s_0] \). If \( \mathcal{L}_2(\chi + s_0) \leq \frac{1}{2} \hat{R} \) then we define an interval \( I \subset [\chi, \chi + s_0] \) as follows: Consider the set of intervals \( (a, b) \subset [\chi, \chi + s_0] \) such that \( \mathcal{L}_2(a) = \frac{3}{4} \hat{R} \), \( \mathcal{L}_2(b) = \frac{1}{2} \hat{R} \) and \( \mathcal{L}_2(u) \in [\frac{1}{2} \hat{R}, \frac{3}{4} \hat{R}] \) for all \( u \in (a, b) \). There is necessarily at least one such interval (since \( \mathcal{L}_2 \) is almost surely continuous, \( \mathcal{L}_2(\chi) = \hat{R} \) and \( \mathcal{L}_2(\chi + s_0) \leq \frac{1}{2} \hat{R} \)) and the set of all such intervals is finite. Let \( I \) be the rightmost interval (i.e. the interval corresponding to the maximal values of \( a \) and \( b \)). On the other hand, if \( \mathcal{L}_2(\chi + s_0) > \frac{1}{2} \hat{R} \) then define \( I = \emptyset \). This interval is illustrated in Figure 10.
Figure 10. Illustration of the interval $I$ during which $L_2$ makes a drastic drop from level $\frac{3}{4}\hat{R}$ down to level $\frac{1}{2}\hat{R}$.

Letting $|I|$ be the length of this interval (with the convention that if $I = \emptyset$ then $|I| = 0$), it follows that (recalling the notation $r_0$ from Section 7.4.4),

$$
P\left(|I| \geq r_0 \mid A \cap NU \cap B\right) \leq \frac{4}{\nu} \cdot \exp\left\{-\frac{\epsilon\delta}{20s_0}\hat{R}^2\right\} < \frac{1}{4}. \tag{118}
$$

The second inequality follows from the assumptions of Section 7.4.4. For the first inequality, note that if, for some $\eta > 0$, $P(|I| \geq \eta \mid A \cap NU \cap B) \geq \eta$, then there exists $s \in [0, s_0]$ such that

$$
P\left(L_2(\chi + s) \in \left[\frac{1}{2}\hat{R}, \frac{3}{4}\hat{R}\right] \mid A \cap NU \cap B\right) \geq \frac{\eta^2}{s_0}. \tag{119}
$$

This inequality follows from a sort of pigeon-hole principle. With probability at least $\eta$ there is an interval with $|I| \geq \eta$. A uniformly chosen $s \in [0, s_0]$ will fall into such an interval with probability at least $\eta/s_0$. Multiplying these two sets of probabilities gives the bound.

Note that (117) shows that (119) is impossible if $\eta > 0$ satisfies $\frac{\eta^2}{s_0} > \frac{3}{\nu} \cdot \exp\left\{-\frac{\epsilon\delta}{20s_0}\hat{R}^2\right\}$. The claim above follows from fixing $\eta$ such that $\frac{\eta^2}{s_0} = \frac{1}{\nu} \cdot \exp\left\{-\frac{\epsilon\delta}{20s_0}\hat{R}^2\right\}$, or in other words choosing $\eta = r_0$.

We now claim that

$$
P\left(C_{s_0} \mid A \cap NU \cap B\right) \leq \exp\left\{-\hat{R}e^{1/3\cdot\frac{1}{s_0}}\right\}. \tag{120}
$$

To prove this claim, observe that the occurrence of $C_{s_0} \cap A \cap NU$ ensures that of

$$\left\{L_2(\chi + s) \geq (1 - \epsilon - \frac{1}{20})\hat{R} \geq \frac{9}{10}\hat{R} \quad \text{and} \quad L_1(\chi + s) \leq \delta\hat{R} \leq \frac{1}{10}\hat{R} \quad \text{for all} \quad s \in [0, s_0]\right\}\right.$$  

(Note that here, we have used the assumptions $\epsilon < 1/20$ and $\delta < 1/10$ which follow from those of Section 7.4.4. Note also that the absence of upcrossings on $[\chi, \chi + s_0]$ for $L_2$ of any height at least $\hat{R}/20$ is being used to find the lower bound on $L_2(\chi + s)$.) Thus, on the event $C_{s_0} \cap A \cap NU$, the Boltzmann weight in the Radon-Nikodym derivative (107) is at most

$$\exp\left\{-s_0e^{1/3\cdot\frac{1}{s_0}}\right\}.$$
We may thus conclude from the above consideration along with Lemma 2.13 and (115), that
\[
\mathbb{P}(C_{s_0} | A \cap NU \cap B) \leq \mathbb{P}(C_{s_0} \cap A \cap NU) / \mathbb{P}(A \cap NU \cap B)
\]
\[
\leq \frac{3}{\nu} \cdot \exp \left\{ 8R \hat{e}^{1/3} \left( 1 + \frac{3}{16} \frac{1}{\delta} \right) R \right\} \cdot \exp \left\{ -s_0 \hat{e}^{1/3} \frac{1}{\delta} R \right\} \leq \exp \left\{ -\hat{R} e^{1/3} \frac{1}{\delta} R \right\}.
\]
The final inequality (which yields the claim of (120)) relies on the assumptions of Section 7.4.4.

By (116), (120), and the equality of events \( \{ \mathcal{L}_2(\chi + s_0) \geq \frac{1}{2} \hat{R} \} = J_{s_0} \cup C_{s_0} \), we also find that
\[
\mathbb{P}(|I| = 0 | A \cap NU \cap B) = \mathbb{P}(\mathcal{L}_2(\chi + s_0) > \frac{1}{2} \hat{R} | A \cap NU \cap B)
\]
\[
\leq \frac{3}{\nu} \cdot \exp \left\{ -\frac{\delta}{20s_0} R^2 \right\} + \exp \left\{ -\hat{R} e^{1/3} \frac{1}{\delta} R \right\} < \frac{1}{2},
\]
where we have used an assumption from Section 7.4.4 for the last inequality.

Combining (118) and (121), we conclude
\[
\mathbb{P}\left( \left\{ 0 < |I| \leq r_0 \right\} | A \cap NU \cap B \right) > \frac{1}{4}.
\]
This shows that, under the assumption (112), it is a typical state of affairs that, under the measure \( \mathbb{P} \) conditioned on \( A \cap NU \cap B \), there is an interval of \( [\chi, \chi + s_0] \) whose duration is at most the tiny \( r_0 \) on which \( \mathcal{L}_2 \) changes in value by \( \frac{1}{4} \hat{R} \).

We will now argue that the probability of such a transition is necessarily less than 1/4 and hence derive a contradiction to the assumption (112).

Let us reconsider the probability on the left-hand side of (122). Observe that, by (115),
\[
\mathbb{P}\left( 0 < |I| \leq r_0 | A \cap NU \cap B \right) \leq \frac{3}{\nu} \cdot \mathbb{P}\left( \left\{ 0 < |I| \leq r_0 \right\} \cap A \cap NU \cap B \right).
\]
If \( \{ 0 < |I| \leq r_0 \} \cap A \cap NU \cap B \) occurs then so does
\[
E = \left\{ \exists t_1, t_2 \in [\chi, \chi + s_0] : 0 \leq t_2 - t_1 \leq r_0 \text{ and } \mathcal{L}_2(t_2) - \mathcal{L}_2(t_1) \leq -\frac{1}{2} \hat{R} \right\}.
\]
Thus,
\[
(123) \leq \frac{3}{\nu} \cdot \mathbb{P}(E \cap B) \leq \frac{3}{\nu} \cdot Z^{-1} \mathbb{P}_{\text{free}}\left( E \cap \{ \mathcal{L}_2(\chi + s_0) \geq -2K \} \right),
\]
where \( \mathbb{P}_{\text{free}} \) and \( Z \) are defined in (106). Here, the latter inequality is due to the definition of \( \mathbb{P} \) in terms a Radon-Nikodym derivative and the fact that the Boltzmann factor \( W(\mathcal{L}_1, \mathcal{L}_2) \) is always bounded above by one. We may further show that
\[
\mathbb{P}_{\text{free}}\left( E \cap \{ \mathcal{L}_2(\chi + s_0) \geq -2K \} \right)
\]
\[
\leq \int_{-\hat{R} - 2K}^{\infty} \frac{1}{\mathbb{P}(N_{s_0} \leq y)} 16\pi^{-1/2} s_0 r_0^{-1/2} \cdot 4\hat{R}^{-1} e^{-(\hat{R}/4)^{1/2} \frac{1}{160s_0}} \frac{d\mathbb{P}_{\text{free}}}{dy}(\mathcal{L}_2(\chi + s_0) \leq y) dy
\]
\[
\leq \frac{1}{\mathbb{P}(N_{s_0} \leq -(1 + 2\delta) \hat{R})} 64\pi^{-1/2} s_0 r_0^{-1/2} \hat{R}^{-1} e^{-(\hat{R}/4)^{1/2} \frac{256s_0}{160s_0}} \int_{-\hat{R} - 2K}^{\infty} \frac{d\mathbb{P}_{\text{free}}}{dy}(\mathcal{L}_2(\chi + s_0) \leq y) dy
\]
\[
\leq \frac{1}{\mathbb{P}(N_{s_0} \leq -(1 + 2\delta) \hat{R})} 64\pi^{-1/2} s_0 r_0^{-1/2} \hat{R}^{-1} e^{\frac{256s_0}{160s_0}}.\quad (125)
\]
In the above, \( \frac{d\mathbb{P}_{\text{free}}}{dy}(\mathcal{L}_2(\chi + s_0) \leq y) \) is the density of \( \mathcal{L}_2(\chi + s_0) \) at \( y \). The first inequality is due to Lemma 2.14 since, under \( \mathbb{P}_{\text{free}} \), \( \mathcal{L}_2 \) is Brownian bridge. The second follows from \( K \leq \delta \hat{R} \).
Using the bound on the normalizing constant established in Lemma 7.13 and bound on the lower tail of the Gaussian in Lemma 2.10, the inequalities (124) and (125) imply
\[
\mathbb{P}\left(0 < |I| \leq r_0 \left| A \cap NU \cap B\right. \right) \\
\leq \frac{3}{\nu} \cdot (2\pi)^{1/2} \cdot \frac{((1 + 2\delta)\hat{R})^2 s_0^{-1} + 1}{(1 + 2\delta)\hat{R} s_0^{-1/2}} \cdot \exp \left\{ \frac{((1 + 2\delta)\hat{R})^2}{2 s_0} \right\} \\
\cdot 64 \pi^{-1/2} s_0^{-1} \hat{R}^{-1} \exp \left\{ - \frac{\hat{R}^2}{256 r_0} \right\} \cdot \exp \left\{ 8 \hat{R} e^{t/3} \left( \frac{1}{2} + \frac{3\delta}{2} \right)\right\}.
\]

By the assumptions of Section 7.4.4, the latter expression is bounded above by 1/4, so that
\[
\mathbb{P}\left(0 < |I| \leq r_0 \left| A \cap NU \cap B\right. \right) < \frac{1}{4}.
\] (126)

This final inequality contradicts (122) and hence implies that the assumption (112) was false. As this conclusion is the desired result, we have completed the proof of Proposition 7.6.

7.5. Proof of lemmas from Section 7.4. We now record the proofs of the lemmas used in Section 7.4. Recall the notation of that section.

Proof of Lemma 7.9. First note that
\[
\mathbb{P}(A \cap NU^c) \leq \mathbb{P}(NU^c) \leq \mathbb{P}\left( \bigcup_{k \in \{0, \ldots, 15\}} E_k \right),
\] (127)

where the events $E_k$ are defined as follows. For each $k \in \{0, \ldots, 15\}$, set $\eta_k = \frac{1}{4} + \frac{k}{20}$ and define
\[
\alpha_k = \inf \{ s \in [\chi, 2] : \mathcal{L}_2(s) = \eta_k \hat{R} \}.
\]

Since $\mathcal{L}_2(\chi) = \hat{R}$ and $\mathcal{L}_2(2) = -R$, the infimum is over a non-empty set, so that the $\alpha_k$ are well-defined. Define
\[
E_k = \left\{ \mathcal{L}_2(u) - \eta_k \hat{R} \geq \frac{\hat{R}}{40} \text{ for some } u \in [\alpha_k, 2] \right\}.
\]

Clearly, $NU^c \subseteq E_0 \cup E_1 \cup \cdots \cup E_{15}$ so that we obtain (127).

The following claim, along with the union bound on $\mathbb{P}(E_0 \cup E_1 \cup \cdots \cup E_{15})$, proves the lemma.

Claim 7.14. For all $k \in \{0, \ldots, 15\}$,
\[
\mathbb{P}(E_k) \leq \exp \left\{ - \frac{1}{1600} \hat{R}^2 \right\}.
\]

We prove this claim by utilizing the strong Gibbs property (Lemma 2.5) and the monotonicity results (Lemmas 2.6 and 2.7). Observe that
\[
\mathbb{P}(E_k) = \mathbb{E}\left[ \mathbb{E}\left[ 1_{E_k} \mid \mathcal{F}_{\text{ext}}(\{2\}, (\alpha_k, 2)) \right] \right],
\]

and since $[\alpha_k, 2]$ is a $\{2\}$-stopping domain (i.e. a stopping domain for $\mathcal{L}_2$), $\mathbb{P}$-almost surely
\[
\mathbb{E}\left[ 1_{E_k} \mid \mathcal{F}_{\text{ext}}(\{2\}, (\alpha_k, 2)) \right] = \mathbb{P}_{\mathcal{H}_t}^{2, (\alpha_k, 2), \eta_k, -R, \mathcal{L}_1, -\infty}(E_k).
\]

Since $-R < 0$, the monotonicity results, Lemmas 2.6 and 2.7, and the increasing nature of the event $E_k$ imply that
\[
\mathbb{P}_{\mathcal{H}_t}^{2, (\alpha_k, 2), \eta_k, -R, \mathcal{L}_1, -\infty}(E_k) \leq \mathbb{P}_{\mathcal{H}_t}^{2, (\alpha_k, 2), \eta_k, 0, +\infty, -\infty}(E_k).
\]
The right-hand side represents the expectation for a Brownian bridge on \([\alpha_k, 2]\) starting at height \(\eta_k\) and ending at height 0. The event \(E_k\) is contained in the event that the Brownian bridge rises by at least \(\frac{R}{10}\) from a line which interpolates its endpoint (this is because the interpolating line has negative slope). Since the duration of time \(2 - \alpha_k\) is at most two, Lemma 7.11 implies that this \(\frac{R}{10}\) rise occurs with probability at most \(e^{-R^2/1600}\). This, in turn, implies Claim 7.13 so that the proof of Lemma 7.9 is complete. □

Proof of Lemma 7.10 By Lemma 2.7 we may couple the measure \(\mathbb{P} = \mathbb{P}_{H,1}^{1,2,(\chi,2),(-R,\hat{R}),(-R,-R),-K,-\infty}\) on the curves \(L_1, L_2 : [\chi, 2] \to \mathbb{R}\) with the measure \(\mathbb{P}' := \mathbb{P}_{H,1}^{1,2,(\chi,2),(-\frac{3}{4}K,-\frac{3}{4}K),(-\frac{3}{4}K,-\frac{3}{4}K),-\infty}\) so that \(L_i(u) \geq L_i'(u)\) for \(i \in \{1, 2\}\) and \(u \in [\chi, 2]\). Since the event \(B'\) increases as the \(L_i\) decrease, this monotonicity implies that \(\mathbb{P}(B') \leq \mathbb{P}(B'')\). Thus, it suffices to prove that
\[
\mathbb{P}'(B') \leq 4e^{-4K^2/4}.
\]
To show this, recall that the measure \(\mathbb{P}'\) is defined relative to the law \(\mathbb{P}_{\text{free}}' := \mathbb{P}_{\text{free}}^{1,2,(\chi,2),(-\frac{3}{4}K,-\frac{3}{4}K),(-\frac{3}{4}K,-\frac{3}{4}K)}\) via the Radon-Nikodym derivative \((Z')^{-1}W'(L_1, L_2)\) where
\[
W'(L_1, L_2) = \exp \left\{ - \int_{\chi}^{2} \left( e^{\frac{1}{3}H(x, s)} + e^{\frac{1}{3}H(x, s)} \right) dx \right\},
\]
and \(Z'\) is the expectation of \(W'(L_1, L_2)\) with respect to the measure \(\mathbb{P}_{\text{free}}'\).

Consider the situation when \(L_1\) and \(L_2\) do not differ from their endpoint values on the interval \([\chi, 2]\) by more than \(K/16\). When this event occurs, \(W'(L_1, L_2) \geq \exp \left\{ -4e^{-t^{1/3}/8} \right\} \geq e^{-4}\). The probability of this is, by Lemma 2.11 and \(2 - \chi \leq 2\), at least \(\left( 1 - 2e^{-K^2/256} \right)^2 \geq 1/2\), since from the assumptions of Section 7.4.4 we have that \(K^2 \geq 256\log \left( \frac{2/7}{\sqrt{2-1}} \right)\). Thus,
\[
Z' \geq e^{-4}/2.
\]

Using the same sort of reasoning as in the previous paragraph we find that
\[
\mathbb{P}' \left( \inf_{s \in [\chi, 2]} L_i(s) \leq -2K \right) \leq 2e^{-4K^2/4}.
\]
The proof is then completed by a simple union bound over \(i \in \{1, 2\}\). □

We now reach the proof of the key Lemma 7.11. It is in this proof that we see one of the central ideas of the proof of Proposition 7.6; an idea explained in outline in Section 7.4.2 until (110): if \(J_s\) occurs, there will typically be huge interaction between \(L_1\) and \(L_2\) during \([\chi, \chi + s]\); the kinetic cost of alleviating this interaction should be borne roughly evenly between the two curves, but this is not the case when \(H_s \subseteq A \cap J_s\) occurs, because, in this case, it is \(L_2\) which does all the travelling.

The approach we use in proving Lemma 7.11 bears resemblance to that used in Theorem 1.5(3). Herein we work purely with conditional expectations (and do not describe the argument in terms of resampling) whereas in the proof of Theorem 1.5(3), for mostly pedagogical purposes, we choose to illustrate things from the resampling perspective which underlies much of the intuition around using the \(H_\varepsilon\)-Brownian Gibbs property.

Proof of Lemma 7.11 We may decompose the curves \(L_1\) and \(L_2\) on the interval \([\chi, \chi + s]\) as follows (see Figure 9 for an illustration). The curve \(L_1\) is determined by knowledge of the values \(L_1(\chi), L_1(\chi + s)\) and \(L_1(\chi + 3\epsilon^{-1}s)\) along with the curves \(L_{11} : [\chi, \chi + s] \to \mathbb{R}\) and \(L_{12} : [\chi + s, \chi + s + 3\epsilon^{-1}s] \to \mathbb{R}\).
\[ 3e^{-1}s \rightarrow \mathbb{R} \] where \( L_{11} \) is the difference between \( L_1 \) on \([\chi, \chi + s]\) and the function which linearly interpolates \( L_1'(\chi) \) and \( L_1'(\chi + s) \), and where \( L_{12} \) is the difference between \( L_1 \) on \([\chi + s, \chi + 3e^{-1}s]\) and the function which linearly interpolates \( L_1'(\chi + s) \) and \( L_1'(\chi + 3e^{-1}s) \). We may likewise decompose \( L_2 \) where the analogs of \( L_{11} \) and \( L_{12} \) are now denoted respectively by \( L_{21} \) and \( L_{22} \). Define \( F \) to be the sigma-field generated by the random variables \( L_1(\chi), L_1(\chi + 3e^{-1}s), L_2(\chi), L_2(\chi + 3e^{-1}s) \) and \( L_{11}, L_{12}, L_{21}, L_{22} \) (i.e. by everything except \( L_1(\chi + s) \) and \( L_2(\chi + s) \)).

For \( i = 1 \) and \( 2 \), given the random variables \( L_i(\chi), L_i(\chi + 3e^{-1}s) \) and \( L_{1i}, L_{2i} \), for \( x_i \in \mathbb{R} \) we may define \( L_i^{x_i} \) as the reconstruction of \( L_i(\cdot) \) given \( L_i(\chi + s) = x_i \). Specifically, we have

\[
L_i^{x_i}(u) = \begin{cases} 
L_{i1}(u) + L_i(\chi) \frac{u - x_i}{3e^{-1}s - x_i} + x_i \frac{u - x_i}{s} & u \in [\chi, \chi + s], \\
L_{i2}(u) + x_i \frac{u - x_i}{(3e^{-1}s - x_i)} + L_i(\chi + 3e^{-1}s) \frac{u - (\chi + s)}{(3e^{-1}s - x_i)} & u \in [\chi, \chi + 3e^{-1}s] \end{cases}
\]  

(130)

Define the \( F \)-measurable set

\[
S = S(L_1(\chi), L_1(\chi + 3e^{-1}s), L_2(\chi), L_2(\chi + 3e^{-1}s), L_{11}, L_{12}, L_{21}, L_{22})
\]  

(131)

to be the set of \((x_1, x_2) \in \mathbb{R}^2\) such that the event \( H_s \) is satisfied with \( L_1 \) and \( L_2 \) replaced by \( L_1^{x_1} \) and \( L_2^{x_2} \) in the definition of the constituent events of \( H_s \).

To explain these definitions: the curves \( L_1 \) and \( L_2 \) on the interval \([\chi, \chi + 3e^{-1}s]\) are sampled under \( \mathbb{P} \), but then their values at \( \chi + s \) are forgotten. After these values are forgotten, the two curves can be reconstructed as in (130) by specifying the two curves’ values \( x_1 \) and \( x_2 \). The forgetful observer knows the set \( S \); the use of a given pair \((x_1, x_2)\) for reconstruction will produce a scenario which realizes \( H_s \) precisely when \((x_1, x_2) \in S \).

The reader may now wish to consult Figure 11 from the viewpoint of the observer after the instant of forgetting, for whom the values of \( x_1 \) and \( x_2 \) correspond to locations of the black and the white bead. To each choice of pair \((x_1, x_2) \in S\) realizing \( H_s \), there is an alternative \( \tau(x_1, x_2) \notin S \) which is far more probable under the law \( \mathbb{P} \) given the observer’s information. Moreover, the map \( \tau : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \), which we shortly introduce, is measure-preserving and injective, so that the collection of alternatives is far more probable than is \( H_s \); thus, \( H_s \) is unlikely.

To make these notions rigorous, we use conditional expectations and write

\[
\mathbb{P}(H_s) = \mathbb{E}\left[ \mathbb{E}\left[ 1_{H_s} \mid F \right] \right].
\]  

(132)

Furthermore, \( \mathbb{P} \)-almost surely

\[
\mathbb{E}\left[ 1_{H_s} \mid F \right] = \int_{\mathbb{R}^2} 1_{(x_1, x_2) \in S} \cdot f(x_1, x_2) \, dx_1 dx_2,
\]  

(133)

where \( f(x_1, x_2) \) is the density (with respect to Lebesgue measure) of the pair \((L_1(\chi + s), L_2(\chi + s))\) given the random variables which generate \( F \); \( f \) is the density of the forgetful observer’s conditional law for this pair. By the Lévy-Ciesielski construction of a Brownian bridge (cf. [21] Lemma 2.8), we can explicitly compute this density, finding it to be

\[
f(x_1, x_2) = p(-R, x_1; s) p(x_1, L_1(\chi + 3e^{-1}s); (3e^{-1} - 1)s) p(\tilde{R}, x_2; s) p(x_2, L_2(\chi + 3e^{-1}s); (3e^{-1} - 1)s)
\]

\[
\cdot \left( \frac{1}{\sqrt{2\pi s}} \right) \int_{\chi}^{\chi + 3e^{-1}s} e^{t/3} (L_1^{x_1}(u) - L_1^{x_1}(u)) du \exp \left\{ - \int_{\chi}^{\chi + 3e^{-1}s} e^{t/3} (L_2^{x_2}(u) + K) du \right\},
\]

Here, \( p(a, b; s) = (2\pi s)^{-1/2} \exp \left\{ - \frac{(b-a)^2}{2s} \right\} \) denotes the transition probability of Brownian motion from \( a \) to \( b \) in time \( s \); \( L_1^{x_1}(\cdot) \) and \( L_2^{x_2}(\cdot) \) are reconstructed according to the prescription of (130), and \( \tilde{Z} \) is a normalizing constant necessary to make the total integral of \( f(x_1, x_2) \) over \( \mathbb{R}^2 \) equal to one (its exact value will be inconsequential).
Let $\tau : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ denote the transformation $(x_1, x_2) \mapsto (x_1 + 2\delta \hat{R}, x_2 + \delta \hat{R})$.

**Claim 7.15.** For $(x_1, x_2) \in S$ (as defined in (131)),

$$
\frac{f(\tau(x_1, x_2))}{f(x_1, x_2)} \geq \exp \left\{ - \frac{16\delta^2}{s} \hat{R}^2 + \frac{\epsilon \delta}{4s} \hat{R}^2 \right\} \cdot (\Gamma_s)^{2/5}
$$

where $\Gamma_s$ is as in Section 7.4.4.

Before justifying this claim, let us observe how it completes the proof of Lemma 7.11. By the assumption (Section 7.4.4) that $\epsilon \geq 80\delta$ we find that the right-hand side of (134) is at least

$$
\exp \left\{ \frac{\epsilon \delta}{20s} \hat{R}^2 \right\} \cdot (\Gamma_s)^{-2/5}
$$

which is to say, the observer after forgetting judges $(x_1, x_2)$ to be much less probable than $\tau(x_1, x_2)$.

Now observe that

$$
\int_{\mathbb{R}^2} 1_{(x_1, x_2) \in S} f(x_1, x_2) dx_1 dx_2 = \int_{\mathbb{R}^2} 1_{(x_1, x_2) \in S} f(\tau(x_1, x_2)) \frac{f(x_1, x_2)}{f(\tau(x_1, x_2))} dx_1 dx_2
$$

$$
\leq \exp \left\{ - \frac{\epsilon \delta}{20s} \hat{R}^2 \right\} \cdot (\Gamma_s)^{-2/5} \int_{\mathbb{R}^2} 1_{(x_1, x_2) \in S} f(\tau(x_1, x_2)) dx_1 dx_2
$$

$$
= \exp \left\{ - \frac{\epsilon \delta}{20s} \hat{R}^2 \right\} \cdot (\Gamma_s)^{-2/5} \int_{\mathbb{R}^2} 1_{(x_1, x_2) \in \tau(S)} f(x_1, x_2) dx_1 dx_2
$$

$$
\leq \exp \left\{ - \frac{\epsilon \delta}{20s} \hat{R}^2 \right\} \cdot (\Gamma_s)^{-2/5} \int_{\mathbb{R}^2} f(x_1, x_2) dx_1 dx_2
$$

$$
= \exp \left\{ - \frac{\epsilon \delta}{20s} \hat{R}^2 \right\} \cdot (\Gamma_s)^{-2/5}.
$$

The second equality is due to the Jacobian of the transform $\tau$ being identically one while the final one follows since $f$, being a probability density, has integral equal to one.

In light of this bound and equation (133), we find that $\mathbb{P}$-almost surely

$$
\mathbb{E}\left[ 1_{H_s} | \mathcal{F} \right] \leq \exp \left\{ - \frac{\epsilon \delta}{20s} \hat{R}^2 \right\} \cdot (\Gamma_s)^{-2/5},
$$

further applying (132), we conclude likewise that

$$
\mathbb{P}(H_s) \leq \exp \left\{ - \frac{\epsilon \delta}{20s} \hat{R}^2 \right\} \cdot (\Gamma_s)^{-2/5}.
$$

Since $\Gamma_s \geq 1$ we arrive at the bound desired to prove Lemma 7.11.

All that remains, therefore, is to prove Claim 7.15. We do this by viewing the ratio $f(\tau(x_1, x_2)) / f(x_1, x_2)$ as a product of four terms, and providing an energetic lower bound on each one of these. The first two terms are *kinetic* and the second two *potential* in the sense that they correspond to the contributions coming from the Brownian transition probabilities and the Boltzmann weights.

**The kinetic cost of $L_1$.** The contribution to $f(\tau(x_1, x_2)) / f(x_1, x_2)$ is

$$
\frac{p(-\hat{R}, x_1 + 2\delta \hat{R}; s)}{p(-\hat{R}, x_1; s)} \cdot \frac{p(x_1 + 2\delta \hat{R}, L_1(x + 3\epsilon^{-1}s); (3\epsilon^{-1} - 1)s)}{p(x_1, L_1(x + 3\epsilon^{-1}s); (3\epsilon^{-1} - 1)s)}.
$$
Figure 11. The curves \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) are formed on the interval \([\chi, \chi + 3\epsilon^{-1}s]\) but then their values at \( \chi + s \) are forgotten. The two thick curves show two possible values of \( \mathcal{L}_1 \) after this forgetting; the two thin curves, two possible instances of \( \mathcal{L}_2 \). Think of the thick curve as being hooked onto a black bead which may move upwards or downwards on the vertical line running through the point \((\chi + s, 0)\). The thick curve is tethered at its endpoints and it dilates as the black bead moves. Likewise for the thin curve and the white bead. If \( \mathcal{L}_1(\chi + s) \leq \delta \hat{R} \) and \( \mathcal{L}_2(\chi + s) \leq (1 - \epsilon)\hat{R} \), (a case illustrated by the lower pair of thick and thin curves), then it is energetically preferable to push both beads up in the manner indicated. Indeed, there is advantage for both kinetic and for potential energy, as we now explain. For kinetic energy: since the white bead lies at distance of order \( \epsilon \hat{R} \) from the line segment denoted in the sketch by \( \ell \), its raising by \( \delta \hat{R} \) causes a kinetic gain of \( e^{O(\epsilon \delta)}\hat{R}^2/s \); raising the black bead by \( 2\delta \hat{R} \) entails a kinetic cost of \( e^{O(\delta^2)}\hat{R}^2/s \); but since \( \delta \ll \epsilon \), the gain beats the cost. For potential energy: because the black bead is raised the further, the beads’ rise causes a decrease in the interaction between \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \); this decrease more than compensates for the increase in interaction between \( \mathcal{L}_1 \) and the constant boundary condition at level \(-K\), crudely speaking because the elements of the pair \((\mathcal{L}_1, \mathcal{L}_2)\) are at greater distance than are those of \((-K, \mathcal{L}_1)\).
This expression may be rewritten in the form
\[
\exp \left\{ - \frac{(x_1 + 2\delta\hat{R} + R)^2}{2s} - \frac{(x_1 + 2\delta\hat{R} - L_1(\chi + 3\epsilon^{-1}s))^2}{2(3\epsilon^{-1} - 1)s} + \frac{(x_1 + R)^2}{2s} + \frac{(x_1 - L_1(\chi + 3\epsilon^{-1}s))^2}{2(3\epsilon^{-1} - 1)s} \right\}. \tag{135}
\]

When \((x_1, x_2) \in S\), we have that: \(x_1 \leq \delta\hat{R}\), since \(H_s \subseteq A_s\); and \(L_1(\chi + 3\epsilon^{-1}s) \geq -2K \geq -2\delta\hat{R}\), since \(H_s \subseteq B\) and by the assumptions of Section 7.4.4. Also by these assumptions, we have that \(3\epsilon^{-1} \geq 60\) and \(R \leq \delta\hat{R}\); by disregarding the positive terms in the exponentials and using these bounds, we find that the above quantity is at least (and this is a rather brutal bound)
\[
\geq \exp \left\{ - (8 + \frac{25}{18}) \delta^2\hat{R}^2 \right\} \geq \exp \left\{ -16\delta^2\hat{R}^2 \right\}.
\]

The **kinetic cost of** \(L_2\). The contribution to \(f(\tau(x_1, x_2)) / f(x_1, x_2)\) is
\[
\frac{p(\hat{R}, x_2 + \delta\hat{R} ; s)}{p(\hat{R}, x_2; s)} \cdot \frac{p(x_2 + \delta\hat{R}, L_2(\chi + 3\epsilon^{-1}s); (3\epsilon^{-1} - 1)s)}{p(x_2, L_2(\chi + 3\epsilon^{-1}s); (3\epsilon^{-1} - 1)s)}.
\]

This expression is equal to the ratio of the density at \(x_2 + \delta\hat{R}\) and at \(x_2\) of \(B(\chi + s)\), where \(B : [\chi, \chi + 3\epsilon^{-1}s] \rightarrow \mathbb{R}\) is Brownian bridge from \(B(\chi) = \hat{R}\) to \(B(\chi + 3\epsilon^{-1}s) = L_2(\chi + 3\epsilon^{-1}s)\). Let \(L(u) : [\chi, \chi + 3\epsilon^{-1}s] \rightarrow \mathbb{R}\) denote the linear interpolation of the Brownian bridge endpoints (so that \(L(\chi) = \hat{R}\) and \(L(\chi + 3\epsilon^{-1}s) = L_2(\chi + 3\epsilon^{-1}s)\)). Then the law of \(B(\chi + s)\) is that of a Gaussian random variable with mean \(L(\chi + s)\) and variance \(\kappa := \frac{(3\epsilon^{-1} - 1)s}{2\delta}\). As such, the above contribution can be rewritten as
\[
\exp \left\{ - \frac{(L(\chi + s) - x_2 - \delta\hat{R})^2}{2\kappa} \right\} \cdot \exp \left\{ - \frac{(L(\chi + s) - x_2)^2}{2\kappa} \right\}. \tag{136}
\]

When \((x_1, x_2) \in S\), we know that \(x_2 \leq (1 - \epsilon)\hat{R}\), since \(H_s \subseteq \mathcal{J}_s\). We also know that: \(L_2(\chi) = \hat{R}\); and, when \((x_1, x_2) \in S\) then, since \(H_s \subseteq B\), we have that \(L_2(\chi + 3\epsilon^{-1}s) \geq -2K\), which is at most \(-2\delta\hat{R} \geq -\hat{R}/2\) by the assumptions of Section 7.4.4. It follows that \((x_1, x_2) \in S\) implies that \(L(\chi + s) \geq (1 - \epsilon/2)\hat{R}\). Therefore, \(L(\chi + s) - x_2 \geq \epsilon\hat{R}/2\). Since \(\epsilon > 2\delta\), we find that the above expression is at least
\[
\geq \exp \left\{ \frac{\epsilon\delta}{4\delta} \hat{R}^2 \right\}.
\]

The **potential cost attached to** \((L_1, L_2)\). The contribution to \(f(\tau(x_1, x_2)) / f(x_1, x_2)\) is
\[
\exp \left\{ - \int_{\chi}^{\chi + 3\epsilon^{-1}s} e^{t/3} (L_{2x+2\delta\hat{R}}(u) - L_{x+2\delta\hat{R}}(u)) \, du \right\} \cdot \exp \left\{ - \int_{\chi}^{\chi + 3\epsilon^{-1}s} e^{t/3} (L_{x+2\delta\hat{R}}(u) - L_{x+1}^1(u)) \, du \right\}, \tag{137}
\]

where we recall the notation \(L^+_{x}\) from (130). Observe that the pointwise inequality \(L_{2x+2\delta\hat{R}}(u) - L_{x+2\delta\hat{R}}(u) \geq L_{2x+2\delta\hat{R}}(u) - L_{x+2\delta\hat{R}}(u)\) for \(u \in [\chi, \chi + 3\epsilon^{-1}s] \supseteq [\chi + s/2, \chi + s]\) implies that this contribution is at least
\[
\geq \exp \left\{ - \int_{\chi}^{\chi + s} e^{t/3} (L_{2x+2\delta\hat{R}}(u) - L_{x+1}^1(u)) \, du \right\} \cdot \exp \left\{ - \int_{\chi}^{\chi + s} e^{t/3} (L_{x+2\delta\hat{R}}(u) - L_{x+1}^1(u)) \, du \right\}.
\]
When \((x_1, x_2) \in S\) we have that \(L_{x_2}^2(u) \geq \hat{R}\) (since \(H_s \subseteq N_s\)) and that \(L_{x_1}^1(u) \leq \delta \hat{R}\) (since \(H_s \subseteq A_s\)) for all \(u \in [\chi + s/2, \chi + s]\). Using these facts and the assumption (Section 7.4.4) that \(\delta < 1/16\), we readily find that

\[ (137) \geq (\Gamma_s)^{1/2}. \]

**The potential cost attached to** \((-K, L_1)\). The present contribution to \(\frac{f(\tau(x_1, x_2))}{f(x_1, x_2)}\) is

\[
\exp\left\{- \int_{\chi}^{\chi+\varepsilon-1} e^{t/3} \left( e^{t/3} \left( L_{x_1}^1(u) + \hat{K}\right) du \right) \cdot \exp\left\{ \int_{\chi}^{\chi+\varepsilon-1} e^{t/3} \left( L_{x_1}^1(u) + \hat{K}\right) du \right\}. \tag{138} \]

Since we seek a lower bound, we may disregard the second exponential term (as it is at least one). Observe that for \(x_1\) such that \((x_1, x_2) \in S\), \(L_{x_1}^1(u) \leq \delta \hat{R}\), and thus \(L_{x_1}^1 + 2\delta \hat{R}(u) \leq 3\delta \hat{R}\), for \(u \in [\chi, \chi + \varepsilon^{-1} s]\). Since \(K \leq \delta \hat{R}\) (Section 7.4.4), the above contribution is at least

\[ (138) \geq \exp\left\{ -3\varepsilon^{-1} s e^{1/3} \delta \hat{R} \right\}, \]

and further using the assumptions in Section 7.4.4 this quantity is bounded by

\[ (138) \geq (\Gamma_s)^{-1/10}. \]

By combining these four contributions, whose product equals \(\frac{f(\tau(x_1, x_2))}{f(x_1, x_2)}\), we arrive at the desired lower bound and complete the proof of Claim 7.15. As explained earlier, having shown Claim 7.15 the proof of Lemma 7.11 is readily completed. \(\Box\)

**Remark 7.16.** As we discussed in Figure 11, the alternative \(\tau(x_1, x_2)\) is preferable to \((x_1, x_2) \in S\) both for potential and for kinetic energy. Since the gains cover the costs for each type of energy, the proof of Lemma 7.11 is carried out without the question of whether it is kinetic or potential energy whose levels are the greater being addressed.

**Proof of Lemma 7.13**. Recall the definition of the normalizing constant \(Z\) and Boltzmann weight \(W(L_1, L_2)\) from (106). Moreover, recall that

\[ Z = \mathbb{E}_{\text{free}}[W(B_1, B_2)] \]

where the measure \(\mathbb{P}_{\text{free}}\) (whose expectation is \(Z\) and which is also defined in (106)) is that of a pair of Brownian bridges \(B_1, B_2 : [\chi, 2] \rightarrow \mathbb{R}\) with \(B_1(\chi) = B_1(2) = B_2(\chi) = \hat{R}\) and \(B_2(2) = \hat{R}\).

For \(h \in (0, 1/2)\) (to be specified a little later), let us define events

\[
E_1^h = \left\{ B_2(\chi + h) \leq -R \right\}, \quad E_2^h = \left\{ \sup_{u \in [\chi, \chi + h]} B_2(u) \leq (1 + \delta) \hat{R} \right\}, \quad E_3^h = \left\{ \sup_{u \in [\chi + h, 2]} B_2(u) \leq -R + \delta \hat{R} \right\}
\]

and their intersection

\[ E^h = E_1^h \cap E_2^h \cap E_3^h. \]

We claim the following inequality holds:

\[ \mathbb{P}_{\text{free}}(E^h) \geq \frac{1}{4} (\pi h)^{-1/2} \frac{\hat{R} + R}{2(\hat{R} + R)^2 h^{-1} + 1} e^{-2(\hat{R} + R)^2 h^{-1}}. \tag{139} \]

This claim follows from straightforward considerations. Under \(\mathbb{P}_{\text{free}}\), \(B_2(\chi + h)\) is distributed as a normal random variable of mean \(\frac{(2 - \chi)(\hat{R} - h\hat{R})}{2 - \chi}\) \(\leq \hat{R}\) and variance \(\frac{h(2 - \chi)(\hat{R} - h\hat{R})}{2 - \chi} \geq \frac{h}{2}\) (this lower
bound follows since $2 \geq 2 - \chi \geq 3/2$ and $h \leq 1/2$). Thus, using the lower tail bound provided by Lemma 2.10, we find that

$$
P_{\text{free}}(E_1^h) \geq (\pi h)^{-1/2} \frac{R + R}{2(R + R)^2h^{-1} + 1} e^{-(R+R)^2h^{-1}}.
$$

By Lemma 2.11 (and the monotone coupling for Brownian bridges with different endpoints – a special case of Lemma 2.7),

$$
P_{\text{free}}((E_2^h)^c | E_1^h) = P_{\text{free}} \left( \sup_{s \in [\chi, \chi + h]} B_2(s) \geq (1 + \delta) \hat{R} \Big| B_2(\chi + h) \leq -R \right) \leq e^{-2h^{-1} \delta^2 \hat{R}^2} \leq \frac{1}{2},
$$

$$
P_{\text{free}}((E_3^h)^c | E_1^h) = P_{\text{free}} \left( \sup_{s \in [\chi + h, 2]} B_2(s) \geq -R + \delta \hat{R} \Big| B_2(\chi + h) \leq -R \right) \leq e^{-\delta^2 \hat{R}^2} \leq \frac{1}{2}.
$$

The bounds by $\frac{1}{2}$ follow from the assumption of Section 7.4.4 that $\hat{R} \geq \delta^{-1} \sqrt{\log 2}$ as well as $h \in (0, 1/2)$. Thus, we have

$$
P_{\text{free}}(E^h) = P_{\text{free}}(E_1^h \cap E_2^h \cap E_3^h) = P_{\text{free}}(E_1^h) \cdot P_{\text{free}}(E_2^h \cap E_3^h | E_1^h)
$$

$$
\geq P_{\text{free}}(E_1^h) \cdot P_{\text{free}}(E_2^h | E_1^h) \cdot P_{\text{free}}(E_3^h | E_1^h)
$$

$$
\geq \frac{1}{4} (\pi h)^{-1/2} \frac{R + R}{2(R + R)^2h^{-1} + 1} e^{-(R+R)^2h^{-1}}.
$$

The bound $P_{\text{free}}(E_2^h \cap E_3^h | E_1^h) \geq P_{\text{free}}(E_2^h | E_1^h) \cdot P_{\text{free}}(E_3^h | E_1^h)$ is a consequence of the positive associativity of the events $E_2^h$ and $E_3^h$ conditioned on $E_1^h$. This completes the proof of [139].

We now define an event

$$
E = \left\{ \sup_{u \in [\chi, 2]} |B_1(u) + R| \leq \delta \hat{R} \right\}.
$$

By Lemma 2.11 and the assumption of Section 7.4.4 that $\hat{R} \geq \delta^{-1} \sqrt{\log 4}$,

$$
P_{\text{free}}(E) \geq 1 - 2e^{-\delta^2 \hat{R}^2} \geq \frac{1}{2}.
$$

On the event $E^h \cap E$, we may bound the Boltzmann weight

$$
W(B_1, B_2) \geq \exp \left\{ -h e^{t^{1/3}((1+\delta)\hat{R}-(R-\delta \hat{R}))} - 2e^{t^{1/3}2\delta \hat{R}} - 2e^{t^{1/3}(-R+\delta \hat{R}+K)} \right\}.
$$

The first term in the exponential arises from the interaction of $(B_1, B_2)$ on the interval $u \in [\chi, \chi + h]$ and the fact that on the event $E^h \cap E$, $B_1(u) \geq -R - \delta \hat{R}$ and $B_2(u) \leq (1 + \delta) \hat{R}$. It is the interaction of $(B_1, B_2)$ on $u \in [\chi + h, 2]$ that is responsible for the second term: indeed, this interval of values of $u$ has length at most two, and such $u$ satisfy $B_1(u) \geq -\delta \hat{R} - R$ when $E$ occurs and $B_2(u) \leq \delta \hat{R} - R$ when $E_3^h$ does. The third term in the exponential arises from the interaction of $(-K, B_1)$ on the interval $u \in [\chi, 2]$ as well as the fact that $B_1(u) \leq -R + \delta \hat{R}$.

By the assumptions of Section 7.4.4, we may bound $(1 + \delta) \hat{R} - (R - \delta \hat{R}) \leq (1 + 3\delta) \hat{R}$ and $-R + \delta \hat{R} + K \geq 2\delta \hat{R}$, while the events $E^h$ and $E$ are independent under $P_{\text{free}}$; using these inputs, we find that the normalizing constant $Z$ satisfies the lower bound

$$
Z \geq \frac{1}{8} (\pi h)^{-1/2} \frac{\hat{R} + R}{2(R + R)^2h^{-1} + 1} \exp \left\{ -(1 + \delta)^2 \hat{R}^2h^{-1} - h e^{t^{1/3}(1+3\delta)\hat{R}} - 2e^{t^{1/3}2\delta \hat{R}} \right\}.
$$
We obtain different lower bounds on $Z$ as $h$ varies. With the aim of obtaining a bound among this collection which is roughly optimal, we choose $h \in (0,1/2)$ so that $(1 + \delta)^2 \hat R^2 h^{-1} = h e^{1/3(1+3\delta)\hat{R}}$. This is achieved by

$$h = (1 + \delta) \hat R e^{-1/3(1+3\delta)\hat{R}}.$$ 

Plugging in this value of $h$ and making use of the assumptions of Section 7.4.4 on $R, \hat R$ and $\delta$, we find that $Z$ satisfies the lower bound we sought in order to complete the proof of Lemma 7.13 □

8. Appendix

8.1. Proof of Proposition 1.17(2). This proof follows the approach of the proof of [23, Corollary 14] (though that work deals with different initial data) and hence we only review the main points, and do not provide careful estimates of integrals (which can be performed quite straightforwardly). We also do not review the theory of Fredholm determinants or Hilbert-Schmidt operators (see [4, 23] for background).

From Theorem 1.16 and the fact that $\det(I) = 1$, we have

$$\mathbb{P}(S_{\text{Brown}}(0) \geq s) \geq \frac{1}{2\pi} \int_{\mathbb{C}} \frac{d\mu}{\mu} e^{-\mu} \left| \det(I - K_\mu)_{L^2(2^{1/3}s, \infty)} - \det(I)_{L^2(2^{1/3}s, \infty)} \right|. \quad (140)$$

Let $U$ act on functions by means of $(Uf)(x) = (x^4 + 1)^{-1/2} f(x)$. Then, for $B_\mu = U^{-1} K_\mu U$, we have that $\det(I - K_\mu)_{L^2(2^{1/3}s, \infty)} = \det(I - B_\mu)_{L^2(2^{1/3}s, \infty)}$. For $B = B_1 B_2$ with $B_1$ and $B_2$ Hilbert-Schmidt,

$$\left| \det(I + B) - \det(I) \right| \leq \|B_1\|_2 \|B_2\|_2 e^{\|B_1\|_2 \|B_2\|_2 + 1}, \quad (141)$$

where the determinants and the norms are with respect to $L^2(2^{1/3}s, \infty)$. We can factor $B_\mu$ into Hilbert-Schmidt operators $B_1 : L^2(\mathbb{R}) \to L^2(2^{1/3}s, \infty)$ and $B_2 : L^2(2^{1/3}s, \infty) \to L^2(\mathbb{R})$ as

$$B_1(x, r) = \text{Ai}(x + r) (x^4 + 1)^{-1/2} (r^4 + 1)^{-1/2},$$

$$B_2(r, y) = \frac{\mu}{\mu - e^{-2^{-1/3} t^{1/3}}} \text{Ai}(y + r) (y^4 + 1)^{1/2} (r^4 + 1)^{1/2}.$$ 

By using the standard bounds on the tail behavior of the Airy function, we find the following bounds on the Hilbert-Schmidt norms:

$$\|B_1\|_2 \leq c_1, \quad \|B_2\|_2 \leq c_2 |\mu| s b (e^{-c_3 t^{1/3} s} + e^{-c_4 s^{3/2}}),$$

for some suitable positive constants $b,c_1,c_2,c_3$ and $c_4$. Plugging these estimates into (141), and taking the resulting integral (140) in $\mu$, we arrive at the desired bound. □

8.2. Monotone couplings and the H-Brownian Gibbs property. We now prove Lemma 2.6. The proof of Lemma 2.7 follows from essentially the same argument and we omit it.

Proof of Lemma 2.6. We follow the approach of [21] and find that we can generalize the non-intersection condition present in that paper to convex Hamiltonians $H$. In order to demonstrate this coupling for the conditioned Brownian line ensembles $Q_1$ and $Q_2$, we exhibit an analogous coupling of conditioned simple symmetric random walk trajectories and then appeal to the fact that these laws converge to the conditioned Brownian ensembles. The result for the random walks follows from a coupling of Markov chains which converges to the constrained path measures and hence demonstrates the existence of the limiting coupling. The convexity of $H$ appears in an essential way as it ensures that, at moments when the two path measures may become out of order, the Markov chain sampling of the path space may be coupled so as to prevent this from occurring.

Consider $x^n = (x^n_1, \ldots, x^n_k)$ and $y^n = (y^n_1, \ldots, y^n_k)$ such that $x^n_j, y^n_j \in n^{-1}(2\mathbb{Z})$ for all $1 \leq j \leq k$ and $n > 1$ and such that $x^n_j \to x_j$ as well as $y^n_j \to y_j$. Likewise, let $(a^n, b^n) \to (a, b)$ in such
a way that \( b - a \in n^{-2}\mathbb{Z} \). Write \( \mathbb{P}_{n,k,(a^n,b^n),\bar{x}^n,\bar{y}^n} \) for the law of \( k \) independent random walks \( X^n_{j} : [a^n, b^n] \to n^{-1}\mathbb{Z} \), \( 1 \leq j \leq k \), that satisfy \( X^n_{j}(a^n) = x^n_{j} \) and \( X^n_{j}(b^n) = y^n_{j} \) and take steps of size \( \pm n^{-1} \) in discrete time increments of size \( n^{-2} \). To simplify things we will actually let \( X^n_{j} \) linearly interpolate between its values on \( n^{-2}\mathbb{Z} \). Define \( \mathbb{P}^{n,k,(a^n,b^n),\bar{x}^n,\bar{y}^n,f,g}_{H} \) to be the law on the set of discrete paths \( X^n_{j} \) specified above; this law has a Radon-Nikodym derivative with respect to \( \mathbb{P}^{n,k,(a^n,b^n),\bar{x}^n,\bar{y}^n,f,g}_{H} \) (Definition 2.2) up to normalization. For shorthand now define \( \mathbb{P}^{n,i}_{H} = \mathbb{P}^{n,k,(a^n,b^n),\bar{x}^n,\bar{y}^n,f,g}_{H} \) for \( i = 1, 2 \) and write \( X^{n,i}_{j} \) for the random discrete paths specified by these measures.

We will now demonstrate that if \( (f^1, g^1) \geq (f^2, g^2) \) then there is a coupling measure \( \mathbb{P}^{n}_{H} \) on which both \( X^{n,1}_{j} = \{X^{n,1}_{j,k}\}_{k=1} \) and \( X^{n,2}_{j} = \{X^{n,2}_{j,k}\}_{k=1} \) are defined with respective marginal distributions \( \mathbb{P}^{n,1}_{H} \) and \( \mathbb{P}^{n,2}_{H} \), and under which almost surely \( X^{n,1}_{j}(s) \geq X^{n,2}_{j}(s) \) for all \( 1 \leq j \leq k \) and all \( s \in (a^n, b^n) \). As \( n \to \infty \), the invariance principle for Brownian bridge as well as the continuity of \( H \) shows that this coupling measure converges to the desired coupling of Brownian bridges necessary to complete our proof.

Thus it remains to demonstrate the existence of \( \mathbb{P}^{n}_{H} \). In order to do this, we introduce a continuous-time Markov chain dynamic on the random walk bridges \( X^{n,1}_{j} \) and \( X^{n,2}_{j} \). Let us write the collection of random walk bridges at time \( t \) as \( (X^{n,1}_{j})_t \) and \( (X^{n,2}_{j})_t \). The time-0 configurations of \( (X^{n,1}_{j})_0 \) and \( (X^{n,2}_{j})_0 \) are both chosen to be the lowest possible trajectory of random walk bridges having the given endpoints. Hence it is clear that the time-0 values of these trajectories are ordered \( (X^{n,1}_{j}(s))_0 \geq (X^{n,2}_{j}(s))_0 \) for all \( s \in [a^n, b^n] \) and \( 1 \leq j \leq k \) (in fact equality holds). The dynamics (evolving in continuous time \( t \)) of the Markov chain are as follows: for each \( s \in n^{-2}\mathbb{Z} \cap [a^n, b^n] \), each \( j \in \{1, \ldots, k\} \) and each \( m \in \{+, -\} \) (\( + \) stands for up flip and \( - \) for down flip), there are independent exponential clocks which ring at rate one. When the clock labeled \( (s, j, m) \) rings, one attempts to change \( X^{n,i}_{j}(s) \) to \( X^{n,i}_{j}(s) + 2mn^{-1} \) for both \( i = 1, 2 \). Call the proposed updated walk \( \bar{X}^{n,i}_{j} \) and extend this walk off \( n^{-2}\mathbb{Z} \) via linear interpolation. This proposed change is accepted according to a Metropolis rule. Recalling Definition 2.2, let

\[
R^i = \frac{W^1_{H}(k,(a^n,b^n),\bar{x}^n,\bar{y}^n,f,g^i)(\bar{X}^{n,i}_j)}{W^1_{H}(k,(a^n,b^n),\bar{x}^n,\bar{y}^n,f,g^i)(\bar{X}^{n,i}_j)}.
\]

Then the proposed change is made if \( R^i \geq U \) where \( U = U^{n,s,m} \) are independent random variables distributed according to the uniform distribution on \([0, 1]\). This is to say that an update which increases the Boltzmann weight is always accepted, whereas an update which decreases the Boltzmann weight is accepted with probability given by the ratio of the new weight to the old. The purpose of the collection of \( U \)-random variables is to couple the acceptance events between the \( i = 1 \) and \( i = 2 \) systems.

The dynamics having now been specified, we must show that it preserves the desired ordering. One quickly sees that there are only two types of situation in which a proposed move could possibly lead to a violation of the ordering. One case is when the clock \( (s, j, m = +) \) rings and for some \( d \in n^{-2}\mathbb{Z}, X^{n,i}_{j}(s - n^{-1}) - n^{-2} = X^{n,i}_{j}(s) = X^{n,i}_{j}(s + n^{-1}) - n^{-2} = d \). If this happens, then line \( j \) in systems 1 and 2 shares the same height at time \( s \) and, for each of these lines, there is a \( \cup \) subpath about position \( s \). The other case is when the clock \( (s, j, m = -) \) rings and for some \( d \in n^{-2}\mathbb{Z}, X^{n,i}_{j}(s - n^{-1}) + n^{-2} = X^{n,i}_{j}(s) = X^{n,i}_{j}(s + n^{-1}) + n^{-2} = d \). Here, there is a \( \cap \) subpath for the \( j \)-th line at position \( s \), coinciding for each \( i = 1, 2 \). We will focus just on the first case, as the second case is dealt with by an analogous argument.
We argue now that, in the first case, $R^1 \geq R^2$ for this proposed move, which implies that, if the move is accepted for $i = 2$, then it is also accepted for $i = 1$ (since both are compared to the same $U$); thus, monotonicity is preserved. (In the second case, $R^1 \leq R^2$, and this likewise preserves the monotonicity.) To verify this claim, observe that from Definition 2.2

$$
R^i = \frac{\exp \left\{ - \int_{u-n}^{u-n+1} \left( H(X^i_{j}^{n,i}(u') - X^i_{j-1}^{n,i}(u')) - H(X^i_{j+1}^{n,i}(u') - X^i_{j}^{n,i}(u')) \right) du' \right\}}{\exp \left\{ - \int_{u-n}^{u-n+1} \left( H(X^n_{j}^{0,i}(u') - X^n_{j-1}^{0,i}(u')) - H(X^n_{j+1}^{0,i}(u') - X^n_{j}^{0,i}(u')) \right) du' \right\}},
$$

(142)

where the convention is that $X^n_{0,i}(\cdot) = f^i(\cdot)$ and $X^n_{k+1,i}(\cdot) = g^i(\cdot)$. The reason that $X^n_{j-1,i}(\cdot)$ and $X^n_{j+1,i}(\cdot)$ appear in the numerator is that $\tilde{X}^n_{\ell,i}(\cdot)$ for all $\ell \neq i$.

Due to the fact that $X^n_{j-1}(u) \geq X^n_{j-1}(u)$ and likewise $X^n_{j+1}(u) \geq X^n_{j+1}(u)$, by rearranging terms, we may reduce verifying that $R^1 / R^2 \geq 1$ to a double application of the following claim: for any $\delta > 0$ and $d^1 \geq d^2$,

$$
H(d^1 - \delta) - H(d^1) \geq H(d^2 - \delta) - H(d^2).
$$

(143)

This, however, follows immediately from the convexity of $H$. This completes the argument that the dynamics in $t$ preserves the monotonicity.

By the above argument, we now know that the dynamics preserves ordering, so that, for all $t \geq 0$, $(X^N_{j,i}(s))_t \geq (X^N_{j-1,i}(s))_t$ for all $s \in [a^n, b^n]$ and $1 \leq j \leq k$. The second key fact is that the marginal distributions of these time dynamics converge to the invariant measure for this Markov chain, which is given by the measures we have denoted by $\mathbb{P}_i^{n,1}$ and $\mathbb{P}_i^{n,2}$. This fact follows since we have a finite state Markov chain which is irreducible with an obvious invariant measure. Combining these two facts implies the existence of the coupling measure $\mathbb{P}_i^n$ as desired to complete the proof. $\square$

8.3. General theory of killing and conditioning. In Section 7.2 we state and prove that the diffusion $X^N(s)$, regarded as a line ensemble, has the $H$-Brownian Gibbs property. In order to do this, we appeal to some general theory which is based on Section VIII.3 of [49] and which we now recount. To distinguish the general probability measures and expectations from those of Definition 2.2, we presently use subscripts rather than superscripts. We use $t$ here to denote time for a diffusion (hence a different usage than in the rest of the paper). We also use a slightly different sigma-field notation here from the rest of the paper.

Given a positive Borel function $V : \mathbb{R}^N \to [0, \infty)$ and an infinitesimal generator $L$ for a diffusion $\{X_t : t \geq 0\}$, one defines a new sub-Markov process $X_t^{(V)}$ via its semi-group $P_t^{(V)}$ or transition kernel $P_t^{(V)}(x, dy)$, given by

$$
P_t^{(V)}f(x) = \mathbb{E}_0,x \left[ f(X_t) \exp \left\{ - \int_0^t V(X_s)ds \right\} \right],
$$

$$
P_t^{(V)}(x, dy) = \mathbb{E}_0,x \left[ \exp \left\{ - \int_0^t V(X_s)ds \right\} | X_t = y \right] P_t(x, dy).
$$

Here, $f$ must be in the domain of $L$, $\mathbb{E}_0,x^L$ is the expectation of the process $\{X_s\}_{0 \leq s \leq t}$ and $P_t(x, dy)$ is the transition kernel associated to $X_t$. This process $X_t^{(V)}$ has the interpretation of being the Markov process $X_t$ killed at rate $V(X_t)$. Then the Feynman-Kac formula shows that its infinitesimal generator is

$$
L^{(V)} = L - V,
$$

and is defined on a suitable dense domain of functions $D(L^{(V)})$ in $C_0(\mathbb{R}^N)$. 
In order to turn this sub-Markov process into a Markov process, one performs a Doob $h$-transform (sometimes called a ground state transform). A function $h$ is called $L(V)$-harmonic if $h \in D(L(V))$ and $L(V)h = 0$. If there is a unique $L(V)$-harmonic function $h$, then the Doob $h$-transform of the sub-Markov process generated by $L(V)$ is defined in terms of its infinitesimal generator

$$L^{(V,h)} = h^{-1} L(V)h$$

on a suitable dense domain of functions $D(L^{(V,h)})$ in $C_0(\mathbb{R}^N)$. (For justification that this is, indeed, Markov see Proposition 3.9, Section VIII of [49].)

Let $\Omega$ be $C(\mathbb{R}^+,\mathbb{R}^N)$, the space of continuous trajectories in $\mathbb{R}^N$, and let $\mathcal{F}_t$ be the filtration generated by the trajectories up to time $t$ and $\mathcal{F}_t^0 = \sigma(\{x([0,t]) : x(0) = x^0\})$. Consider the canonical processes associated to the diffusions with generator $L$ and $L^{(V,h)}$ started at time 0 at some position $x^0 \in \mathbb{R}^N$. Let $Q_{0,x^0,t}$ and $Q^{(V,h)}_{0,x^0,t}$ denote the respective natural filtrations of these processes to their natural filtration $\mathcal{F}_t^0 \subset \mathcal{F}_t$. Then we may calculate the Radon-Nikodym derivative of $Q^{(V,h)}_{0,x^0,t}$ with respect to $Q_{0,x^0,t}$ on $\mathcal{F}_t^0$ as

$$\frac{Q^{(V,h)}_{0,x^0,t}}{Q_{0,x^0,t}} \{ (x(s))_{0 \leq s \leq t} \} = \frac{h(x(t))}{h(x(0))} \exp \left\{ - \int_0^t V(x(s))ds \right\}.$$  

We are using $x(\cdot)$ here to represent a sample path. Note that as $\mathcal{F}_t^0$ is the natural filtration for processes starting at $x^0$ (and hence supported on trajectories starting at $x^0$), there is no need here to specify that $x(0) = x^0$.

For $(a, b) \subset [0, t]$, we define sigma-fields $\mathcal{F}_t^{0; (a,b)} = \sigma(x(s) : s \in (a, b))$ and $\mathcal{F}_t^{0; (a,b)^c} = \sigma(x(s) : s \in [0, t] \setminus (a, b))$, i.e. the respective natural filtrations generated by the processes on $[0, t]$ respectively inside and outside of the set of time $(a, b)$. It then follows from the semi-group property and the description above of the Radon-Nikodym derivative that

$$Q^{(V,h)}_{0,x^0,t} \left[ \mathbb{E} \left| \mathcal{F}_t^{0; (a,b)^c} \right. \right] = Q^{(V,h)}_{0,x^0,t} \left[ \mathbb{E} \left| \sigma(x(a), x(b)) \right. \right] = \frac{1}{Z_{(a,b),x(a),x(b)}} \mathbb{E}_{(a,b),x(a),x(b)} \left[ 1_{\mathbb{E}} \exp \left\{ - \int_0^t V(x(s))ds \right\} \right].$$

(144)

Here, $\mathbb{E}$ is any event in $\mathcal{F}_t^{0; (a,b)}$. $1_{\mathbb{E}}$ is the indicator function of that event, $\mathbb{E}_{(a,b),x(a),x(b)}$ is the expectation with respect to the bridge process formed by conditioning $x(\cdot)$ to go from $x(a)$ at time $a$ to $x(b)$ at time $b$ (where we assume that such an $L$-bridge process exists — as they certainly do in our case of $L = \frac{1}{2} \Delta$) and $Z_{(a,b),x(a),x(b)}$ is the normalizing constant needed to make the measure integrate to one:

$$Z_{(a,b),x(a),x(b)} = \mathbb{E}_{(a,b),x(a),x(b)} \left[ \exp \left\{ - \int_0^t V(x(s))ds \right\} \right].$$

Equation (144) represents a Gibbs property: it says that the law of the process $X^{(V,h)}_s$ inside the time interval $(a, b)$ is dependent only on its values at times $a$ and $b$. Moreover, this law is given explicitly by reweighting the measure on $L$-bridges from $(a, X^{(V,h)}_a)$ to $(b, X^{(V,h)}_b)$ according to the (properly normalized) killing potential $V$.

Finally, let us observe one refinement of this Gibbs property. Consider an infinitesimal generator $L$ which factors into one-dimensional generators acting on each coordinate of $\mathbb{R}^N$ separately: $L = \sum_{i=1}^N L_i$ where $L_i = \text{Id}_1 \otimes \cdots \text{Id}_{i-1} \otimes L_i \otimes \text{Id}_{i+1} \otimes \cdots \otimes \text{Id}_N$. Here $\text{Id}_j$ is the identity on the $j$-th coordinate and $L_i$ acts on functions $f : \mathbb{R} \to \mathbb{R}$. One example of such an operator is $\Delta/2$ on $\mathbb{R}^N$, which factors into a sum of one-dimensional half-Laplacians on each coordinate. Also, consider $V(x) = \sum_{i=1}^{N-1} H(x_{i+1} - x_i)$ for a positive Borel function $H : \mathbb{R} \to [0, \infty)$. Assume that $H$ is such that the above discussion applies to $V$. For $1 \leq k_1 \leq k_2 \leq N$, let $K = (k_1, \ldots, k_2)$ and define
Equation (145) says that the law of coordinates interval \((a, b)\) as the adjacently indexed curves conditioned to be a bridge from \(x_k\) ordinate function (for properly normalized killing potential \(V\)) given explicitly by reweighting the measure on \(L_E\) and \(E\) where sigma-fields \(\mathcal{F}_{t;K \times (a, b)} = \sigma(\{x_i(s) : (i, s) \in K \times (a, b)\})\) and \(\mathcal{F}_{t;(K \times (a, b))^c} = \sigma(\{x_i(s) : (i, s) \in \{1, \ldots, N\} \times [0, t] \setminus K \times (a, b)\})\), i.e. the respective natural filtrations generated by the processes on \([0, t]\) respectively inside and outside of the set of paths with index \(i \in K\) on the time interval \(s \in (a, b)\). The Gibbs property of equation (144) can be refined as

\[
Q_{0,x^0,t}^{(V,h)} \left[ E \left| \mathcal{F}_{t;K \times (a, b)}^c \right. \right] = Q_{0,x^0,t}^{(V,h)} \left[ E[\sigma(x(a), x(b), x_{k_1-1}, x_{k_2+1})] \right] (145)
\]

where

\[
W_{k_1,k_2,(a,b),x(a),x(b),x_{k_1-1},x_{k_2+1}}(x_{k_1}, \ldots, x_{k_2}) = \exp \left\{ - \int_a^b \mathbf{H}(x_{k_1}(s) - f(s))ds - \sum_{i=k_1}^{k_2-1} \int_a^b \mathbf{H}(x_{i+1}(s) - x_i(s))ds - \int_a^b \mathbf{H}(g(s) - x_{k_2}(s))ds \right\}.
\]

Here, \(E\) is any \(\mathcal{F}_{t;K \times (a, b)}^c\)-measurable event, \(x(a) = (x_{k_1}(a), \ldots, x_{k_2}(a))\), \(x(b) = (x_{k_1}(b), \ldots, x_{k_2}(b))\), and \(\mathbb{E}_{k_1,k_2,(a,b),x(a),x(b)}(x)\) is the expectation with respect to the bridge process under which each coordinate function (for \(k \in \{k_1, \ldots, k_2\}\)) evolves independently as a diffusion with generator \(L_k\) conditioned to be a bridge from \(x_k(a)\) at time \(a\) to \(x_k(b)\) at time \(b\). The normalizing constant \(\mathbb{E}_{k_1,k_2,(a,b),x(a),x(b),x_{k_1-1},x_{k_2+1}}(x_{k_1}, \ldots, x_{k_2})\) is chosen so that the measure integrates to one: its value is

\[
\mathbb{E}_{k_1,k_2,(a,b),x(a),x(b)}[W_{k_1,k_2,(a,b),x(a),x(b),x_{k_1-1},x_{k_2+1}}(x_{k_1}, \ldots, x_{k_2})].
\]

Equation (145) says that the law of coordinates \(k_1, \ldots, k_2\) of the process \(X_k^{(V,h)}\) inside the time interval \((a, b)\) is only dependent on its values \(x(a)\) and \(x(b)\) at respective times \(a\) and \(b\) as well as the adjacent indexed curves \(x_{k_1-1}\) and \(x_{k_2+1}\) on the interval \((a, b)\). Moreover, this law is given explicitly by reweighting the measure on \(L\)-bridges from \((a, x(a))\) to \((b, x(b))\) according to the (properly normalized) killing potential \(V\).
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