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This is reflected in the spectrum of $-\Delta_{\mathbb{R}^3} + V$ on $L^2(\mathbb{R}^3)$: it is the union of a discrete set (eigenvalues) with the continuous spectrum $[0, \infty)$. 
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In particular, when using resonances instead of eigenvalues, every solution of (1) can be locally expanded. Resonances are realized as the poles of the meromorphic continuation of
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Model for disordered crystals plunged in a field $q_0$, whose sites $j/N$ come with a random charge $u_j$ and the potential $u_j q(Nx - j)$. $V_N$ is a typical function that varies randomly on a scale $N^{-1}$.

Example of potential $V_N$ with $N = 20$ in blue, with $q_0$ in red.
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$$\forall \varphi \in C_0^\infty, \langle V_N - q_0, \varphi \rangle =$$
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We observe a weak averaging effect on $V_N$.

Does this transfer to resonances of $V_N$, i.e. are resonances of $V_N$ well approximated by resonances of $q_0$?
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In fact, after removing a set of probability \( O(e^{-cN^{3/2}}) \), for \( q_0 \equiv 0 \) resonances of \( V_N \) lie below the logarithmic line \( \Im \lambda = -A \ln(N) \); and waves scattered by \( V_N \) decay like \( N^{-At} \).
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Principle of proof

▶ Put the problem in a general framework due to [Golowich–Weinstein '05]. This allows to treat $V^# = V_N - q_0$ as a small perturbation of $q_0$, in the sense that $|V_N - q_0|_{H^{-2}} \to 0$ as $N \to \infty$.

▶ Show a local characteristic equation for resonances of $V_N$ near $\lambda_0 \in \text{Res}(q_0)$, of the form $\lambda - \lambda_0 = \infty \sum_{k=1}^{\infty} a_k(V^#, \lambda)$. The coefficients $a_k(V^#, \lambda)$ depend $k$-multilinearly on $V^#$, are holomorphic in $\lambda$; and the sum converges for $N$ sufficiently large and $\lambda$ near $\lambda_0$. Resonances/eigenvalues are thus the zeroes of a random holomorphic function.

▶ Estimate the $a_k(V^#, \lambda)$.
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