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0 Introduction

A mouse pair is a premouse M together with an iteration strategy X for M with certain
condensation properties. The notion is isolated in [6]. That book proves a comparison
theorem for mouse pairs, and shows that many of the basic results of inner model theory can
be stated in their proper general form by considering mouse pairs instead of just mice. For
example, we have the full Dodd-Jensen property for mouse pairs, and thus a wellfounded
mouse pair order, whereas these both fail if we consider iterable premice in isolation. These
and other results seem to indicate that mouse pairs, and not just their mouse components,
are the fundamental objects of study in inner model theory.

One important technical device employed in [0] is embedding normalization. Given a
stack s of normal trees on M with last model P, there is a natural attempt to build a
minimal normal tree W(s) such that P embeds into its last model. W (s) is called the
embedding normalization of s. An iteration strategy X for M normalizes well iff whenever
s is by 3, then W (s) exists and is by X. It is one of the defining properties of mouse pairs
that their strategy components normalize well. [0] shows that full background extender
constructions done in an appropriate universe yield mouse pairs.!

Our main result here is that, assuming ADT, if (M, 3) is a mouse pair, and s is a stack
of normal trees on M by ¥ with last model P, then in fact there is a normal tree X(s) by
¥ whose last model is equal to P.> We call X (s) the full normalization of s, and say that ¥
fully normalizes well. Special cases of this theorem were proved in §6.1 of [0].> In contrast to
embedding normalization, the proof goes beyond iteration tree combinatorics. The sort of
phalanx comparison typical of condensation proofs for ordinary mice comes into play, even
in the case s consists of two normal trees, each using only one extender.

Our results on full normalization figure heavily in the construction of optimal Suslin
representations for mouse pairs given in [7]. As one would expect, such Suslin representations

!'Embedding normalization was first studied systematically by Schlutzenberg and Steel, independently
and then partly jointly. The good behavior of nice strategies on infinite stacks is due to Schlutzenberg (see
[1]). Some of this work was later re-cast by Jensen and extended to his ¥*-elementary iterations in [2].

2S0 in what sense then was W (s) minimal? The answer has to do with how the extenders used in s get
associated to extenders used in W (s), which is more direct than the way they are associated to extenders
used in X (s). W(s) is minimal, granted that we demand the more direct connection. See 1.17 below.

3What we actually prove here is Theorem 4.21, which does not cover certain anomalous stacks s. The
complete proof involves more bookkeeping, but no further ideas.



are useful. For example, [7] uses them to characterize the Solovay sequence (6, | o < Q)
in terms of the cutpoint Woodin cardinals of HOD, assuming ADr and a natural mouse
capturing hypothesis.? The papers [7] and [I| show that under the same hypotheses, the
Suslin cardinals are precisely the cardinalities of cutpoints in HOD.? For further applications
of our results on full normalization, see [7] and [1].

The idea of our proof that there is a normal tree X (s) by 3 whose last model is equal
to P is roughly as follows. It is not too hard to define X (s), by extending the definition of
X(s) in the special cases covered by [0] to arbitrary stacks s. The main problem is to show
that X (s) is by X. Suppose then that S = X(s) [ A is by 3, and X (s) picks b = [0, \)x,
while X(S) = ¢. We must show that b = ¢. For this, we compare the phalanxes of the
trees STb and S ¢, using ¥ to iterate the phalanx ®(S™¢). The strategy for iterating the
phalanx ®(S7b) comes from pulling back the strategy for ®(IW(s)) induced by ¥, under a
natural embedding U: X (s) — W (s) that comes out of the definition of X(s). Here we face
one of our main new problems: unless X (s) = W (s), ¥ is not actually a tree embedding,
but something weaker. A fair amount of our work is devoted to isolating the properties of
U in the notion of a weak tree embedding, and showing that if I': 7 — U is a weak tree
embedding, then we can use I' to pull back strategies for ®(U) to strategies for (7).

There is a second issue, one that also comes up in the phalanx comparisons of [0]. In
order to show that b = ¢, we need to use the full Dodd-Jensen property, and so we must
compare the last models of our phalanxes as mouse pairs. This means we must use something
like of the mouse pair comparison process developed in [(], comparing both phalanxes with
the levels of a common background construction. To ensure that our comparison process
doesn’t terminate in a trivial way (by applying the same extender to a model common to
both trees), at certain stages we lift a phalanx.

This much follows the comparison processes in the proofs of solidity, universality, con-
densation, in [0], where the resulting systems are called pseudo-iteration trees.® However,
here our phalanxes are all of the form ®(7), for some iteration tree 7, and this enables us
to lift them in a different way. Namely, we can use one step of the embedding normalization
process, lifting 7 to W(T,F). The resulting system is best viewed as a tree of normal
iteration trees, something we shall call a meta-iteration tree, or meta-tree.

The meta-tree notion evolved from the work of Jensen, Schlutzenberg, and Steel on em-
bedding normalization. Its full, general form is due to Schlutzenberg. (See [2] and [1].
Those papers use somewhat different terminology for meta-trees and their associated appa-
ratus.) Meta-trees provide a very convenient framework for thinking about certain aspects
of iteration tree combinatorics, and in particular, they help a lot here. The general results
about meta-trees that we shall need are due to Schlutzenberg and Siskind. We shall state
those results and outline their proofs here, but the reader should see [1] and [5] for an in-
depth treatment. The general theory of meta-iteration trees has other applications that are

4The mouse capturing hypothesis is HPC, or HOD Pair Capturing. It simply asserts that the iteration
strategies of mouse pairs are Wadge cofinal in the Suslin-co-Suslin sets. [7] shows that assuming ADg +
HPC, the following are equivalent: (i) ¢ is a cutpoint Woodin cardinal of HOD, and (ii) § = 0y, or § = 0441
for some .

°k is a cutpoint of HOD iff there is no extender E on the HOD-sequence such that crit(E) < x < 1h(E).

6The argument closest to the one we give here is the proof that UBH holds in lbr hod mice, Theorem
7.3.2 of [6]. See also [9].



described in those papers.

In section 1 of the paper we review embedding normalization. The one new result here
is a factoring lemma for tree embeddings. Section 2 is devoted to the general theory of
meta-trees.

Section 3 proves a general comparison theorem for the “tail normal components” of
nice meta-strategies, Theorem 3.27. This is where we show that the appropriate phalanx
comparisons terminate. One can think of this as a strategy comparison theorem for phalanxes
of the form ®(S).” We then use our tree-phalanx comparison theorem to characterize those
meta-strategies that are induced by an ordinary iteration strategy.® It turns out every
sufficiently nice meta-strategy is induced in this way. (That is Theorem 3.36.) The moral
one might draw is that meta-strategies are not something fundamentally new, but rather a
useful way of organizing constructions and proofs to do with ordinary strategies.

The main step toward Theorem 3.36 is Lemma 3.37, which is a kind of uniqueness theorem
for ordinary iteration strategies 3 whose induced meta-strategies >* behave well.

Section 4 contains the definitions of X (s), weak tree embeddings, and the weak tree
embedding from X (s) to W (s). We then use the meta-strategy uniqueness results of section 3
to show that if (M, ¥) is a mouse pair, then 3 condenses to itself under weak tree embeddings.
This is Theorem 4.18, one of the central results of the paper. It follows easily from this very
strong hull condensation property that Y fully normalizes well.”

We assume that the reader is familiar with [0], especially Chapter 6 (on embedding
normalization) and Chapter 9 (on phalanx comparison). We shall review and re-do much of
this work, however, so this prerequisite is perhaps less burdensome than it may seem. Our
unexplained general inner-model-theoretic notation is laid out in Chapters 2-4 of [6]. In the
rest of the paper, by “premouse” we mean Jensen-indexed pure extender or least branch pfs
premouse. “pfs” stands for “projectum-free spaces”, a variant on the standard fine structure
that is described in Chapter 4 of [0].

1 Tree embeddings and embedding normalization

We review some material from [0], while adding a few things to it.

We shall be using the projectum-free spaces fine structure of [0], for reasons explained
there.! Our iteration trees on such premice will be linear stacks of plus trees. Briefly: for
F an extender of the sort that might appear on the sequence of a pfs premouse!!, E* is the
extender of E-then-D, where D is the order zero measure of Ult(M||lh(E), E) on A\(E). F

"Since not all phalanxes are of this form, it is not a truly general strategy comparison theorem for
phalanxes.

8An ordinary strategy X induces a meta-strategy X* via: (S | £ < A)isby¥* &
V& < X (every tree occurring in S¢ is by X). See 2.8.

9The results in section 4 are essentially due to the second author. He outlined proofs of them that made
use of pseudo-iteration trees in [3]. The conversion of those outlines to full proofs that we present here,
making use of meta-iteration trees, is due to the first author. We shall attribute the results of sections 2 and
3 when we get to them.

10See the beginning of Chapter 4 of [0].

UThe extenders are Jensen-indexed, so that F is indexed in M at 1h(E) = AE)"YN, where N =

Ult(M||Ih(E), E) and A(E) = i/ ™) (crit(E)).



has plus type iff F = E* for some such E. If ' = E*, then F'~ = E. If F is not of plus
type, F~ = F. In both cases we let Ih(F) = Ih(F~), and set A\(F) = A\(F~). The extended
M -sequence consists of all E and E* on the M-sequence.

A plus tree on M is a quasi-normal iteration tree 7 on M that is allowed to use an
extender from the extended sequence of M to form M7 ,. T is A-separated if it always
uses extenders of plus type, and A-tight if it never uses such extenders. Roughly, 7 is quasi-
normal iff the extenders it uses are ;\-nondecreasing, and it always applies its extenders
to the longest possible initial segment of the earliest possible model. T is normal iff it is
quasi-normal and the extenders it uses are (strictly) lh-increasing.

1.1 Tree embeddings

Tree embeddings in general were isolated by the second author and Schlutzenberg. They
arise naturally in the context of embedding normalization and will feature prominently in
the rest of the paper. The precise definition must be tailored to the context of interest: we
will have to look at tree embeddings between arbitrary plus trees. This variation was worked
out by the second author in [6].

We first establish some notation for applications of the Shift Lemma (that is, copy maps).
As usual, for E an extender on the extended M-sequence, the domain of FE is dom(E) =
M ||(crit(E)T)MME),

Definition 1.1. Let p: M — N and 7: P — @ be nearly elementary, £ an extender on the
extended M-sequence, and F' an extender on the extended N-sequence. We say the Shift
Lemma applies to (o, 7, E, F) iff

i. dom(E) = P||(crit(E)*)" 12
ii. ¢ | (dom(E)U{dom(F)}) == | (dom(E) U {dom(FE)}), and
iii. either
(a) F'=¢(F) or
(b) E is not of plus type and F' = ¢(E)™.

In this situation, the Shift Lemma (cf. [6], Corollary 2.5.20) gives that there is a unique
nearly elementary map o : Ult(P, E) — Ult(Q, F') such that

1. aoigzigow and

2. 0[e(E)=9p|e(E).

We call this o the copy map associated to (p, 7, E, F).'3

12We allow P = dom(E) here.

131f hypothesis (iii)(a) obtains, then the existence of o follows literally by the Shift Lemma. If hypothesis
(iii)(b) obtains, then o = i}flt(M’Fi)
and p is the Mitchell-order zero normal measure on A(F ™). Since crit(iElt(M’Fi)) = AMF~) and o~ satisfies
(2) and the appropriate version of (1), this o does actually satisfy (1) and (2). Uniqueness of this map is
guaranteed as usual, since Ult(P, E) is the hull of points in the range of i£ together with e(E) = A(E). Also
note that in this case, if o~ is elementary (for example when (o, 7) : (P,E) —* (Q,F ™)), then so is o.

oo~ where ¢~ is the ordinary copy map associated to (p, 7, E, F~)
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It will be convenient to use all this terminology even when dom(F) < P but clause
(i), above, fails. In this case, letting P <I P the least initial segment R of P such that
dom(E) < R and p(R) < crit(E), we have that 7(P) is the least initial segment S of ) such
that dom(p(FE)) < .S and p(S) < crit(p(F)) by near elementarity of 7. We’ll say that the
Shift Lemma applies to (o, 7, E, F) when it applies to (¢, 7 | P, E, F) and let the copy map
associated to (¢, m, E, F) be that associated to (¢, 7 | P, E, F).

Our definition of a tree embedding between two plus trees will actually be an ostensible
weakening of that in [6]. The advantage for this definition is its relative ease of verification.

We shall verify it is equivalent to the definition from [6] shortly.

Definition 1.2. Let S and 7 be plus trees on a premouse M. A tree embedding ® : S — T
is a system (v, u, {s¢}eams, {tc}cr1<m(s)) such that

1. v : Ih(S) — Ih(T) is tree-order preserving, u : {n|n+1 < Ih(S)} — I(T), v(§) =
sup{u(n) + 1|7 < €}, and for all € + 1 < In(S), v(€) <7 u(¢):

2. For all ¢ and n <gs &,
(a) s¢: ME — Mqﬁg) is nearly elementary and sy = idyys,

T _ 7S
(B) @00 0(e) © Sy = 8¢ 0 Iy, and

(c) if € +1 < 1h(S), then te =il ) e © 5¢ With M [Th(EE) < dom(te);

3. for all £ +1 < 1h(S), letting n = S-pred(§ + 1) and n* = T-pred(u(€) + 1),
(a) either E;r(g) = tg’(Eg) or else Eg is not of plus type and E;r(g) = t?(Eg)*,
(b) ™ & [v(n), u(n)lr,
(c) sgir [ e(BE) =t [ e(EF).

Clause (1) implies that v(0) = 0 but also that v is continuous at limit ordinals A so
that clause (2)(b) then gives that s, : M] — Mi’{(/\) is the direct limit of the s, for n <p A
sufficiently large.

Clause (3) together with the commutativity clause (2)(b) guarantee that the all of the
s-maps are actually copy maps and, in fact, elementary, not just nearly elementary. To see
this, we just need to see that we’ve maintained enough agreement so that the Shift Lemma
applies at successors. Then we can repeat the proof of the Copy Lemma of [6] (Lemma
4.5.17) to get that all the s-maps are elementary, by induction.

Proposition 1.3. Let & : S — T be a tree embedding. Then for all & < Ih(S),
1. foralln <&, se | e(ES) = sy [ e(ES);
2. 4f €+ 1 < INS), letting n = S-pred({ + 1) and n* =T -pred(u(§) + 1),

(a) n* is the least ¢ € [v(n),u(n)|r such that { = u(n) or else cm’t(izu(n)) > cm’t(E;r(Q),

14We are using 7 to denote the possibly partial branch embeddings of T, as in [6].



(b) the Shift Lemma applies to (tg,i;r(n) e © sn,Ef,EZEQ) and sgiq1 is the associated
copy map; and

3. s¢ 1s elementary.

Proof sketch. (1) and (2) can be verified by induction, simultaneously. (3) can be proved by
a separate induction using that (1) and (2) hold for all £ < 1h(S), using the analysis from [0]
about when extenders of an iteration tree very close to the models to which they are applied.
As mentioned above, this is essentially the proof of the Copy Lemma of [6]. We omit further
detail.

This proposition implies that our current definition is equivalent to that of [0].
Definition 1.4. If 7 is a plus tree, and o < Ih(7), then
A = sup{M(ET) | § < a)
= sup{)\(EBT) | B <r a}
is the sup of the Jensen generators of M.

The agreement of the s and ¢ maps in a tree embedding is given by

Lemma 1.5. Let (v,u,(sg | B < IhT),{tg | 6+ 1 < IkT)) be a tree embedding of T into U;
then

(a) if a +1 < Ih(T), then t, agrees with s, on A,
(b) if B < <IWT), then s, agrees with tg on I(E})+1, and
(b) if B <a <IMT), then sq agrees with sg on N}

We also have a formula for the point of application n* = T-pred(u(§) + 1) occurring in
clause (4) of Definition , namely

T-pred(u(§) + 1) = least v € [v(n),u(n)]r such that critiz’u(n) > izv(nm o s,(p),
where
n=S-pred({ +1) and pu = Crit(Ef).
These facts are proved in [6]. The proof uses the following elementary fact about iteration
trees.'”

Proposition 1.6. Let S be a normal tree, let 6 <g n, and suppose that Pﬁ]\/[f, but P 4 MS
whenever o <g 0. Suppose also that P € ran(i3,). Let
a = least v such that P < M:?
= least vy such that o(P) < lh(Ef) orvy =m,
and
B = least vy € [0,n]s such that o(P) < crit(i,) ory =1n.

Then 8 € [0,n]s, and

15See Proposition 8.2.1 of [6]. In reading it, recall that the convention of [0] is that when P is active, then
Pllo(P) < P.



(a) either B =a, or B=a+1, and \(ES) < o(P) < INES);
(b) if P = dom(Ef), then S-pred(é +1) = a = 3.
(We allow § = n, with the understanding iss is the identity.)

This proposition or its (very short) proof show up in many arguments to do with extending

tree embeddings. Commonly, one has n = u(§), § = v(§), and P = t¢(P).

Definition 1.7. Let S be of successor length v+ 1 and & : § — T a tree embedding where
T has successor length 0 + 1. If v(y) <7 6, we let u(y) = ¢ and t, = i;r(v)ﬁ o s, and call the
resulting system an extended tree embedding. An extended tree embedding ® is non-dropping

if (v(7), é]7 doesn’t drop.

Note that if ® : § — T is a tree embedding and S has successor length § + 1, then we
can always view ® as a non-dropping extended tree embedding ® : S — T [ v(d) + 1.

Remark 1.8. On the other hand, it is not always possible to extend tree embeddings defined
on trees of limit length, even if our trees S and 7 are by the same nice iteration strategy.

For example, assume Mfé exists and let A be the iteration strategy for M;. Toward a
contradiction, suppose for every S,7T of limit lengths by A such that there is ® : § — T
with ran(v®) cofinal in 1h7, v®*“A(S) C A(T). Now let T € M; be a tree by A of height
5+M which has no branch in M, where § is the Woodin cardinal of M; (that such a tree
exists is due to Woodin, see Lemma 1.1 of [3]). Let g be Col(w,d) generic over M; and h
generic for the Namba forcing over M;[g]. The restriction of A to countable trees which are
in M;[g][h] is in M,[g][h] since Namba forcing adds no reals and M; contains the restriction
of A to trees of length § which are in M;. Now, in M;[g][h], IhT has countable cofinality. We
can take a Skolem hull to get S countable in M [g][h] and ® : S — T with ran(v®) cofinal in
Ih7". Since S is countable and by A, A(S) € M;[g][h]. So, by assumption, v®“A(S) C A(T);
so A(T) is just the downwards closure of v®“A(S) (in M;[g][h]). This identification of A(T)
was independent of our choice of g, h, S, so we get A(7T) € M;, a contradiction.

The tree embeddings that appear naturally in embedding normalization can be viewed
as extended tree embeddings. We deal almost exclusively with extended tree embeddings in
the rest of the paper.

Definition 1.9. For tree embeddings or extended tree embeddings ® : S — 7,I' : U — V,
we put
OléE+1~T [E+1

FSTE+1=UTEFL VP [E+T=0" 1€+ T, and T [o?(&)+ 1=V [ V(€ + 1.

fd1e&+1=T [5’%—1,thenst]’:sgforngf,u‘I> [ &=l [S,andt;f:tgforn<§.
It does not imply that u®(¢) = ur(€) (even when @, ®* are extended tree embeddings).
Intuitively, u®(¢) and tg are telling us how to inflate Ef, while ® [ £ 41 is the part of ®
that acts on S | £ 4+ 1, which does not include Eg )

We will sometimes write u, for u(a) and v, for v(a).!®

16This is a notational convention introduced by Schlutzenberg which cleans up some type-setting issues,
as the reader may notice.



1.2 Direct limits under tree embeddings

If®:S— T and U: T — U are (extended) tree embeddings, then W o ®: S — U is the tree
embedding obtained by component-wise composition, in the obvious way.

Definition 1.10. Let M be a premouse. A directed system of plus trees on M is a system
D = ({Ta}aca, {¥ap}azp), where < is a directed partial order on some set A and

(a) for any a € A, T, is a plus tree on M of successor length,
(b) for any a,b € A with a <b, ¥, : T, = T is an extended tree embedding,
(c) for any a,b,c € Asuch that a <b=<¢, V.= V.0V,

It follows from (c) that U, , is the identity extended tree embedding on 7,.

Let D = ({Ta}aca, {WVasta<s) be a directed system of plus trees on M, where < is a
directed partial order on A. Assuming the t-maps of our tree embeddings behave properly,
we shall define the direct limit of D, which we denote lim D, as an algebraic structure. We
then show that if all models in lim D are wellfounded, then it is (isomorphic to) a plus tree
on M. In components, we shall have

limD = <D) Sa S*v {MLI:}Z‘GD7 {E;E}LEGD7 {Fa}a€A>-

Let us define these components.
Let

Wap = (Vap, Uapr {85 yemTn) {62 yam(r))-

A u-thread is a partial function z : A — Ord such that whenever a € dom(z) and a < b, then
b € dom(z) and ugp(x(a)) = x(b). Since dom(x) is upward closed, it must be <-cofinal. If =
and y are u-threads, then x ~ y iff Ja(z(a) = y(a)) iff Ya € dom(z) N dom(y)(z(a) = y(a)).
Every u-thread is equivalent to a unique mazimal u-thread. For any a € A and v < 1h(7,),
there is exactly one maximal u-thread x such that x(a) = v, and we write z = [a, v]p for it.

D is the set of all maximal u-threads. < and <* will be certain partial orders with field
D. Going forward, we write V*ag(a) to abbreviate 3bVa = bp(a).

For u-threads z,y we put

r <y Vaz(a) <yla)
r <"y Vaz(a) <7, yla).

Since <7. is a refinement of the order < on ordinals, we get that <* is a refinement of <.
u-maps preserve < on ordinals, so x < y iff for some (all) a € dom(z) Ndom(y), z(a) < y(a).
But u-maps don’t preserve tree-order everywhere, so the V*a quantifier is needed in the
definition of x <* y.

It’s easy to see that < is a linear order on D, but it could fail to be a wellorder. If it is
a wellorder, we identify it with its order-type 0. In any case, we will think of (D, <) as the
length of the direct limit. In the case that the direct limit produces an iteration tree, § will
really be its length.

We now define I'y = (uq, v, {59 }<in(72), {tS }1<in(r)) along with M, and E, for z such
that a« € dom(x). We will actually only define the u-map and ¢-maps of the I'y; these
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determined the whole tree embedding in the case that the direct limit produces an iteration
tree. So fix a and v < 1h(7,). Let x = [a,7]p. We set u,(y) = . We'll actually leave M,
E, and 7 undefined unless the -maps along z are eventually total. So suppose were in this

case, i.e. V*b‘v’c > b (t, bc is total). We define
M, = lim<MTb bc » | b such that for all ¢ = b, t° o(v) 18 total).

For any b such that for all ¢ > b, t$’(b) is total, we let tx(b) be the direct limit map and we
put t¢ = t¥ ) © t&® for any such b (this is independent of the choice of b).
Our assignment of the E, requires slightly more care. Notice that for any u-thread =,

* 7‘C _ 4be To
Ve = bET, = 1% (ET ).

This is because the only way to have ETC + tbc (E?’ ) is for E;Ig’b) to be not of plus
type and E = tb(cb)(E% ))+. But then since E;r(cc) is now of plus type, for any d > c,

EZ{d) = Zé)(ET(C ). So we may let let

EI :tfcb (En )7

for any b such that ti’(cb) is total and E;r(cc) = ti(cb) (Eﬁ’ ) for all ¢ = b. Again, this is independent
of the choice of b. This finishes the definition of hmD
We say that lim D is wellfounded iff

1. for all x € D, the model M, is defined and wellfounded,
2. < is wellfounded,

3. U =(M,, E,,<*)is a plus tree (i.e. with models M,, exit extenders F,, and tree-order
<.

If lim D is wellfounded, one can show that letting v, () = sup{u.(y)+1 |y < z}, we can
define sg to be the required copy maps so that T'y = (ua, Va, {85 }1<in(70), {15}y <in(7n)) 18 an
extended tree embedding from 7, into & and I', o ¥, ;, = T, for every a < b. Part of this is
the analysis of successors in the <*-order, below.

Perhaps surprisingly, we can drop conditions (2) and (3) in the definition of the well-
foundedness of the direct limit.

Proposition 1.11. Let D be a directed system of plus trees. Then lim D s wellfounded iff
for every u-thread x, the models M, are defined and wellfounded.

Before we give a proof, we need the following observations about iterated applications of
the Shift Lemma.

Lemma 1.12. Let my : Mg — My, 7 : My — My and o¢ : Ng — Ny, 01 : Ny — Ny be nearly
elementary and let E be on the extended My-sequence, F on the extended M;-sequence, and
G on the extended Ms-sequence.

Suppose that the Shift Lemma applies to (mo, 09, E, F') and to (my,01, F,G). Let 1y be the
copy map associated to (mg, 00, E, F) and 1 the copy map associated to (my, 01, F,G).

Then the Shift Lemma applies to (m o m, 01 009, £, G) and 1 o1y is the associated copy
map.



Next we record how the copying interacts with direct limits. This is implicit in [6].

Lemma 1.13. Let < be a directed partial order on a set A. Suppose we have directed systems

of premice M = ({My}aca, {Tapta<o) and N = ({Na}aca, {0ap}tazs) and extenders {E,}aca
such that

(a) for all a € A, E, is on the extended M,-sequence,
(b) for all a,b € A such that a = b, T,y and o4y are nearly elementary, and
(¢c) for all a,b € A such that a = b, the Shift Lemma applies to (Tqp, Oap, Ea, Ep).

For a,b € A such that a < b, let 7,5 be copy map associated to (Tap, ap, Fa, Ep). Let
M =1lmM, N =limN, n, : M, — M and o, : N, — N be the direct limit maps, and E
the eventual common value of m,(E,).*"

Let P = ({Ult(Na, Eo) }acas {Tap tazp), P =1mP, 7, : Ult(N,, E,) — P the direct limit
maps, and j : N — P the unique map such that for every a € A, the following diagram
commautes

N, —2 4 N
S
Ult(Nq, E,) —— P.

Then P = UIt(N,E), j = i%, and for all a € A, 7, is the copy map associated to
(Tay Oas Eu, E).

Moreover, if 1, is elementary for every a,b € A such that a < b, then for every a € A,
7, is elementary.*®

The following diagram illustrates the situation along chains of <.

M, T M, s M
w /\ w
E, > Ey = RN )
oy
Oab /\
N, s N, .o

N

Ult(Na, Eo) ——> Ult(Ny, Bp) ——

17As in the discussion of the direct limit of a system of plus trees, we must have Tap(Eq) = Ep on a
=-cofinal subset of A, so this makes sense.

18For example, if (744, 000) : (Na, Ea) —* (Np, Ep) for every a,b € A, then 7, is elementary for every
a€ A.
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The main relevant fact here is that m, and o, agree on dom(F,) U {dom(FE,)}. This
follows at once from the fact that m, . agrees with o, . on dom(Ep)U{dom(E})}, for all b < c.
We leave the calculations that show everything else fits together properly to the reader.

Proof of Proposition 1.11. Again, this proposition amounts to saying (1) implies (2) and (3)
in the above definition of when the direct limit is wellfounded. We first show (1) implies (2).

Claim 1. Let x € D. Suppose M, is defined and that < is illfounded below x. Then M, is
illfounded.

Proof. We define an order preserving embedding f from <[ z into the ordinals of M,.

Let z = [a, o] and fix y = [b, ] < x. Without loss of generality, we may assume b < a and
f+1 < 1h(7,) (this is just because we can move to ¢ > a, b where we have [c, u, ()] = [a, ¢
and [c, upo(B)] = [b, 5], so that up.(8) + 1 < uge(a) +1 < 1h(7.), since b, f] < [a,a]). We
let

fly) = tZa,,,@ (Ih(EJ)).

Clearly f maps y to an ordinal of M,. It’s easy to check that it is (strictly) order
preserving, so M, is illfounded. [ Claim 1

So now suppose the (D, <) is a well-order and that the models M, exist and are well-
founded (i.e. (1) and (2)). We show (3) by induction on (D, <).

More specifically, for x € D, we let D=* = (T, | (z(a) + 1), Vo, | (T | (x(a) + 1)) |a =
bAa,bedom(z)). It's easy to see that limD=* = (im D) | = + 1, where for the T' systems
we mean that for any a € dom(z), (uq)?~" = u, | 2(a) + 1 and the t-maps are the same.

Claim 2. For all u-threads x € D,
(i) im D=* is wellfounded.

(i1) for alla € dom(x), Iy [ (To | x(a)+1) is an extended tree embedding from T, | x(a)+1
mto limD [ x+ 1 and

(i1i) for all a € dom(z), all b > a, and

(Tpo®up) [2(a)+1~T, [ z(a)+ 1.

We first show that the uw maps of our system preserve tree-predecessors of successor
u-threads on a tail, in the following sense.

Claim 3. For any x € D which has a <-successor z in D, there is y € D such that
y =<* -pred(z).

Moreover,
y =<" -pred(z) & V*ay(a) = To-pred(z(a) + 1).

11



Proof. Fix x and z it’'s <-successor. First note that for any a € dom(z) N dom(z), z(a) =
x(a) + 1, since z(a) < z(a) + 1 (as [a,x(a) + 1] is a u-thread > z) but z(a) # z(a) (since
z # x). We'll show that there is a u-thread y such that ¥Y*ay(a) = T,-pred(z(a) + 1)).
Suppose that there is no immediate <*-predecessor of z. We’ll show that < is illfounded, a
contradiction.

We define sequences (a,|n € w), (B,|n € w) such that a, < a,41 and £, =
Tan-pred(z(a,) + 1) but Boy1 < Ugpan.,(Bn). Then, taking v, = |a,, 8,] gives a witness
to the illfoundedness <.

We start with any ag € dom(z) and take 5y = T,,-pred(z(ag) + 1), as we must.

Given a, and B, = T,,-pred(z(a,) + 1), let

Ant1 > &, least such that ug, 4, (Bn) # Tan,-Pred(z(any1) + 1),

We have that such an a,; exists, since otherwise y,, = [an, b,| is the immediate predecessor
of z in <*. Now let f,41 = T, -pred(z(an41) + 1). Since ¥, ,. ., is a tree embedding, we

must have that 8,41 € [Vayans (Bn)s Yananis (Bn)] 7, , - S0 since Buy1 # Uaya,si (Bn), We have
Bnt1 < Uay anii(Bn), as desired. [0 Claim 3

Let z be a u-thread of successor rank, say z is the <-successor of x (i.e. the rank of z
is the rank of = plus one). The observation made at the start of the previous proof shows
z(a) = z(a) + 1 for all most all a. Fix such an a, so for all b = a z(b) = z(b) + 1. So we have
for all b = a,

z(b) = x(b) + 1
= Ugp(z(a)) +1

= Vap(z(a) +1)
(2(a)).

This shows that all successor u-threads are actually v-threads (defined in the obvious way)
when < is wellfounded. Even when < is wellfounded, there may be u-threads which are not
v-threads, so it was important to use u-threads in defining the direct limit.

Going forward, if = is u-thread which is not the <-largest u-thread, we’ll let x + 1 be the
<-successor of x.

—'Uab z

Proof of Claim 2. We proceed by induction. We already know all the M, are defined and
wellfounded and < is wellfounded, so to show (i) we just need to see that (M, E,, <*[ z) is
a plus iteration tree.

In the base case, where z is the minimum wu-thread, this is unique tree of length one
on the base model and (ii) and (iii) hold trivially. For the successor case, suppose we have
(i)-(iii) for all z < x and suppose that z is not the last u-thread. So = has a <-successor,
x 4+ 1 and, appealing to Claim 3, we can take y =<* -pred(x + 1). To show (i) we need to
see that we’re applying F, following the rules of quasi-normality, i.e.

Subclaim 2.1. y is <-least such that crit(E;) < A(E,) and for P < M, least such that
My|IME,) < P and p(P) < crit(E,),

M,y = Uli(P, E,).

12



Proof. By Claim 3, we may take a such that for all b > a, y(b) = Tp-pred(z(b) + 1).

For the appropriate choice of maps and models, we are now exactly in the situation of
Lemma 1.13. The rest of the Subclaim follows from the normality of each of the trees 7.
We leave the details to the reader. [ Claim 2.1

(i7) and (4ii) at x + 1 easily follow.
Suppose now x has limit rank and (7)-(iz7) hold for all z < z. We first need to see

Subclaim 2.2. Forb=[0,2)<- =4 {y |y <"z}, b is <-cofinal in z, there are finitely many
drops along b, and M, is the direct limit along b.

Proof. To see that b is cofinal, let y < x. Since x has limit rank, y+1 < x. Let a be sufficiently
large such that y + 1 = [a,y(a) + 1]. Let v + 1 least such that y(a) +1 < v+ 1 <7, z(a).
We have that for all b > a,

Y(0) < tuap(y) +1=vap(v+ 1) <7 vap(z(a)) <7 2(b),

using here that @, is a tree embeddings (and the v-maps of tree embeddings are tree-order
preserving). So letting z = [a,7] + 1, we have that y < z <* z. Since x is not a successor,
we actually have y < z <* x, as desired.

Since the model M, is defined, there is an a such that for all b > a, ti’(l;) is total. Suppose
first that there is some successor n <7, z(a) such that (n,z(a)]7y, doesn’t drop. Then for
all b = a, we have that [v,(n), x(b))7;, doesn’t drop. There is some u-thread z such that
z = [b,vap(n)] for all sufficiently large (. Now, any drops from z to z in the direct limit
corresponds to a drop in [z(b), z(b))r, for all sufficiently large b, so there are no such drops.

In the remaining case, z(a) is a successor ordinal and a drop in 7,. Let 5 = T,-pred(x(a)).
Letting z the u-thread such that z(b) = v, (2 (a)) for all sufficiently large b, we have z <* z
and there can be no drops between z and x in the direct limit tree, just as before (since for
all sufficiently large b, there are no drops in (z(b), z(b)]r, as ti’(l;) is total). By induction,
this means there are only finitely many drops.

Using our induction hypotheses (7i) and (zi7) for z < x, it is straightforward to check
that M, is the direct limit along b, so we leave it to the reader. [J Subclaim 2.2

This gives us (i) and it is now easy to verify (i7) and (ii7).

O Claim 2

[1 Proposition 1.11

Notice that in the proof of Proposition 1.11, we also verified (or rather left it to the reader
to verify) that when the direct limit lim D is wellfounded, then I'y = (va, ua, {s¢}, {t¢}) is
an extended tree embedding from 7¢ into U, the direct limit tree, and I', o ¥, = I', when
a =<b.

According to the following proposition, the direct limit we just defined is indeed the
direct limit in the category of plus iteration trees of successor lengths and extended tree
embeddings.
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Proposition 1.14. Let D = (T,, Uy, <) be a directed system of trees, where < has field A.
Suppose there is a normal tree S, and for each a € A an extended tree embedding I1, : T, — S
such that whenever a <X b, I, = W, o Il,; then the direct limit im D is wellfounded, and
there is a unique tree embedding Il : imD — S such that 11, =l o 'y for all a € A.

We omit the straightforward proof.

Remark 1.15. We can define the direct limit of a commuting system of trees under ordinary
tree embeddings in the obvious way and verify the versions of Propositions 1.11 and 1.14.
It is easy to see that the direct limit of a system of trees under extended tree embeddings is
either the same as the corresponding direct limit of under ordinary tree embeddings, or else
is some tree U with length v + 1 for a limit ordinal v, and the corresponding direct limit
under ordinary tree embeddings is just U [ .

1.3 Embedding normalization and quasi-normalization

We begin with one-step embedding normalization. Let S and 7 be normal trees of successor
length on some common base premouse M. Let F' be on the sequence of last model of T.
Put

a=a(F,T) <1h(T) = least v such that F' is on the sequence of M,YT

and
B = B(F,T) =least v such that v = « or )\(EZ—) > crit(F).
[ B+1=

Suppose that S T 14+ 1and domF < /\(Eg), if 34+ 1 < 1h(S)." In this case, we

define a tree
W=W(S,T,F),

a partial extended tree embedding
PWETE) = 9. § — W,
and a nearly elementary map
oWETE) = g Ult(P, F) — MY,

where P is the largest initial segment of the last model of S to which we can apply F, and
M is the last model of W. In general, we may reach illfounded models in forming W, and
we stop if so. We say that W is wellfounded if we never reach illfounded models. If S and
T are by a strategy X which has strong hull condensation, then W will be wellfounded.

Welet W a+1=T | a+1and EYY = F. For the rest of W, we consider cases. Let
@ be the initial segment of M [‘39 to which F'is must be applied in a normal tree.

19This hypothesis is necessary in virtue of Proposition ??.
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The dropping case. [+ 1=1h(S) and Q < MF or f+1 <1h(S), Q < MF|Ih(ESF).
In this case we have described all of VW already:

W=T la+ 1 (F),

and ® [ f+1 is just the identity on S | S+ 1. ® is the associated extended tree embedding:
w(B) =a+1andtz = iz\(}g),u(g) 055 =i%0id = i%.

In this case P = @, and Ult(P, F) = MY, = Ult(P, F) is the last model of W, so we set
o =1id.

In the dropping case, ® is total exactly when 5+ 1 = 1h(S).

The non-dropping case. Otherwise.
We define the v and v maps of ® by

o - L€ it < 5

and

a+1+(E—=p) ift&E>p.

So u = v, except that v(5) = § <w u(f8) = a+1. The remainder of YW and ® are determined
by our having set E'Y = F and the rules for tree embeddings.

For example, if £ +1 < Ih(S), then EZY&) is defined to be tg(Eg), which then determines
M;/(Vg) . by normality. Letting n = S-pred(§ + 1), and letting n* be what normality dictates
for W-pred(u(§) + 1), we must see that n* is properly located in W, namely that v(n) <y,
n* <w, u(n). But it is easy to check that if n # 3, then v(n) = n* = u(n), while if n = §,
then n* = v(n) = 8 when crit(E,) < crit(F), and n* = u(n) = a+1 when crit(F) < crit(E3).
In either case, t¢ agrees with if(n)m* o s, on dom(Ef. Letting @ be what Ef applies to in S,
and * what El‘fé) applies to in W, and

if €< 8,
-’ c<s

r="o sy | Q,
we get that 7 agrees with ¢ on dom(E%S ), so the Shift Lemma applies to (t¢,, Eg ), and we
can let
sev1: ULE(Q, EY) — Ult(Q*, Elfy)

be the associated copy map.

Remark 1.16. The argument just sketched is a special case of a general lemma on extending
tree embeddings given in §8.2 of [0].

In the non-dropping case, ® is a total, non-dropping extended tree embedding from S to
W. We have Th(W) = a+ 1 + (Ih(S) — ), and ran(u) = [0, 5) U [« + 1,ITh(W)).

Since t5 = i and all the #¢ for £ > 3 agree with ¢t beyond dom(F'), we have that F is
an initial factor of the extender of these t,. We let o be the unique map such that the last ¢
map factors as o 0 i, where N is the last model of S (using here that F is total on the last
model by our case hypothesis).
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Next we review the one-step quasi-normalization, which applies to plus trees. Let 7 a
plus tree of successor length and F' an extender such that F'~ is on the sequence on the last
model of T.

Put

ap = ao(F,T) = least 7 such that

i oT,F7) <oy and
ii. 1h(F) < A(ET), or EJ is of plus type, or v + 1 = Ih(T).

and
B = B(F,T) = least y such that crit(F) < Ih(E}).

It’s easy to see that 8 < o and if 8 < ag, then [ is least such that crit(F) < i(EBT)

Now suppose & and 7 be plus trees of successor length on a premouse M such that
S| p+1=T ]| p+1andif g+ 1 < lh(S), then dom(F) <« Mg\lh(Eg) We define the
quasi-normalization

V=V(S,T,F),
a partial extended tree embedding

d = (I)V(S,T,F)

from S into V, and a nearly elementary map
o=0o ST Ult(P, F) — MY,

where P is the longest initial segment of the last model of S to which we can apply F. As
before, we may reach illfounded models in forming V' and stop if we do. Otherwise, we say
Y is wellfounded.
We set
Via+1l=T a+1
and put
EY =F.

For the rest of the definitions, we split into cases, as before. Let () be the initial segment of
M g to which F' must be applied in a quasi-normal tree.

The dropping case. Either f+1 = 1h(S) and Q<M§ or f+1 < 1h(S) and Q<MF|Ih(ES).
In this case we have described all of V' already:

V:Tr&0+1A<F>

We also set @ [ S+ 1 to be the identity on S | 4+ 1. ® is the associated extended tree
embedding: u(8) = ap + 1 and tgz = i%@),u(ﬁ) 055 = i%o0id = i In this case P = Q and
Ult(P, F') = MY, is the last model of V, and so we set o = id.

Note that in the dropping case, ® is total exactly when 5+ 1 = lh(S).

16



The non-dropping case. Otherwise.
We define the v and v maps of ® by

LS if £ <5,
ule) = ag+1+(E—p) if&E>p,
and
o(€) = 3 if £ <,
ag+14+(E—p) if&>p.

So u = v, except that v(f) = f <y u(8) = ap+1. The remainder of V and ® are determined
by our having set EZ‘; = F and the rules for tree embeddings. By induction on £ > (3, one
shows that there are nearly elementary embeddings o, : Ult(M:f JF) — MQL’@) and we let o
be the last of these embeddings.

In the non-dropping case, ® is always a total extended tree embedding (assuming that
V is wellfounded).

This finishes our description of the quasi-normalization.

The following lemma, due to Siskind, connects the one-step quasi-normalization to an
analysis of particularly well-behaved tree embeddings.

Lemma 1.17 (Factor Lemma). Let ¥ : S — T be an (extended) tree embedding such that
U £ Id. Let B = crit(u”) and ag + 1 be the successor of v¥(8) = B in (v¥(8),u(B)]r.
Suppose that dom(E] ) < M5 |I(EF). Then V(S, T [ ag+1, E]) is defined and wellfounded
and there is a unique (extended) tree embedding I : V(S,T | oo + 1, E] ) — T such that
u' Tag+1=1id and UV =T o PV (S TlaotLEL)

Proof sketch. First notice that our hypotheses guarantee that V/(S, 7T [ ap+1, EZO) is defined.

Now let V =V (S, T | ap + 1, EZ;O) and & = V(S Tleo+LEL) The commutativity condition
together with the demand that u' | ap + 1 = id totally determine the u-map of I':

- B ¢ if§<ap+1
u (§) = {u‘l’ o (u®)7HE) it E>ap+1,

using in the second case that [ap + 1,1h(V)) C ran(u®). One must check by induction on &
that ub | (€ + 1) is the u-map of a tree embedding from V | (£ + 1) into 7. For this, one
uses the result on extending tree embeddings, Proposition 8.2.1 of [0]. O]

The Factor Lemma gives us a sense in which the one-step quasi-normalization V (S, 7T, F) is a
minimal plus tree that uses I and tree-embeds S.?° It is parallel to the fact thatif j: M — N
is elementary, and E is an initial segment of the extender of j, then Ult(M, E) embeds into
N in a way that makes the diagram commute. Indeed, one can think of V(S, T, F) as an
F-ultrapower of S.

A version of the Factor Lemma also holds for embedding normalization; this appears in
in [5].

207 is relevant too, but if we are dealing with trees by a fixed iteration strategy, then F determines 7.
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We can use iterated applications of the Factor Lemma to factor appropriate non-identity
extended tree embedding ¥ as

~0®p  0®p 0---0Pp 0Pp,

where the Fy are a (non-overlapping) sequence of exit extenders of 7 and the & F, are certain
one-step quasi-normalizations by Fp.

To do this, we need that the additional hypotheses on the relationship between the
domain of F' in the Factor Lemma statement obtain at every step. Rather than state this
directly, we identify a simpler, stronger property which suffices for our applications.

Definition 1.18. A tree embedding ¥ : & — T is inflationary iff for any £ + 1 < 1h(S) and
v+ 1€ (0¥(€), u” (€))7, letting 1 = T-pred(y + 1),

dom(ET) <1lh(s?, (EY)).

It is easy to see that the quasi-normalization tree embeddings ®"($7-¥) are inflationary,
but tree embeddings (even hull embeddings) may fail to be inflationary, in general. Still, one
can prove the following useful closure properties of the class of inflationary tree embeddings.

Proposition 1.19. Let ® : S — T and V : T — U be inflationary tree embeddings. Then
U o ® is inflationary.

Proposition 1.20. Let ® : S — T and ¥ : T — U be tree embeddings such that ® and
U o ® are inflationary and [crit(u”), IT)) C ran(u®). Then U is inflationary.

Proposition 1.21. Let D = ({T,}aca, {Vap}azp) be a directed system of plus trees such that
all tree embeddings U, are inflationary. Suppose im D is wellfounded and let {I'y}aca be
the direct limit tree embeddings from T, into the direct limit tree. Then for all a € A, T’y is
inflationary.

We omit the somewhat tedious but straightforward proofs. The reader can find proofs of
each proposition for the representative case that all trees are A-tight and normal in [5].
Now we return to our iterative factorization result.

Theorem 1.22. Let ¥ : S — T be an inflationary extended tree embedding. Then there is
a unique sequence of extenders (Fe | £ < \) such that there is a directed system of plus trees

D = ({Se}ecr, {Unetn<e<n) such that
1. S =8,85 =T, and ¥y, = V;
2. for E+1 <\, letting Be = crit(u¥¢) and ag + 1 the successor of B¢ in (Be, u?e(Be)]r,
(a) Fe = E].

0457

() Ser1 =V (Se, T [ e + 1, Fe), and
(C) \Ij£7£+1 = @V(SgaT[a€+17F§);

3. for v < X\ a limit ordinal,
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(a) 8 = lm{{Sc}ecr, {Unetyzecr), and
(b) for & <y, We, is the direct limit tree embedding;

(c) forﬁg)\andn<£,u§>\[a,7+1:id.

Proof sketch. We define S¢, ¥, ¢, and F¢ by induction, maintaining that we always have
additional inflationary extended tree embeddings I'c : S¢ — T which commute appropri-
ately with the rest of our system. Assuming that the tree embeddings produced so far are
inflationary, one continues at limits by taking direct limits at limits and at successors by
applying the factor lemma to the last I'c (as long as this is not the identity). The preced-
ing propositions guarantees that all the resulting tree embeddings produced in this way are
actually inflationary so that this process never breaks down. Since we are pulling all the
extenders F¢ from 7T, this process must terminate at some stage < [h(7), and so we must
end up with a stage I'c = Id (or else we could continue the construction). A detailed proof
in the case that all the trees are normal appears in [5]. ]

—

For ¥ : § — T an inflationary extended tree embedding, we call the sequence F' =
(F¢|€ < A) as in the previous theorem the factorization of V.

One might ask whether F and S determine ¥ and 7. It is easy to see that this is not the
case; for example, consider the one-step normalization embeddings ®: S — W(S, T, F) and
U: S — W(S,U, F), with T and U being distinct normal trees on M that diverge before each
of them reaches a model with F' on its sequence. Then ® # U, but they have the common
factorization (F'). If we are dealing with normal trees on M by a fixed iteration strategy,
this kind of thing can’t happen, and in fact it is easy to see that then S and the factorization
Fof ®: 8§ — T determine ®. In general, § and F determine ® up to “similarity”.

First, some notation from [0]:

Definition 1.23. For T a plus tree and n <7 &, we let e ¢ be the sequence of extenders
used along (n, €)r, i.c. €l = (BT |a+1€ (n,l).

The next proposition says that if 7 and U are plus trees having two common models
M, N which are tree-related in both trees, and have the same branch embeddings between
them in both trees, then the extenders used to get from M to N are the same in both trees.
We omit the well known proof.

Proposition 1.24. Suppose T, U are plus trees, n <7 &, n* <y &, ]\/[T = Mgi, and either
1. n-to-€ and n*-to-£* don’t drop, MnT = M%, and i& = z’%’*’f*, or
2. n* and n are the locations of the last drop along n-to-¢ and n*-to-£*.

Then en& *75*.

Definition 1.25. Let : S — 7 and ¥ : S — U be extended tree embeddings. We say ®

and ¥ are similar, and write ® = W, iff for all £ < 1h(S), e 0 ue(e) = g’u\p(s).

We can characterize similarity using the Factor Lemma.?!

21The definitions and results on factoring tree embeddings are due to Siskind.
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Theorem 1.26. Let ®: S — T and ¥ : S — U are extended inflationary tree embeddings.
Then ® =V iff ® and ¥ have the same factorization.

We omit the proof; the special but representative case that all the trees are A-tight and
normal appears in [5].

We now briefly describe the quasi-normalization of a length 2, maximal M-stack (T ,U)
with & a normal, V(7 ,U). This is the last tree system

<V£>U§7 FQ(I)n’& ’ 777£7C+ 1< lh(Z/{), n SU £>7
defined by induction on 1h(U/) by:
L Ve=V(T,UTE+ 1),

2. 0¢: ]\45u — R is nearly elementary, where R¢ is the last model of Ve, and if § +1 <
Ih(U), Fe = o¢(EY);

3. For ¢ <yyn <y &,

(a) ®7¢:V, — V; is a partial extended tree embedding, and

(b) D¢ = Pt o PO
4. For n = U-pred(§ + 1),

(a) Ve =V (Vy, Ve, Fe),

(b) ®EH = SVVVeFe) and ggyy = oV ViVeFo),
5. For A < 1h(U) a limit and b = [0, A)y,

Vy = lim(Ve, 74| <y € € b)
and ®¢* o, the direct limit tree embeddings and direct limit map.

If U has successor length, we let oV (74 be the last of the o.
In general, we define V(s) for a stack of plus trees s of length n 4+ 1 and o, from the last
model of s to the last model of V(s) by induction on length n. For s = (Sy,...S,) we put

V(s) =V(V(s [ n),06nSn),

and, if S, has successor length, we let

— O-V(V(Srn)uo's[nsn) o *

Os g,

where o* is the last copy map from the last model of S, to the last model of o}, S,.

Remark 1.27. The normalizations we are considering here are “bottom-up”, in the sense
of [6]. Ome could normalize in other orders, for example, by setting V*((Uy, Us,Us) =
V (U, V(U ,Us))). We expect that all such quasi-normalizations are equivalent; in the case
of embedding normalization for A-tight normal trees, this has been proven by Siskind (see
[5]). The same proof should pass over to quasi-normalizations, but this has not been checked.
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1.4 Mouse pairs

We recall some notions from [6].

Definition 1.28. Let 3 be a complete (A, #)-iteration strategy for M, where A > 1. We
say that ¥ quasi-normalizes well iff whenever s is an M-stack by ¥ and (7,U) is a maximal
2-stack by s such that U/ is normal, then

(a) V(T,U) is by X, and
(b) letting V = V(T,U) and 0 = aV T S~ 71y = (Z-v)°.

Here M is a premouse of some kind, coarse, pure extender, or least branch. It is easy to
see that if ¥ normalizes well, then so do all its tails ;.
Recall that T is a pseudo-hull of U iff there is a tree embedding of 7 into U.

Definition 1.29. Let 3 be a complete (A, #)-iteration strategy for a premouse M; then X
has strong hull condensation iff whenever s is a stack of plus trees by ¥ and N < M (s),
and U is a plus tree on N by ¥ v, then for any plus 7 on N,

(a) if 7 is a pseudo-hull of U, then T is by X, y, and

(b) if ®: T — U is an extended tree embedding, with last t-map 7, and @ <dom(w), then
Yemne = Ceanx@)"

The most important part of 1.29 is clause (a) in the case s = (); that is, that every
pseudo-hull of a plus tree by ¥ is also by 2.

Definition 1.30. Let 0 be regular. (M, ) is a pure extender pair with scope Hs iff
(1) M is a pure extender premouse, and M € Hy,
(2) Qis a complete (9, §)-iteration strategy for M, and

t22

(3) €2 quasi-normalizes well, is internally lift consistent®* and has strong hull condensation.

Definition 1.31. Let 0 be regular. (M,Q) is a least branch hod pair (Ibr hod pair) with
scope Hj iff

(1) M is a least branch premouse, and M € Hg,

(2) Q is a complete (9, §)-iteration strategy for M,

(3) € normalizes well, is internally lift consistent, and has strong hull condensation, and
(4)

4) (M,Q) is pushforward consistent, in that if s is by (2 and has last model N, then N is
an Ipm, and XV C Q.

Definition 1.32. (M, ) is a mouse pair iff (M,€2) either a pure extender pair, or an lbr
hod pair.

22Roughly, for all N <t M, Qy is consistent with Q in the natural sense. See [0, Def. 5.4.4].
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According to these definitions, the strategy in a mouse pair with scope Hs must be a
(0,0)-strategy. [0] demanded only an (w,d)-strategy, so as to avoid having to talk about
normalizing infinite stacks. Here we are not avoiding that at all. It is more natural for a
strategy with scope Hs to act on all stacks in Hy, that is, to be a (4, 0)-strategy.

The paradigm case here is a mouse pair (M, Q) with scope HC, considered in a model
of AD*. One important way to obtain such pairs, assuming AD™, is to start with a coarse
[-Woodin pair (N*, ¥*). Let C be a full background construction of of one of the two types
done in N*, and let (M,Q) = (M, Q7,) be one of its levels. From the point of view of
N*, (M, Q) is a mouse pair with scope Hg, where ¢§ is the I'-Woodin cardinal of N*. But
can be extended to act on all stacks s € HC, because it is induced by >*, which acts on all
stacks in HC. So from the point of view of V', (M, ) is a mouse pair with scope HC.?* In
sum

Theorem 1.33. (/0]) Assume ADY, let (N*,0,5,T,<1,X*) be a coarse I'-Woodin tuple, and
let C be a <-construction ( either pure extender or least branch) in L[N*,S,T, <] with all
FC® € N*; then C does not break down. Moreover, letting M = M;C’k, and letting ) be the
canonical extension of ng to all M -stacks in HC, (M,Q) is a mouse pair, with scope HC.

The strategy in a mouse pair is actually determined by its action on countable normal
trees:

Theorem 1.34. Let § be reqular, and let (M,X) and (M,)) be mouse pairs with scope Hs.
Suppose that ¥ and €2 agree on all countable A-separated trees; then ¥ = €.

This is proved as Lemma 7.6.5 in [(], for the slightly weaker notion of mouse pair used
in that book. The same proof yields 1.34.

In a similar vein, one can show that a strategy for a pure extender premouse that behaves
well on normal trees can be extended to the strategy component of a pure extender pair.?*
One need only assume that every pseudo-hull of a normal tree by X is by ¥. The following
theorem, which combines work of Schlutzenberg and Siskind, captures this fact.

Theorem 1.35. ([/], [5]) Let M be a countable premouse, and ¥ an wy + 1-iteration strategy
for M. Suppose that every pseudo-hull of a countable tree by X is by X, then there is a unique
(w1, wq)-iteration strategy ¥* for M such that

(1) £ HCC ¥~
(2) ¥* normalizes well, and

(8) 3* has strong hull condensation.

That such a strategy ¥ extends uniquely to a strategy for finite stacks of normal trees that
normalizes well was proved independently by Schlutzenberg and Steel. (See [6], Theorem
7.3.11.) The extension to countable stacks requires significantly more work, and is due to
Schlutzenberg. (See [1].) We shall outline the proof in the next section. That the resulting
strategy X* has strong hull condensation is due to Siskind. (See [5].)

ZThese facts are proved in [0]; see especially Theorems 7.6.2 and 10.4.1. Those proofs deal only with
(w, d)-iteration strategies, but they adapt in a routine way to (9, 0)-strategies.

24There seems to be no way to show that the extended strategy is pushforward consistent, so these strategy
extension results do not seem to help one to construct least branch hod pairs.
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2 Meta-iteration trees

The system (Ve, F;, <y |, n+ 1 < Ih(Y)) that arises in the construction of V(T ,U) is a
kind of tree of iteration trees, with tree-embeddings between tree-order related nodes. This
perspective is used in [6] and abstracted in [1], [2] to their notions of “factor trees of inflations”
and “insertion iterations”, respectively. Here, we isolate a closely related abstraction, and
call the resulting system a meta-iteration tree, or meta-tree.

2.1 The definition

Definition 2.1. Let S be a plus tree on a premouse M. A meta-iteration tree on S is a
system

S = (In(S), <s, {Se}ecmes) {Feber1cme) {27 Fozee)
such that Sy = S, and

1. 1h(S) is an ordinal and <g is a tree-order on lh(S);

2. for all ( <gn <s& <1h(S),
(a) S¢is a plus tree on M of successor length,

HE+1< , I 1s an extender on the sequence o s

b) if € +1 <Ih(S), F{ i d h £ M3

¢ %18 a partial extended tree embedding from mto Sg,

GLAS ial ded bedding f S, i Se

)

(d PE = PnE o PO,
3. (Normality) for £ + 1 < 1h(S), letting ae = a(Se, Fe),
(a) for all n < &, Ih(F,) < 1h(F),
(b) for n = S-pred(¢ + 1),
i. 7 is least such that crit(F¢) < A\(F}),

il V(8y, 8¢, Fe) I g +2 € Seqa S V(S S, Fe),
iii. @Mt = @VSnSeFe) (as a partial extended tree embedding from S, into Sg1);

4. for X <1h(S), b = [0, \)s is a cofinal subset of A and there is a tail ¢ C b such that

(
(

a) for all n, & € ¢ with n < &, ®7¢ is total,

b) Um(Se, 74| & <s € € ¢) is wellfounded,

(c) Im(Se, 7€ | <g € € ¢) | sup{ae| € < A} C S\ C lim(S,, ™| € <5 € € ¢), and
)

(d) for all n € ¢, 7 is the direct limit extended tree embedding and for n € b\ ¢,
P1A = A o 7 where € = minec.

For a meta-tree S and a branch b of S [ 7, we let

lim(S [ ) = lim(Se, "¢ |n <s § € c),
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where c is any tail of b where the ®7¢ are total (if there is such a ¢). We also let

S =V(S,, S, Fe) if 7 is a successor £ + 1,

where n = S-pred(§ + 1), and

ST = lilI)n(S [ ) if v is a limit,
where b = [0,7)s.

We also put ozf = ap(Fe, S¢) and B? = B(F, S).

A meta-tree S drops along (n,&]s iff for some v € (n, &]r, either ~ is a successor, A + 1,
and for ¢ = S-pred(A + 1), V(S¢, Sy, Fy) is in the dropping case, or S, € SF. We call the
former way of dropping a necessary drop and the latter way of dropping a gratuitous drop.
When 7 = S-pred({+1) and V(S,,, S¢, Fe) is in the dropping case we'll say that [n,{+1)s is a
necessary drop or that n-to-£+1 is a necessary drop in S. We shall use other natural variants
of this terminology with their obvious meaning (e.g. “n-to-£ drops in §”). A meta-tree S is
simple iff it has no gratuitous drops.

We write @%15 for the tree embedding from S, to S given by S, when it exists, that is,
when S does not drop along (1, £]s. We write ®° for ®f ., where Ih(S) = £ + 1, if this exists.

Here are a few examples of meta-trees. The first is familiar: normal plus trees can be
viewed as simple meta-trees with the same tree-order and exit extenders.

Example 2.2. Let 7 be a normal plus tree. Let 7 = 7 [ { +1 and F; = EZ and for
n = T-pred(§ 4 1); then

T = <7E7¢)§,77aFC|€7777§+1 <1h(T)7f§T 77>

is a meta-tree with underlying tree structure 7 (i.e. Ih(T) = lh(7) and <p=<7).
This is a meta-tree since for n = T-pred(£ + 1), we have
Tenr = Te (E)
= V(Te, Ty, Fe).
Notice that we haven’t explicitly defined the tree embeddings of T. As remarked above,
they are uniquely determined by the extenders F; and the tree order <. One can check

that for n = T-pred(£+1), the (extended) tree embedding ®7¢+! is just the unique extended
tree embedding with associated u-map given by

IS it ¢ <,
u(o_{gﬂ if ¢ = .

Definition 2.3. Let M be a premouse; then a meta-iteration tree on M is a meta-iteration
tree on S, where S is the trivial iteration tree of length 1 on M.

Because we have allowed gratuitous dropping, we have another familiar example.
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Example 2.4. Let S and T be normal trees of successor length with 7" a normal extension
of S;say T = (Mg, Ee, <7) and S =T [ v+ 1. We obtain a gratuitously dropping meta-tree
S on S with trees S¢ = T [ v+ £ and extenders Fy = E,.¢ (in particular S, = S and
Sim(r)—1 = T). Note that at every step here we are letting S¢y1 = S¢™ (Eg), which will often
be a gratuitous drop.

The more important example of meta-trees comes from quasi-normalization.

Example 2.5. Using our notation above for the quasi-normalization of a maximal M-stack
(T,U), with U normal,

V(T U) = (Ve, 8", Fe | €1, ¢+ 1 < Th(U), € <y 1)
is a meta-tree with underlying tree structure U.

We call a meta-tree countable if it has countable length and all of its component trees
are countable.

Clause (3) of Definition 2.1 requires that meta-trees be weakly normal, in the sense that
the exit extenders F; increase in length, and are used to inflate the earliest possible tree.
That V(7 ,U) is a meta-tree, then, makes use of the normality of &/. We shall also need to
consider stacks of meta-trees.

Definition 2.6. Let T be a plus tree on M. A meta-stack on T is a sequence s = (S* | £ < §)
of meta-trees S¢ of successor lengths, with associated normal trees ¢ on M, such that 7o = T,
and for all £ < ¢

(a) S®ison T¢
(b) if € +1 < 4, then T4y is the last tree of S¢, and

(c) if £ is a limit ordinal, then 7¢ is the direct limit of the 7, for a < & sufficiently large,
under the tree embeddings ®%: T, — Tai1.

If 7 is the trivial tree of length 1, then we say that s is a meta-stack on M.

Of course, if s is a meta-stack on 7, and 7 is on M, then (7) s is a meta-stack on M.
We emphasize that meta-trees themselves must be weakly normal: stacks of meta-trees are
not meta-trees, in general.

2.2 Meta-iteration strategies

Let & be a normal tree on M, and 6 € OR. In the meta-iteration game
G(S,0), players I and II cooperate to produce a meta-iteration tree S = (Ih(S), <g
ASeecmss { Feter1<ms, {P }y<e) on T. Player I plays the extenders Fy, and decides
whether to drop gratuitously, and if so, how far. Player II must play cofinal wellfounded
branches at limit ordinals, which are then used to extend S. If II fails to do this, or if some
Seq1 has an illfounded model, then I wins. If I does not win in the first 6 moves, then II
wins.
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Clearly, if Ih(S) = 1, then G(S,0) is equivalent to the usual normal iteration game
G(M,0).

For A > 1, G(S, A, 0) is the corresponding variant of G(M, A,0). In a play of G(S, A, 0)
in which II has not lost, the output is a stack of meta-trees (S¢ | £ < A), with Sy being on
S, and each meta-tree S¢ having length < 6.

Definition 2.7. Let S be a normal tree on M. A f-iteration strategy for S is a winning
strategy for IT in G(S,0). A (), 0)-iteration strategy is a winning strategy for ITin G(S, \, 6).
for choosing branches in meta-trees on § of limit length.

We shall sometimes call such strategies meta-strategies. Clearly, if S is the trivial tree
of length 1 on M, then a meta-strategy for & of whatever type is equivalent to an ordinary
iteration strategy for M of the corresponding type. So it makes sense to speak of meta-
strategies for M.

The following is the main theorem on the existence of meta-strategies. The theorem is
a generalization, due to Jensen, of Schlutzenberg’s theorem that normal iterability implies
stack iterability. (See 1.35 above.) The main ideas occur in Schlutzenberg’s work. [! This
isn’t quite true now, as we've switched to quasi-normalizing...]

Theorem 2.8. Suppose that M is a countable premouse and ¥ is an wy + 1 strategy for M
with strong hull condensation. Then there is a unique (wy,w)-meta-strateqy X* for M such
that for any stack (S¢ | £ < ),

(Se | € < Ay is by ¥ & VE < X (every tree occurring in Sg is by X).

We call ¥* the meta-strategy induced by . Note that the restriction of ¥ to countable
normal trees is essentially the same as the restriction of ¥* to meta-trees on M.

It follows from Theorem 2.8 that, assuming ADT, whenever (M, Y) is a mouse pair with
scope HC, then ¥ induces an (wy, w;)-meta-strategy %* for M. Moreover, whenever S is a
plus tree by ¥, the tail strategy X% is an (wy, w;)-meta-strategy for S.

We shall outline a proof of Theorem 2.8 now. A full proof for the normal tree context
appears in [5].

To start, we generalize Lemma 77.

Lemma 2.9. Let M is a countable premouse and ¥ an wy + 1 strategy for M with strong
hull condensation. Suppose T is a countable plus tree by ¥ of successor length, and S =
(Se, Fe,...) is a meta-tree on T of limit length < wy such that for all & < Ih(S), S¢ is by
Y. Let 6(S) = sup{ag + 1| < [h(S)}. Then there is a unique branch b of S such that
(limy S) [ 0(S) + 1 is by 3. Moreover, for this b, lim; S is wellfounded, and is by ¥ whenever
Ih(S) < wy.

Proof sketch. The proof resembles the analysis of branches of W (7T ,U) when U has limit
length from section 6.6 of [6]. Let W be the plus tree of length § = §(S) such that for all
E< W E=S, | € for all sufficiently large . Let a = X(WV). As in §6.6 of [(], we
can decode from a a branch b of S?>. The condensation property of ¥ implies that if S is
countable, then W, = lim,, S is by X.

258ee [2], bf XXXX.
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We are left to show that if 1h(S) = wy, then all models in W, are wellfounded. This
follows by a simple Skolem hull argument, using again the condensation property of . [

Notice that if we started with ¥ a strategy for countable trees and S of countable length
with the properties in the hypothesis of the lemma, the conclusion still holds.

Lemma 2.9 tells us that, under its hypotheses on (M, Y), for any plus tree 7 by X, the
meta-strategy ¥% induced by ¥ is well-defined on meta-trees on 7 of length < w;.

Definition 2.10. Suppose that M is a countable premouse, and ¥ is an w; + 1 strategy for
M with strong hull condensation. Let 7 be a countable tree of successor length that is by
Y. Then Efr’o is the (wy + 1)-meta-strategy for 7 given by: if S is a meta-tree on 7T of limit
length < w; by ¥4, then

YE(S) = b iff limS [ 6(S) + 1 is by X.

Lemma 2.9 shows that the putative (wy,w;)-meta-strategy ¥* for M defined in the state-
ment of Theorem 2.8 does not break down at successor rounds. For if 7 is the last tree of
S¢, then part of ¥* that is needed to form S¢*! in the next round is just Z?O. So what is
left is to show that ¥* does not break down at some limit of rounds.

One ingredient here is a theorem on normalizing stacks of meta-trees, due to Schlutzen-
berg and Siskind.?°

Theorem 2.11 (Schlutzenberg, Siskind). Let M be a countable premouse and ¥ an wi-
iteration strategy for M with strong hull condensation. Let S be a plus tree by X, and (S, T)
be a stack of (simple) meta-trees on S by X5 with last tree U; then there is a (simple) meta-
tree U on S by X% with last tree U such that ®Y = ®T o ®5. Moreover, S-to-U drops in U iff
S-to-U drops in (S, T).

For a proof of the theorem in the context of A-tight normal trees, see [5]. The theorem
says that 3* fully normalizes well for meta-stacks of length 2, but [5] shows that in fact
it does so for arbitrary countable meta-stacks. It is worth noting that the proof is entirely
combinatorial; no phalanx comparisons like those we shall use later to prove that the ordinary
strategies in mouse pairs fully normalize well are needed.

Lemma 2.12. Suppose (M, X)) is a mouse pair, S is a plus tree by 3, and S, T are simple
meta-trees on S by X* with the same last tree T ; then S = T.

Proof. The proof is really the same as the proof that there is a unique normal tree by X
giving rise to any normal Y-iterate of M.

Let S = (S, Fe,...) and T = (T¢,Ge,...) (s0 To =Sp =S and Too = S = T). We'll
verify by induction that 7¢ = S¢ and Fy = G¢ for all £ < 1h(S) = 1hT).

We've assumed the base case, so now suppose S¢ = 7¢ and F,, = G, for all n < {. Towards
a contradiction, suppose 1h(F¢) < 1h(G¢). Then lh(F¢) < 1h(G,) for all n > £. It follows
that F; is on the sequence of last model of T, for all n > &. In particular, F¢ is on the

26The theorem is a variant of Schlutzenberg’s theorem on the commutativity of inflation, Theorem ??? of
[4]. As stated, it was discovered later but independently by Siskind.
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sequence of the last model of 7. But F¢ is used in 7 since it is used in S, for every n > &.
A contradiction. The same argument shows that we can’t have lh(G¢) < lh(Fg), either, so
F: = G¢. Since S and T are simple, we get Sgiq = Tepa.

S and T cannot diverge at a limit stage, because both are by ¥*, and are both simple.
The argument in the successor case also shows we cannot have 1h(S) < 1h(T) or vice-versa,
so S =T, as desired. O

Remark 2.13. If you drop the assumption that the meta-trees are simple, uniqueness can
fail. However, the above argument shows that the extender sequences still must be the same.
In particular, we get that the partial tree embeddings from & into 7 determined by S and
T are the same.

The remaining ingredient is a comparison theorem for plus trees. It is a variant of a
theorem of Schlutzenberg (see [1]). For A-tight normal trees, it is proved in [5]. We shall
generalize this theorem in a later section.

Theorem 2.14 (Tree comparison; Schlutzenberg, Siskind). Suppose that M is a countable
premouse, and X is an wy + 1 strateqy for M such that every pseudo-hull of a countable tree
by X is by X. Suppose {S; |1 € w} is a set of countable plus trees of successor lengths which
are by ¥; then there is a countable tree T by ¥ and countable simple meta-trees S* on S; by
¥*, each with last tree T, such that for some i, the branch S;-to-T of St does not drop.

The proof is a straightforward modification of comparison by least extender disagreement,
the disagreements in question being those between the extender sequences of the last models
of the last trees in our current approximation to the S’s. It is important here that the last
trees of those approximations cannot diverge at a limit step, because they are all by .

Theorem 2.14 is no longer true if we allow the §; to be by different strategies, however
nice they are. For example, let ¥ and  be such that (M,Y) and (M, €)) are mouse pairs,
and let S7b be by X, S7c¢ by €2, and b # ¢. There can be no tree 7 that is by both ¥ and
Q) such that both S7b and S ¢ are pseudo-hulls of 7, by strong hull condensation.

We can now show that the putative meta-strategy >* described in Theorem 2.8 does not
break down at limit rounds.

Lemma 2.15. Suppose that M is a countable premouse, and ¥ is an wy, + 1 strategy for
M such that every pseudo-hull of a countable normal tree by X is also by X. Let A < wy be
a limit ordinal, and S = (S*|& < \) be a meta-stack on M such that for all ¢ < X\, S¢ is
countable, and all trees occurring in S¢ are by ¥. Let

Te = first tree in S°.
Then
(a) for all sufficiently large € < n < A, q)?n exists, and

(b) letting T be the direct limit of the Te, for & < X sufficiently large, under the <I>§n, we
have that T is by 3.
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Proof. Applying the tree comparison theorem (Theorem 2.14) to {7¢|{ < A}, we get a
countable tree V which is by 3, and for each £ < X a simple countable meta-tree T¢ on T
by ¥* with last tree V. Moreover, for some & < A, T¢ doesn’t drop along T¢-to-V. For every
n < A, (S7, ") is a meta-stack on M with last tree V. Applying Theorem 2.11 to this
stack, we get a meta-tree

U" = V(S", T,+1)

by ¥* on 7T, with last tree V. By the remark following Lemma 2.12, U7 and T" determine the
same partial tree embedding from 7, — V. (If S7 were simple, then we would have U = T".)
Further, if T” does not drop along 7,-to-V, then ®™" is total. Since ®T" = ®V" = & 0 ®5"
it follows that ®%" and ®°" are total as well.

So, we get that ®T° = &€ 0 " for all n < € < « and for all sufficiently large 7, £, these
are total extended tree embeddings.

Fixing ¢ above which these are total, we have lim(S;, ®™¢ | < n < ¢ < a) exists, and a
pseudo-hull of V. (See Proposition 1.14.) Since V is by ¥, so is lim(S;, "¢ | <n < £ <
a). O

Lemmas 2.9 and 2.15 clearly combine to give our variant of Schlutzenberg’s meta-
iterability theorem, Theorem 2.8.

Remark 2.16. We shall show in Theorem 3.36 that, assuming ADT, if A is a meta-strategy
for a normal tree 7 on M, and A has a certain Dodd-Jensen property, then A is the meta-
strategy induced by some ordinary strategy for M. So meta-trees and strategies are not
something fundamentally new. They are rather a useful way of organizing the construction
of ordinary iteration trees by an ordinary iteration strategy.

As an immediate corollary to 2.8, we get Schlutzenberg’s part of Theorem 1.35.

Theorem 2.17 (Schlutzenberg). Let M be a premouse and ¥ an wy + 1 strategy for M such
that every pseudo-hull of a countable plus tree by 3 is by X; then there is a unique extension
of ¥ to a strategy for countable stacks of countable trees which quasi-normalizes well.

Proof. Let ¥* be the (wy,w;)-meta-strategy for M induced by ¥. We define an ordinary
(w1, wq)-strategy for M, which we call €, as follows. We associate inductively to any stack

t=(Te| € <a)

by €2 a meta-stack
S=(s*]¢<a)

that is by X*. For £ < a, let P be the base model of T¢. Let S° be Ty, considered as a
meta-tree on Py = M. For £ > 0, let

U = last tree in S¢,

and for A\ a limit,
UY = last tree in lim S¢,
£<A
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where the limit is taken under the tree embeddings of S. So Uy = Ty. Let Qg = Py, and
Qe¢+1 = last model of U,

and if X\ is a limit ordinal,
Q> = last model of UY.

So ()1 = P;. We maintain inductively that we have nearly elementary maps
O¢: P, & Qg

that commute with the maps of ¢ and S. (That is, if i: Pr — P, is a map of ¢, then <I>§777
yields a t-map j: Q¢ = @y, and 0,07 = jooe.) 09 =01 = id.

Let ¢ > 0, and suppose that the stack ¢ | £ is by {2, with associated meta-stack S | £ has
been constructed with the properties above.

If £ is a limit ordinal, then because S | £ is by ¥*, L[S is by ¥, and Q¢ exists. Moreover
we have o¢: P — Q¢ by our commutativity hypothesis. We define the tail strategy Q¢ p,

for normal trees by
Vis by Quep & VU, 06V) is by E*.

Equivalently, €2 plays round £ by pulling back under o¢ the strategy \Ilung ¢» Where W is the
unique extension of X to stacks of length two.
Playing round ¢ this way, (2 does not lose, and we have 7 as the result of our play. Set

St =VU, 0:Te).

S¢ is a meta-tree on L{g, and S | £ + 1 is by ¥*. Moreover, the last tree in S is Uy =
V(Ug, o¢Te), and so we have a quasi-normalization map 7 from the last model R of o¢7¢ to
Qe¢41. We also have a copy map 7 from Py, which is the last model of 7T¢, to R. We then
set o¢y1 = 7 o m. Our induction hypotheses still hold.

The case £ = v+ 1 is completely parallel. We have t(v) with last model P,,;, S” with
last tree U, whose last model is Q+41, and o441 Pyy1 — Q441 already. We put

Vis by Qypyq1.p,, © V(U 0,4V) is by X7,

and
S = VU, 0441 To4),

and so on. ]

2.3 Copying meta-trees

Some of the basic facts about meta-trees can be understood through the analogy:

premice «~ iteration trees
iteration trees «~+ meta-trees
strategies «~ meta-strategies

elementary embeddings «~ tree embeddings
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Notice that one might have found the tree comparison theorem (Theorem 2.14) this way:
the theorem says any two iteration trees have a common meta-iterate, modulo the condition
that we started with trees by the same strategy. Except for this (necessary) restriction,
this is an analogue of the usual comparison theorem for premice. In this section we prove a
copying theorem that conforms to this analogy.

The usual copying construction is about lifting an iteration tree via an elementary embed-
ding. Following the analogy, our result will be about lifting a meta-tree via a tree embedding.

The copying construction results from repeated applications of one-step copying, as cod-
ified in the Shift Lemma. The Shift Lemma for meta-iteration says that, under the right
conditions, we can complete the following diagram.

S v s T
W w
F — G
U 1 %

Jr Je
V(S,T,F) -2 V(U,V,G)

We need enough agreement between W and II that we can indeed complete the diagram.
In the case of ordinary premice, the lifting maps must agree on dom(F'). The requirement
here is similar, but more complicated.

Before we state and prove the Shift Lemma, we isolate a preliminary fact which is essential
to the proof. This fact captures a way in which quasi-normalization is better behaved than
embedding normalization: if one replaces the ag’s by a’s in its statement, it becomes false
(in general). In [5], a variant of the Shift Lemma is proved where one uses embedding
normalization instead of quasi-normalization, but it is considerably more complicated than
our present version because of possible failures of the next lemma for a’s.

Lemma 2.18. Let U : S — T be an extended tree embeddings and F' an extender such that
F~ is on the MS -sequence and MS|IWF) < dom(tL). Let G = tY(F), ag = ao(S, F),
O[é = O-/O(T7 G); p= B(S7F)7 and 3 = B(T7 G) Then

(a) of € [v¥ (), u” (a)]7 and

(0) suyos 1) +1 =13 [ I(F)+1=t3 [ Ih(F)+1

(c) B* € W*(B),u*(B)lr, and

(d) s - | dom(F)U{dom(F)} = sy . | dom(F)U{dom(F)}.

ag,a
Proof. We first work towards verifying (a) and (b). Let @« = «(S, F) and o* = a(T,G).
Since [o, ap) is contained in delay interval which begins at « (cf. [6] Lemma 6.7.2), ap = a+n

for some n € w and, by the definition of ay, for every i < n, ES i
AES,) < In(F).

The agreement hypotheses between the maps of a tree embedding give that ¢, | Th(F)+
1 =1t3 [ Th(F) + 1. In particular, ¢ ,,(F) = G. So let j < n least such that t;, (F ) = G.

is not of plus type and
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Case 1. j <n.

First we’ll check that for any k < n — j,

Elariir) = ok (Bajpe) and if k> 1, then 0¥ (a +j + k) = u” (a4 j + k).
Note that since ES +j+x 18 not of plus type, this implies that EuTq, ( is not of plus type
either. R

For any i < n, since A(ES,;) < Ih(F), u¥(a + 1) is the least £ € [v¥ (o + 1), u” (v + 7)1
such that ¢Y,,(F)~ is on the MET -sequence. (This is because all critical points used along
(0¥ (a +4),u¥ (o + i)]7 must be below the current image of Ih(F), since they are below the
current image of 1h(ES ), since we are blowing up this extender along this partial branch.)
For any i < n, since ¥ is an extended tree embedding, v¥(a +i + 1) = u¥(a +4) + 1,
a‘IPld ES,; is n;t of plus t\}ljfpe, eithe; E'UT(QH) = tg’(aﬂ)(EfH) (a;nd so is not of plus type) and
Sagiv1 | (EZ ;) +1 =1ty INh(E7,;) +1 or else EuT(aH) = tu(a+i)(
type), S§+i+1 | /\(E§+z') = tg—{—z’ [ )\(E§+z‘)7 but 33+i+1()‘(E§+i)) > tg+i(/\(E§+i))'

It follows that for any i < n, h(t},,(F)) < 1h(tY,, ,(F)), with equality obtaining only
when E] o = thawn(ESy,) (which is not of plus type) and if i < n —1, v¥(a + i +
1) = u¥(a + i+ 1).2" Since we reach our final image G of F already by u¥(a + j), we
get that for all k such that k < n —j, E] o = t0,; (5, ;) and if & > 1, then
vW(a+j+k)=u"(a+j+k), as desired.

In particular, u¥(a+j+ k) = u¥(a+j) + k for all k < n— j. This will let us verify that
{u(+j) + k| k <n—j}is contained in a delay interval of 7" and that for all k < n — j,

a+j+k)

E$.,)" (and so is of plus

)\(E;rq,(aﬂ)%) < lh(G). Since {a+j+ k | k <n — j} is contained in a single delay interval
in S and A(Eqy %) < Ih(F), this is immediate from the agreement of the t-maps using that
EZEOH—]’)—HC = t:xp+j+k(E£+j+k)'

We have a* < u¥(a + j) by our choice of j. The considerations above showed that
u” (o + j) is the least & € [v¥(a + j),u”(a + j)]7 such that 57, .(F) = G. Tt is easy to
see that u¥(a + j) is also the least & € [v¥(a + j),u¥(a + j)]7 such that G~ is on the

Mg -sequence and also that G~ is not on the sequence of any MZ; () for ¢ < 7. It follows
that o* > v¥(a + j) (as this is trivial if j = 0).

Subcase A. o* =u¥(a+j).

In this case, our preceding observations give that o > sup{u¥(a+j)+k |k <n—j} =
v¥(a +n). Since G isn’t moved along [v¥(a + n),u¥(a + n)]7 we must have that either
v¥(a+n) = u¥(a+n) or else X(EZ;,(O{M) > 1h(G) (X(EZ:I,(QM) < Ih(G@) would imply G is
blown up along [v¥(a + n),u”(a + n)]7, as before, contradicting that ¢, ,(F) = G). In
the latter case (i.e. that X(EZW(QM) > 1h(Q)), we get af = v¥(ap), giving (a). (b) easily
follows so suppose v¥(a +n) = u¥(a +n). Since a + n = ag, we have that a + n = 1h(S)
or else either A(ES,,) > Ih(F) or ES, is of plus type. If @ +n + 1 = Ih(S) then since ¥

a+n a+n

2"In the case i = n — 1, we may still have equality obtaining when EZ—(QH) = tg’(aﬂ.) (ES.;) but v¥(a+
i+1)<u¥(a+i+1).
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is an extended tree embedding we must have v¥(a +n) + 1 = u¥(a +n) + 1 = 1h(T), so
that of = v¥(a + n) = u¥(a + n) which immediately gives (a) and easily gives (b). In the
remaining cases, E7, (arny Must either be of plus type (either ty (ES,,) if ES., is of plus
)T even if it isn’t) or have X(EL(aJrn)) > lh(G). So in these cases,
too, we get af = v¥(a+n) = u¥(a +n), giving (a) and (b).

a-+n
type or possibly t¥, (ES

a-+n a+n

Subcase B. o* < u¥(a+ j).

We can run the argument of Subcase A once we know that every ¢ € [a*, u” (a+7)] is not

of plus type and has X(EZ) < lh(G@). But we already verified that EuT(aﬂ.) cannot be of plus

type (or else we'd violate quasi-normality at the next extender) and has /A\(E;r(a +)) < 1h(G).

Since T is quasi-normal, every £ € [a*, u¥(a + j)] must have S\(Eg) < S\(E;r(aﬂ.)) < Ih(G),

too. Moreover, as G~ is on the sequence of M, and MT all of these extender must have

length > lh(G). But then if any of these EZ is of plus type, the delay interval which begins at

o* would have to end strictly before E7, (at) forcing A( Ty (atj)) > 1h(G), a contradiction.
This finishes Case 1.

Case 2. j=n.

Recall that this means that for all ¢ < n, t7,,(F) # G. Let £ € [v¥(ag),u”(ap)]7 be
least such that s% .(F) = G.

First suppose £ = v¥(ap). Then we must have n = 0, i.e. ag = a, or else we’d have
t2.;(F) = G for some i < n (by considerations similar to those at the start of Case 1). It
follows that o* = £. But then, since G is in the range of ¢ , either u” (ag) = v¥(ap) = £, in
which case the argument at the end of Case 1 Subcase A gives off = &, or else S\(EET) > 1h(G),
in which case, again, o, = £. So if £ = v¥(ay), we're done. So for the remainer of the proof,
suppose £ > v¥ ().

Subcase A. ¢ is a limit ordinal.

In this case, we can again show that & = o* = af. Towards a contradiction, suppose
a* < & Then the delay interval beginning at o* must end strictly before &, so that quasi-
normality guarantees that for some n+ 1 € [v¥ (), )7, S\(E,]T) > lh(G). But then we must
use an extender with critical point > 1h(G) along [v¥ (), £)7, contradicting our choice of €.

So & = a*. If € = u¥(ay), then we get & = of) by the argument at the end of Case 1
Subcase A. If £ < u¥(ayp), we must have S\(EZ) > 1h(G), so that, again, & = «f,.

Subcase B. ¢ is a successor ordinal.
Let £ =+ 1 and n = T-pred(y + 1). Since £ > v¥(ap), n > v¥(ap). Since we haven’t

reached the final image G of F along [v¥ (), u" (a)]7 by 1, we must have crit(E7] ) < 1h(G)
which implies S\(EWT) < Ih(G). It follows that v < o, i.e. Y+ 1 <. If y+1=u"(ap), one
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can show v+ 1 = af, (by the Case 1 Subcase A argument, again). So suppose 7+ 1 = u¥ ().
In this case we must again have v+ 1 = o because v+ 1 < a is impossible, since it implies
that we must next use an extender with critical point < 1h(G), contradicting that we’ve
already reached G as the final image of F' at v + 1.

This finishes our verification of (a) and (b).

Verifying (c¢) and (d) is actually much easier and essentially appears in [6]. We just handle
the case that 8+ 1 < lh(S) (the remaining case being that § + 1 = lh(S), so that actually
ap = a = 3; the argument in this case is basically the same). By definition, [ is the least £
such that dom(F) < Mg |;\(Eg ). It is easy to see 8 < ap and that the agreement between the
maps of W gives ¢ | dom(F)+1 = to, [ dom(F)+1. It follows that ¢ (dom(F)) = dom(G).
Now let v € [v¥(8),u”(8)]7 least such that s§_(dom(F)) = dom(G). We'll show that
v = p*. We must have that dom(G) < MI|5\(E7T), since if this were to fail then we must
have v < u¥(j) and that the extender applied to M along [v¥(3),u"(5)]r has critical
point < crit(G), contradicting that we've reached dom(G) as the image of dom(F) at ~.
So B* < 4. It’s also easy to verify that 8* > v¥(3) and 7 is the least & € [vY(B),u¥(B)]r
such that dom(G) < Mg|5\(EZ) So if §* # ~, then * < 7 is a successor £ + 1 for & > %,
and T-pred(§ + 1) = n > v¥(8). Since n < v, we must have crit(E ) < crit(sy, (F) (ie.
we are still moving up dom(F), and so actually crit(F), along [v¥(3),uY(8)]r. But then
that S\(Eg) < crit(sp,(F)) = crit(G), contradicting that £ > 5*, as dom(G) < MET|5\(E;F) is
impossible. So v = %, giving (c) and (d). O

We now isolate the agreement hypotheses needed for the Shift Lemma in a definition.

Definition 2.19. Let ¥ : § — 7 and Il : &4 — V be extended tree embeddings, F' an
extender such that F'~ be an extender on the MS -sequence, and G an extender such that
G~ is on the M -sequence. We say that the Shift Lemma applies to (V,11, F, G) iff letting
B =p(S,F)and 5" = 3(T,G),

1. MS[Ih(F) < dom(t%) and G = ¥ (F),

2. U [ B+1~11]B+1,

3. T +1=V]p*+1

1. % € [v™(8),u"(8))y and £ | dom(F) U {dom(F)} = sl ;. [ dom(F) U {dom(F)},
5. if B+ 1 < Ih(U), then dom(F) < MY¥[Ih(EY), and

6. if 5% +1 <1h(V), dom(G) < ML

Ih(EY.).

Note that in clause (4) we do not need to say that 8* € [v¥(3),u¥(8)]7 (though this is
needed for s%’y - to makes sense), since this is a consequence of Lemma 2.18.

In the ordinary Shift Lemma, the upstairs models must agree up to the common image
of dom(F). Clauses (2)-(4) play an analgous role: they say that the upstairs trees and
embeddings agree up to the place in T where t¥ (dom(F)) has been created. (5) and (6)
additionally ensure that V(U,S, F') and V(V,T,G) are defined.
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Lemma 2.20 (Shift Lemma). Let ¥V : S — T and I1 : U — V be extended tree embeddings,
and let F' be an extender such that F'~ be an extender on the sequence of the last model of S
and G be an extender such that G~ is on the extender sequence of the last model of T. Let
ag = (S, F) and o = ao(T,G).

Suppose that the Shift Lemma applies to (V, 11, F,G). Then V(U,S,F) and V(V,T,G)
are defined and, letting p the greatest ordinal such that V(U,S, F) | u is wellfounded and p*
the greatest ordinal such that V(V,T,G) | p* is wellfounded, there is a unique partial tree
embedding I : V(U,S,F) [ u— V(V,T,G) | u* with mazximal domain such that

L. TlTagy+1~=VY [ay+1,
2. u (o) = o, and
3. T o @VUSE) = eVWVTG) o 11 (on their common domain,).

Moreover, if V(V,T,G) is wellfounded, then V(U,S, F) is wellfounded and T" is a (total)
extended tree embedding from V(U,S, F) into V(V,T,G). If V(V, T, G) is wellfounded and
also I1 is non-dropping, then I' is a non-dropping extended tree embedding.

Remark 2.21. If we assume that S, T ,U, and V are all by some strategy 3 for M with strong
hull condensation that quasi-normalizes well, then V(U, S, F') and V(V, T, G) are by X, and
I' is a total extended tree embedding.

Proof. We have V(U, S, F) is defined by hypotheses (2) and (5) in the definition of when the
Shift Lemma applies. V/(V, T, G) is defined by hypotheses (3) and (6). So all of the work is
in identifying I' and proving it is as desired, inductively. At bottom, we are able to do this
because the s-maps of tree embeddings are given by the ordinary Shift Lemma at successors.
Lt W=VU,S,F) [ u+1, W =VV,T,G) | u* +1, d = dVUSE) and ¢* = pVV7.6),

Notice that © > ap + 1 and p* > af + 1 since V(U,S,F) [ ap+1 =8 | ap + 1 and
VOV, T.F) | of +1 =T | of + 1, so the first models which are possibly illfounded are
the new models M;/O(fl’S’F) and M;%(ET’F)
respectively.

Now, the u-map of I" is totally determined by what we have demanded in (1)-(3). We

must have

, which are obtained as ultrapowers by F' and G,

u¥(¢) if ¢ < oy
u (¢) =4 of if ¢ = oy

u® (&) if ¢ > ap, where € is such that u®(¢) = ¢.

Recall that this third case makes sense since u® maps [3,1h(U)) onto [ag + 1,1h(W)) and
u®(¢) > af for all € such that u®(&) > ap (since if u®(&) > ap, then &€ > 3, so u® (&) >
u® (8) > o+ 1).

The definition of u'(¢) just given makes sense for any ordinal ¢, but the actual u-map
of T has domain {¢ | ¢ < p and u*(¢) < p*} (since the domain can’t include anymore than
this and we want the domain of I to be maximal). In the course of the proof, we’ll show
that we can drop the condition “¢ < p” from the description of the domain of u'.
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Since we had to define u' as above and tree embeddings are totally determined by their

u-map, uniqueness of I' is guaranteed. We just need to check that we can actually find a
tree embedding with this u-map. This amounts to identifying s-maps and ¢-maps that make
the relevant diagrams commute.

We've stipulated T' | ap+1 =~ ¥ | ap + 1 and u'(ap) = . By Lemma 2.18 this
determines a legitimate extended tree embedding from & [ ap + 1 into 7 | af + 1 with last
t-map tgo = Sgo,a(;'

Since u® maps [3,1h(f)) onto [a + 1,1h(W)), we just need to find appropriate s', and
¢
tF by induction on ¢ € [3,1h(i)). We also show that if u® (&) < p*, then u®(€) < u. We

start with the base case.
Base case. ¢ = [5.

We first want to define s, ;. ) For I to be a tree embedding, s;, , must be the copy map
associated to (t},, 55 g+, Ey EW ).

«p?
Note that we have F = EZK, G = EY, and by Lemma 2.18, # (F) = G. Since
sg = s‘é’ and 8* < af, we have sgﬂ = sg’ﬁ*. Lemma 2.18, again, glvest M
dom(E)) U {dom(E)Y))} = sj 5. [ dom(E))) U {dom(EW)} So the ordinary Shift Lemma

does apply to (ty,,, sh g EW EW ). So we can actually let s, , be the copy map associated

o ?

t0 (thy, 55,5 EW EY ) Here is a diagram for this application of the ordinary Shift Lemma.

aQ? [eTo i

N4

s *
w S 0% T w*
— S SN —
Mao ]\4(%0 Mao M :

w scx0+1 WH*
MW, s M

ap+1 Qg *+1

If af +1 < p*, then since s}

ap + 1 < p, too.

If V(U,S, F) is in the dropping case, we’ve already defined all of I'. So for the remainder
of the proof, assume that V(U,S, F') is not in the dropping case. We need to see that
V(V,T,G) is not in the dropping case either, or else we may not be able to successfully find
th,11 (or later maps).

First, suppose that 541 = 1h(U). Then F is total over M” MS MW i.e. no proper
initial segment of Mé’ beyond dom(F') projects to or below crlt(F ). It follows that for every
n € [W"(B),u" ()], no level of M) beyond s, (dom(F)) projects to or below crit(s Bn<F))'
By hypothesis (4), £ is such an 1 and sj 5.(dom(F)) = dom(G). So V(V,T,G) is not in
the dropping case either.

is a total elementary embedding from M;/X into MC‘%’*,
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Now suppose that § + 1 < Th(if). Then there is no level P < M¥[Ih(EY) beyond dom(F)
which projects across crit(F). It follows that there is no level @ < MJ.[Ih(s} 4. (EY) beyond
dom(G) which projects across crit(G). So the only potential problem would be that some
level Q < M}, lh(%gﬂ) beyond lh(sgﬁ*(Er;‘g’)) projects across crit(G). But in this case we
must have §* < u"(8) (or else EY. = sj 5.(EY)) and so, letting 7 + 1 the successor of 3*
in [v"(8), u"(B)]y, crit(E)) cannot be in the interval [crit(G),1h(s} 5.(EY))] (since nothing
here is cardinal of M 23)* lh(Eg*)) Since we haven’t reached the final image of Eg along
[w"(B), u™(B)]y, we must have crit(EY) < Ih(sj 4. (E¥)). So actually crit(E)) < crit(G),
contradicting hypothesis (4) that tjj [ dom(F) U {dom(F)} = sj 5. [ dom(F) U {dom(F)}.

So we've shown V(V, T, G) is not in the dropping case either. Now, if u* < u®™(3), we
stop, so suppose p* > u® °(3). We must now put

r AW r
toz0+1 - Zao-i—l,ug © Sa0+1‘

For this to make sense, we need that af + 1 <y u''(8) = u® °"(3). Hypothesis (4) implies
that any extender used along (3*,u"(8)]y has critical point > crit(G). So since ®* =
QYT y®" is tree-order preserving on [8*, u(8)]y. So af+1 = u® (8*) <y u®N(B) =
u'(8), as desired. We have the following picture.

II

S
B,B* *
MY = MY —2— MY = MY ———— MY
Us
SF 41 w 8
w aqp WH* * WH
\4 _______________ \{z —> /\{Z
oo+1 ” of+1 ug*on

As part of conclusion (3), we need to see that this diagram commutes. We already have
that the left square commutes, by our choice of s, o1+1, SO we just need to see that the right
one does. We may assume 3* < u!(f3), as otherwise this is trivial. Now since ®* = ®VV'7:&)
for every ¢ > f*, u® (¢) = v*(¢) and so 1" = s¢", where ¢ + 1 be the least element of
(8%, u(B)]y, so we can expand the right square as follows.

¢
M, —— s MY — Y s MY
8 ¢ !
lG o ls?* lsf\lf
BV, 8
W ¢ W w w*
MY, — s Y Y,

But these squares commute since ® is a tree embedding: the left square commutes
since s? is the appropriate copy map and the right square commutes since the s-maps of a
tree embedding commute with branch embeddings, by definition. This finishes the base case.

Successor case. 3 < £+ 1 and u® (¢ + 1) < p*.

Since v® (&) < p*, we have Mﬁffon(g) is wellfounded and so M), is as well (since

SZ? P MY — MJ’;{;H(&) is a total elementary embedding). If & > 3, then v®(&) = u®(&),
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so we have u® (&) < p. So u®(E+1) =v®(E+ 1) = u®(€) +1 < p. If £ = 3, then we have
u® (&) = ap + 1, so we already had u®(¢£) < p.

Let n = U-pred(§ + 1) and n* = V-pred(u"(€) + 1). We have n € [v(n), u!(n)]y since 11
is a tree embedding.

We consider two subcases depending on the critical point of Eg The arguments in each
case are basically the same.

Subcase A. crit(EY) < crit(F).

In this case, n < 3 and n = W-pred(u®(¢) +1). We also have that crit( ;’H(ﬁ)) < crit(G),

so that n* < 8* and n* = W*-pred(u® °(£) + 1), as well. We have the following picture, in
the case that we don’t drop.

u t? v
M Mu€H
S 2
u %
Ef — Eu§H
@ o
te v I by
w wr
Eu<1> — Eu<I>*oH
5 ¢
@, N
W wr
Mg M 5eon
3 n ¢
u<1>
¢
I
MY, e MY,
&+1 ug+1
%
st ¢
1Y/ A VA
,r]*
o . , o
Set1 1d 1d Su?+1
MY — M),/V
s .
K * W
E::g G Eu‘P oIl
W W*
Mqu ************** S‘F‘ ““““““““““““ e Mug’*°H+1
L
u
£+1

38



Each of the maps along the outer square of the bottom diagram are the copy maps associ-
ated to the maps along corresponding side of the top square, inner square and appropriate ex-
tenders. In particular, we let s' ut be the copy map associated to (trq,, Sy E;/g( £ EVZZZ(,H(E))
as we must. Note that the ord1+r1ary Shift Lemma applies in this éase because we have as-
sumed that, so far, I' is a tree embedding. In particular, since dom(EZg(g)) < MY \)\(E);V ),

the agreement properties of t-maps gives that

tga(g) I dom(EZg(g)) U {dom(EZg(é))} =t | dom(EW ) U {dom(EL/g(é))}
=5 dorn(EW ) U {dom(EZg(g))},

n,n*

using for this second equivalence that Crrt( F( ) > crit (B, (g))v as, otherwise, we used
an extender E)V" with crit(E)"") < crrt(EZg*on(g)) < M(EY"), but then crit(E q,*on(g)) can’t
be in ran(i};‘f T (n)) D ran(tg ), a contradiction.

In the lower diagram, the inner square commutes by our induction hypothesis and all the
trapezoids commute since the outer maps are copy maps associated to the relevant objects.
We now want to see that the full outer square commutes. Let’s look at the two ways of going
around this outer square, sfﬁ (1 0 sgnJrl and 55 » o sg’ﬂ. Since sgﬂ and sfg*[ 41 are copy maps
associated to the appropriate objects, Lemma 1.12 gives that 53’5[ 11 © 5?+1 is the copy map
associated to (% ul o t S, ,7*,
to <t5§’ Otg, S) s EU EV};n) But tu ot = trg, ozfg and s, . = s} .,
of going around the outer square are both the copy map associated to the same objects, i.e.

o I r o

Sull41 © 541 = Syp | © Ser-

Note that ug " + 1 = 02 " <ppe ug ", We now define

EY, E’Vg:on) Similarly, srq, 0 5¢y is the copy map associated
+1

so the two ways

§+1

I
o*or1 © S, 0

I
T Lugy Uty

as we must. Finally, we check that this assignment gives us a commuting square of the
t-maps. We get the following diagram.

il
S
U £+1 ) )% Y,
Mngl MuH Muﬂ
£+1 £+1
t® % e
&+l Yet1 Ughy
w W W
Mu¢ qu,*(unﬂ) M d*oTl
E+1 SI‘ 3 W* €+1
il
u
£+1

We just need to see that this diagram commutes, since t§H+1 is just the map going across
the top and t£q> (€+1) is the map going across the bottom (so this really is the relevant square

of t-maps). The left square is just the outer square of the lower commuting diagram, above
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(though we used v (&) + 1 = (¢ +1) and u® o wM(€) +1 = v® (u(€) + 1) to change the
labeled indices of the models in the middle column to emphasize how we knew they were
tree-related to the appropriate models all the way on the right; we get these equivalences
since £ +1 > S and u(£ 4+ 1), u™(£) +1 > *). We've also used that all the vertical -maps
are the same as the corresponding s-maps (by the equivalence of the indices just mentioned).
This last fact (that the vertical t-maps are the same as the corresponding s-maps) also gives
us that the square on the right commutes, since ® is a tree embedding.

If we drop when applying any of the EY, E;ln, etc, then we drop applying all of them

and the initial segments to which we apply these extenders are all mapped to each other
by the relevant maps. In this case, everything remains the same except that we must use
the initial segments to which we apply the extenders instead of the models displayed in the
above diagrams, e.g. some P < MY instead of M.

Subcase B. crit(EY) > crit(F).

In this case, n > § and u®(n) = W-pred(u®(€) + 1). We also get Crit(EIH(g)) > crit(G),
so n* > 4% and u® (n*) = W*-pred(u®°"(¢) + 1). We now have the model to which E
is applied is related to the model to which E;/g(g) is applied by a t-map of ®, whereas they
were just the same model in the previous case. Similarly on the V-W* side. The only thing
this changes is that we replace the identity maps in the above previous diagram with these
t-maps. This is the diagram for the non-dropping case (as before, dropping makes little
difference).

I
S
U &+l v
M§+1 Mu?ﬂ
v
E¢ it
st ¢
My Tz
7]*
P ® P* P+
Se+1 ty Lye Sull 41
MY . MY
’U,.(,I; u(P*
SUe o K
w ug U :
Euq> 7 E P* oIl
MY MY,
ug)_H T e ug) ol g
3
u
E+1

The rest of the diagrams and arguments are essentially the same as before. This finishes
the successor case.
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Limit case. A > (*is a limit and u® °(\) < p*.

We have u® °(¢) < p* for all £ < ), so that by our induction hypothesis, u®(£) < u. So,
uP(N) = 0" () = sup{u®(€) | € < A} < .

Let ¢ = [0,u®(\)yy and ¢* = [0, u® °(X))yy-. We need to see that c* is the <y--downward
closure of v"'[c]. To do this, we just trace ¢, ¢* back to the branch b = [0, \);;. We have

c={&|Ineb(&<wo®(n)}

and
¢ ={&] I eb(§ <w-v™ ()}
We also have that v''(v®(n)) = v® °(n) for every n, so that v*[c] C ¢*. This implies c* is

the downward closure of v''[c], as desired.
So, we get our map s', commuting with the maps s, (o) since we are taking the direct
A

limits along ¢ and ¢* on both sides. From here, we get t5¢ as in the successor case. This
A

finishes our construction of I'.

For the “moreover” clause, we've already shown that if uq’*OH(g) wr, u®(€) <
So, if the full V(V,T,G) is wellfounded, then for all ¢ < Th(U), u®(¢ ) < p. But then
w+1 =1h(V(U,S,F)), so T is a total extended tree embedding from V(U,S, F) into
VIV, T,G). O

We will carry over our notation for the ordinary Shift Lemma.

Definition 2.22. Let ¥ : § — 7 and Il : &4 — V be extended tree embeddings, F' an
extender such that F'~ be an extender on the MS -sequence, and G an extender such that
G~ is on the M7 -sequence. Suppose that the Shift Lemma applies to (¥, II, F, G). We'll say
that an extended tree embedding I : V(U, S, F) — V(V,T,G) is the copy map associated
to (U, 11, F, ) iff it is the unique tree embedding as in the conclusion of the Shift Lemma.

We can now carry out the copying construction.

Theorem 2.23 (Copying). Let ' : S — T be a non-dropping extended tree embedding. Let
S = (S¢, @7, Fr | €, + 1 < IW(S)) be a meta-tree on S.

Then there is some largest p < Ih(S) such that there is a meta-tree T'S =
(Te, U Ge | &,¢C+ 1 < w) on T with tree-order <s| p and for & < u, non-dropping ez-
tended tree embeddings I'¢ : S¢ — T¢ with (total) last t-map t5, such that

1. T =10

2 Ge =1, (F),

3. and for alln <g &, TS o &1 = W& o [,

Moreover,

1. if S is simple, so is T'S,

2. if S=V(S,U) for some tree U, then TS = V(T tLU | p).*

Z8We can copy U by tL since this is a total elementary embedding from the last model of S to the last
model of T.
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3. if S, T are by some strateqy ¥ with strong hull condensation and S is by ¥*, then
= [W(S) and T'S is by >*.

Proof. We define I'S by induction, using the Shift Lemma at successors. p will just be the
least ordinal such that this process breaks down or the full 1h(S) if it doesn’t break down.
We just do the case that S is simple. To deal with gratuitous drops, we just make the
corresponding drops on the I'S side as well. That is, if at stage {, S¢ = Sgr ' n+ 1 with
n+1<1h(S)), we just put Te = 7. ot () + 1.2
Let ag = ag(Fe, S¢) and B¢ = B(Fe, S¢). Supposing we've define I'S [ § + 1, let of =
ao(Ge, Te) and Bf = B(Gg, T¢). We'll maintain the following by induction. For n < & < p,
1)-(3) hold as well as

(4) T oy + 1 =T [, + 1,
(5) ' (o) <7, u"(ey) and T | u'® (ay) +1="T, 1 u't (ay) +1
(6) t&, is total and ¢, | 1h(F,) +1 =1t | h(F,) +1

This will allow us to verify that I'S has the same tree order as S and show that we satisfy
the hypotheses of the Shift Lemma at successor stages.

Suppose we've defined I'(S | € +1), so we have I'* : S¢ — T¢ an extended tree embedding
with total last t-map t5,, by (6). Let n = S-pred(¢{ + 1). We need to check that 7 is
least such that crit(Ge) < A(G,), so that n = I'S-pred({ + 1), according to normality.
crit(Ge) = 18, (crit(Fy)) = t7(crit(Fy)), since crit(Fy) < A(F,) and ¢, agrees with 5, up to
Ih(F,) + 1 by (6). So crit(Ge) = t7 (crit(Fg)) < t7 (A(F;;)) = MGyy).

Now suppose ¢ is such that crit(Ge) < A(G¢). Then 5 (crit(Fy)) = 5 (crit(Fy)) =
crit(Ge) < M(Ge) = t5 (A(Fy)). So crit(Fy) < A(Fy), so ¢ > n, as desired.

We now want to apply our Shift Lemma to, in the notation of that lemma, ¥ = I,

II =T,, F=F; and G = Gg¢, and then let I'c;; be the resulting copy tree embedding T',
assuming V' (7,, T¢, G¢) is wellfounded.

Claim 1. The Shift Lemma applies to (I¢, T, F¢, Gy), i.e
(i) MEE|Ih(Fe) < dom(tS,) and G = 5, (F),
(i) Te [ Be +1 =Ty [ Be +1,
(i) Te r6§+1:777 [Bngl
(iv) B¢ € [v"(Be), u"(Be)lm, and th, | dom(Fe) U{dom(Fe)} = sf 5. [ dom(F¢) U {dom(F¢)},

(v) if Be +1 < Ih(S,), then dom(F¢) < M3"|Ih(ES!), and

29This is somewhat arbitrary. We only need to drop to some level 7? I n* 4+ 1 such that v" ( n) < St n*
and (vFg (n), %)+ doesn’t drop so that we have an extended tree embedding with a total last t-map. (Note
g

that here we technically mean the extension of I'¢ to an extended tree embedding Sg' — ’T&"’)
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(vi) if B +1 < I(Ty), dom(Ge) <1M§§,?

Tn
I(E}).

Proof. First notice that (i) is trivial as ¢S is a total elementary embedding. We also have
Be < ), since either n = ¢ and this is trivial, or else n < § and F, = Egﬁ, so that this
follows by our choice of . Similarly, 5 < aj.

These observations and hypothesis (4) imply (ii) and (iii). For (iv) we split into cases
depending on whether 3¢ = «, or B¢ < o,. If f¢ = ), then Lemma 2.18 and hypothesis (5)
gives (iv). If B¢ < a), then this just follows from Lemma 2.18 and (4). (v) and (vi) follow
by considering similar cases. [ Claim 1

So we may let I'**! be the copy tree embedding associated to (¢, Iy, Fe, Ge). We assume
that V (T, Te, Ge¢) = Teyq is wellfounded, otherwise we stop. It follows from the Shift Lemma
that Sgiq is wellfounded and that T¢*! : Sgyy — T¢yq is a non-dropping extended tree
embedding. It is easy to see that, since It is the appropriate copy tree embedding, (1)-(6)
still hold at £ 4+ 1. This finishes the successor step.

Now let A < 1h(S) be a limit ordinal and let b = [0, \)s. We put T = lim(T¢, ¥ | <g
¢ € b) if this direct limit is wellfounded. Otherwise we put g = A and stop. If this direct
limit is wellfounded, we let I'y be the extended tree embedding guaranteed by Proposition
1.14. We leave it to the reader to check that our induction hypotheses go through.

We know turn to the “moreover” clauses. We've already shown (1). For (2), suppose

S = V(S,U). We verify by induction that I'S = V(T ,tLU). Let 7¢ : M{' — Mggou be the
copy maps (so 7o = t..) and o : Mg{ — M;9§7 o¢ Mgou — Mz;&, the quasi-normalization
maps. We check by induction that for all £ < p,

1. 70U | £ + 1 is a putative plus tree,
2. TSTE+1=V(T,rlU | £+ 1),
3. O'EOngthOO'S.

(1) follows from (2) by induction, since the last model of V (T, 70U | £+ 1) embeds Mg”u.
These hypotheses go through at limits A < p since we're taking direct limits everywhere. So
we just deal with the successor case. Let £ +1 < p and

n =U-pred({ + 1) = S-pred(§ + 1) = T'S-pred(§ + 1).

We have
EPY = 7(EY)

so applying of and using (3), we get
UZ(EéTOM) =Tco0 O'f(Eg).

But o¢(EY) = F, so we get
ot (B{Y) = Ge.
So
Tesr = VI(Ty, Te, Ge) = V(T ol [ £+ 1),
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giving us (2) and (1) at £ 4 1. All that remains is to verify of,, o e = 157! 0 0¢,. So we
just need to see that the outermost square of the following diagram commutes.

O¢+1
shift S S
MY, Ult(MS | Fy) M
E+1
On
MY —— M
7Z+1 Th tg) tgjl
- T
Mnou — o
Un
MU Ult(M2, G M
¢l shift (M2, Ge) >
Ocy1

We have that every region except the rightmost trapezoid commutes by facts about quasi-
normalization or the ordinary Shift Lemma. So we just need to see that the rightmost

trapezoid commutes, i.e.
HmE+1
- -

1Y o =t ot
But this follows immediately from the fact that U7¢T1 o', = T'¢, 0 ®7¢F1. This finishes the
successor step of the induction and so establishes part (2) of the “moreover” clause.

To finish, we check the “moreover” clause part (3), i.e. suppose S, 7T are by ¥ and S is
by ¥*, where ¥ is some strategy for M with strong hull condensation. We show p = 1h(S)
and I'S is by ¥* simultaneously by induction.

As long as I'S | £ + 1 is by ¥*, we know & < pu since the process hasn’t broken down.
Successor cause no trouble by Remark 2.21, so we deal with limits. So we have I'S [ A is by
¥* and we need to see that for b = ¥*(I'S | A), b = [0, \)s. Since we take direct limits of

both sides, by Proposition 1.14, we get a direct limit tree embedding from the last tree of
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S7b to the last tree of I'(S [ A)7™b, which is by X. So since X has strong hull condensation,
the last tree of S [ A™b is by X, hence b = ¥£*(S [ A) = [0, \)s by the definition of ¥*. Of
course, because b = L*(I'S [ A), A < pu, as well.

m

We will also need the analogue of Lemma 1.13, whose proof we omit.

Lemma 2.24. Let < be a directed partial order on a set A. Suppose we have directed systems
of plus trees C = ({S¢taca, {¥" azp) and D = ({T¢}aea, {11%}aze) and extenders {F,}aca
such that

1. foralla € A, F; is on the M5 -sequence and MS+|Ih(F,) < dom(t%""),

2. for all a,b € A such that a < b, the Shift Lemma applies to (V*° 11¢°, F,, F}).

For a,b € A such that a =< b, let Iy, be the copy tree embedding associated to
(veb T8 F, Fy). Let Soo = imC, Too = limD, U, : Sy — Soo and M, : To — Too
the direct limit tree embedding, and F, the common value of t¥. "™ (F,).

Let V, = V(Ta,Sa, Fy), @ = @V TaSaF) Y = lim({V,}aea, {T%azp), T 1V, — Vo
the direct limit tree embedding, and @ : Too — Vs the unique extended tree embedding such
that for every a € A, the following diagram commutes.®”

@, 00
To — T

o | o

V, —— Vo

Ta,00

for every & < v (such an extended tree embedding is guaranteed by Proposition 1.14).
Then Voo = V(Too, Soo, Fao), @ = @V (TooSo0:F) - qnd T4 s given the copy tree embed-
ding associated to (V> 11, «, Fu, Fio).

We end this section with an application of copying which won’t be used in the remainder
of the paper. It shows that there is some redundancy in the pullback clause (i.e. clause (b))
in the definition of strong hull condensation. Ultimately, nice strategies for plus trees are
generated by their action on normal trees and so it seems plausible that this pullback clause
is actually redundant.

Proposition 2.25 (Siskind). Let M be a premouse and X3 an iteration strategy for M which
quasi-normalizes well such that every pseudo-hull of a plus tree on M by ¥ is by . Let S, T
be plus trees on M by X2, and ® : S — T a non-dropping extended tree embedding. Then for
any normal tree U on MS by Ss, t2U is by .

Proof. Suppose U is a normal on M$ of limit length A which is by Y such that t2/ is by
Y7. We need to see that Ys(U) = 7 (t2U). Let b= S (t2U).

Then, by our copying result, there is an extended tree embedding V(S,U7"b) —
V(T,7U"b) (as these are the last trees of V(S,U"b) and V(T,tE(U™b))). Since
V(T ,t2U™b) is by 3, by quasi-normalizing well, we have that V(S,U7b) is by ¥, since
it is a pseudo-hull of a plus tree by ¥. Hence b = ¥s(U).

O

30such an extended tree embedding is guaranteed by Proposition 1.14
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3 Nice meta-strategies and phalanx comparison

So far we have worked with exclusively with meta-strategies generated by an ordinary strat-
egy, that is, with meta-strategies of the form ¥*, where ¥ is a strategy acting on plus trees
on some premouse M. In this section we shall start with a plus tree S of successor length
on a premouse M and an arbitrary meta-strategy ¥ for meta-trees or stacks of meta-trees
on S.

We shall identify regularity properties of > which are the natural analogues of strong
hull condensation and quasi-normalizing well. We then prove a general comparison theorem
for pairs of the form (S,%) such that ¥ has these properties. (See Theorem 3.27.) One
can think of this as a strategy comparison theorem for phalanxes of the form ®(S). Not
all phalanxes are of this form, so it is not a truly general strategy comparison theorem for
phalanxes.

We then use our tree-phalanx comparison theorem to show characterize those meta-
strategies that are of the form X* for some ordinary strategy . It turns out every sufficiently
nice meta-strategy is of this form. (That is Theorem 3.36. ) The moral one might draw
is that meta-strategies are not something fundamentally new, but rather a useful way of
organizing constructions and proofs to do with ordinary strategies.

The main step toward Theorem 3.36 is Lemma 3.37, which is a kind of uniqueness theorem
for ordinary iteration strategies ¥ whose induced meta-strategies X* behave well.

3.1 Regularity properties of meta-strategies

We first isolate the natural notion of tree embedding for meta-trees.

Definition 3.1. Let S = (S, Fp, @), T = (T¢, Ge, U8, and a¢ = ap(Fe, Se), Be =
Bo(Fe, S¢) and af = ao(Ge, Te), 55 = B(Ge, Te).

A meta-tree embedding from S to T is a system A = (v, u, {T'¢ }ecins, {Ac¢Feq1<m(s)) such
that

1. v : Ih(S) — Ih(T) is tree-order preserving, u : {n | n+ 1 < 1h(S)} — 1h(T), v(§) =
sup{u(n) +1|n <&}, and for all £ +1 <1h(S), v(£) <t u();

2. For all £ and n <g ¢,

(a) T¢: S¢ = Ty is an extended tree embedding and T'y = Ids,;

(b) Prmw() o I,=T¢o Pt

(c) if € +1 < Ih(S), then A¢ = T4 o T with M |Ih(F) < dom(tas);
3. for £+ 1 < 1h(S), n = S-pred(£ + 1), and n* = T-pred(v(€) + 1),

A
(a) Gue) = too (F¢),”!

31Notice that we haven’t built in the option of sending a non-plus-type extender to a plus-type extender
extender; this is just because we have no use for such embeddings. Probably one can develop the basics
while accommodating this possibility.
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One can show, letting 7, £, n* as in (3), that conditions (3) and the commutativity condi-
tion (2)(b) imply that the Shift Lemma applies to (Ag, U7 oL, Fy, Gye)) and that Ty
is the copy tree embedding associated to these objects. At limit ordinals A, Sy and 7, are
given by direct limits and so (2)(b) implies that Iy must be the extended tree embedding
guaranteed by Proposition 1.14.

Suppose 1h(S) = v+ 1, Ih(T) = 6 + 1, and v(y) <t §. Then we define the associated
extended meta-tree embedding by putting u(y) = § and A, = WO o T

Proposition 3.2. Let A : S — T be a meta-tree embedding. Then for all n < £ < InS),
1. Ae Tay, +2=T¢ [ a, + 2 and
2. Nelay+1=T¢la,+1=A7A, o, + 1.
Proof. First, we show for all n < &,
Feloay+1=A,a,+1

by induction on &. This easily passes through limits, so we check at successors & + 1. But
this follows from condition (3) (c) in the definition of meta-tree embedding, since the a,’s
are increasing.

Now we just need to check that for all n < &, v is the identity on v"¢(a,) + 1. But
this is immediate from the normality condition of meta-trees: letting x + 1 be the successor
of v(£) along [v(£), u(§)]r, we have that o, < By < of (using here that Gy, = BT

a*
u(n)
o) e v(€),u(&) . : 3
ORI v s actually the identity on o' (ay) + 2.

]

Go(€)u(®)

), SO

is the identity on u¢(a,) + 1, i.e. v

Definition 3.3. A meta-strategy X for S has meta-hull condensation iff whenever S is by
Y and A: T — S is a meta-tree embedding, T is by X.

Remark 3.4. In the case that S = {M} (i.e. the trivial tree of length 1 on a premouse
M), a meta-strategy is just an iteration strategy for single normal trees. Moreover, meta-
hull embeddings are tree embeddings (though not every tree embedding between trees on
M is a meta-hull embedding because we only allow mapping non-plus-type extenders to
non-plus-type extenders.

Proposition 3.5. Let I1 : S — T be a non-dropping extended tree embedding. Let ¥ be a
(A, 0)-strategy for T. Define 1 by

S is by SN TIS is by 3.

Then XM is a (X, 0)-strategy for S. Moreover, if ¥ has meta-hull condensation, so does
i,
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Proof. It’s straightforward to use the copying construction (Theorem 4.15) to get that 3!
is a (A, #)-strategy for countable meta-trees on S, so we just handle the “moreover” part.

Suppose that ¥ has meta-hull condensation. Let S be by X and let A = (u,v,T¢, Ag) -
T — S be a meta-tree embedding.

By induction on Ih(T) we define a meta-tree embedding A* : IIT — IIS. This shows that
the definition of IIT doesn’t break down and, since ¥ has meta-hull condensation, that IIT
is by X. So T is by XU, as desired.

Let S = (S, F, @7¢), IS = (8¢, P, 1) and H§ : 8¢ — &¢ be the copy tree embed-
dings. Let T = (T¢, Ge, ¥¢), IIT = T8GR, 1€ and Hg : Te = T¢ be the copy tree
embeddings.

We define A* = (u, v, 'z, Af) by induction on Ih(T) maintaining for all £ < Ih(T),

1. A* | (IIT | €+ 1) is an extended meta-tree embedding IIT | € +1 — IIS | w(€) + 1 (in
particular, TIT | £ + 1 hasn’t broken down) and

S T T
2. Hv(g)org —FgoHE.

Notice that we’ve demanded A* has the same u and v maps as A, so we just need to check
that we can find the tree embeddings I'; (we'll get Af for free). Limits cause no trouble, so
we’ll just handle the successor case.

Suppose 1) = T-pred (¢ + 1). Let * = S-pred(u(&) + 1) (so n* € [v(n), u(n)]s since A is a
meta-tree embedding).

We need to see that the process of defining 7', doesn’t break down and that there is a
tree embedding I, : 7y, — S;(é) 41 completing the following diagram.

Leps

Ters Su(e)+1
Ge . u(®)
(I)U("])W O Fn
T n*
T T S .
I, Il 1T, Lo
T S
o™ o x
* 77 *
G e
o e > Sue)+1

Of course, I'g, ; will be the copy tree embedding associated to (A, Prvmm Iy, Gg, FJ@).
Then, since all the trapezoids commute and the outer maps are given by the Shift Lemma,
we get that the whole outer square commutes (as in the proof of the Shift Lemma, but now
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with tree embeddings.) We leave it to the reader to check that the Shift Lemma applies. We
then set AL, = @7 y) 1) © T, as we must.

At limit A, let b* = [0,v(A\))s = [0,v(A\))ns. Let b = [0, \)r. We have v~ [b*] = b since
A is a meta-tree embedding, so we get a tree embedding I'} from 7" = lim,(IIT [ A) to
limy« (IIS [ \) = 8:(/\), as desired. We then continue as in the successor case. ]

We also have the following easy proposition about the existence of meta-strategies with
meta-hull condensation.

Proposition 3.6. Suppose that ¥ is a (A, 0)-strategy for M with strong hull condensation
and S is by X. Then the induced meta-strategy X5 has meta-hull condensation.

Proof. Let A = (v,u,T'e, Ag) : T — S where S is a meta-tree by 3%. We just want to see
that T is by 3%, so it’s enough to show that every tree 7¢ is by ¥ (by the definition of ¥*).
For every £ < 1h(T), I'¢ is a (total) extended tree embedding T — Sy). Since Sy is

by ¥ and X has strong hull condensation, 7¢ is by 2. So T is by X%, as desired.
[

We’ll now see some examples of meta-tree embeddings.

Proposition 3.7. Let S be a plus tree of successor length, T and T normal trees on the
last model of S and ¥ : T — T* an extended tree embedding. Let j greatest such that
V(S,T | u+1) is wellfounded and p* greatest such that V(S,T* | u* + 1) is wellfounded.

Then u¥ (@) > p* and there is a unique partial meta-tree embedding with mazimal domain
A:VS, T pu+1) = V(S, T | p*+1) with u-map u”.

Moreover, for & < p letting Re be the last model of V(S,T | €+ 1) and o¢ : MST — Re
the quasi-normalization map, for § < p*, letting Rf be the last model of V(S,T*) and
o¢ Mg — R{ the quasi-normalization map, we have the following diagram commutes.

t\ll
T _% T
Mg —— My

"5l l"fﬁ(s)

loo

Remark 3.8. In particular, if 3 is a meta-strategy for S with meta-hull condensation and
V(S,7*)is by X, then p* 4+ 1 =1(T*), u+1=1h(T), A: V(S,T) — V(S,T") is a total
extended meta-tree embedding, and V(S,T) is by X.

Proof. Let V= (Ve, Fe, ®57) = V(S,T) and V* = (Vf, F¢, @) = V(S, T*). We have that
F£ == O’g(E?), Fg == O'g(Eg—*) .
Our meta-tree embedding A will have v = v¥ and u = u¥. We just need to see that this

works, by induction. Using the notation of the “moreover” clause, we have that R is the
last model of V¢ and Ry is the last model of V. Also let ¢, ¢ be the last t-map of ®"¢ when

n <v ¢ and {; . the last {-map of ®*1¢ when 7 <y- &.
We maintain by induction on £ that
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1. A ] ¢ is an extended meta-tree embedding from V [ £ +1 — V* | u(§) + 1, and
2. the following diagram commutes.

t\ll
T T
Mg —— My,

"ﬁl l"i(o

R —>tA§ e

oo

Note that the maps in (2) may be partial so we mean that they have the same domain
and commute.

We start with the successor case. Let n = V-pred({ + 1) = T-pred({ + 1) and n* =
V*-pred(u(§)+1) = T*-pred(u(§)+1). Since ¥ is a tree embedding and 7* has the same tree
order as V*, we get that n* € [v(n),v(n)]v+. By condition (2) of our induction hypothesis, we
get that tvog(Fg) = F*u(&). The agreement properties of meta-tree embeddings (Proposition
3.2) imply that the Shift Lemma applies to (Ag, o o 'y, Fe, Gue)), so that we may let
Letq be given by the Shift Lemma, as desired. We have that v(§+1) = u(§)+1 <y» u({+1),
using again that 7" has the same tree order as V* and ¥ is a tree embedding, so we may let
Agyy = O*ETDUEFD 6 T as we must.

This assignment clearly maintains (1), so we just need to see that (2) holds as well. We
have the following diagram.

S *
T E+1 T T T+
M5+1 Mv(§+1) Mu(E—H)
7"*
T Z”(n) n* © 877 T
Mn . Mn*
an 7 Thern Tieny
R, . . R;';*
tV(n)m* o100 ¥
tnet <(E+)
R&Jrl p R:(§+1)t* RZ(§+1)
&+l v(E+1)u(6+1)

We leave it to the reader to check that everything commutes. This relies quite heavily
on properties of the quasi-normalization maps, which can be found in [0]. For example, the
leftmost trapezoid commutes for free because of how we define the map ¢4 . O
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We now turn to another source of meta-tree embeddings: the analogue of embedding
normalization for meta-trees. We start with the one-step case.

Given meta-trees S and T of successor lengths, H an extender such that H~ is on the last
model of the last tree of T, we want to define a meta-tree V.= V(S, T, H) and an extended
meta-tree embedding A = AVETH) from S into V. Moreover, we will have that the last
tree of V is just V (S, Too, H) and A, the last A-map of A, is VST H) oo that, in
particular, this is really producing an analogue of full normalization.

For a meta-tree S = (S, F) of successor length and H on the sequence of the last model
of S, we define

a(S, H) = least £ such that H™ is on the sequence of the last model of S¢
b(T, H) = least & such that £ + 1 = Ih(S) or £ + 1 < Ih(S) and crit(H) < A\(F).

Note that a(S, H) is also the least  such that £ +1 =1h(S) or £+ 1 < 1h(S) and a(Se, Fe) <
(S, G).

Let S = (S¢, Fe, ©¢), T = (Te, Ge, ¥, ¢), and H on the sequence of the last model of T.
Let @ = a(T,H) and b = b(T, H). Suppose that S [b+1 =T [ b+ 1 and if b+ 1 < Ih(S),
then dom(H) < 1h(F}).

We define V.= (Ve, H,...), ordinal valued maps u,v, extended tree embeddings I'¢ :
S¢ — Vy(e), and partial extended tree embeddings A¢ : S¢ — Vy(¢) inductively as follows.

First, welet V] a+1=T [ a+ 1. We then put

RS if&<b
“(£>_{a+1+(g—b) ife>b’

and v(§) = sup{u(n) +1|n < &}
We maintain by induction on & > b that

LATE+I=(u]E+1v]E+], {T'ntn<e, {A) }<e) is an extended meta-tree embedding
from S 1 £+ 1into V [ u(&) + 1,

2. V) = V(Se, To, H) and A = Ve Tot),

There is a lot built into (1); for example, we must have that I'c = A¢ for £ > b by our choice
of u.

We just need to see that this works. It’s easy to see that we get the base case £ = b for
free by setting H, = H, so we just need to deal with successors and limits & > b.

We start with successors.

Successor case. Suppose our induction hypotheses hold up to & > b.

Let n = S-pred (£ + 1). There are two subcases depending on the critical point of Fg.
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Subcase 1. crit(Fg) < crit(H).

In this case n < b, V, = S, I, = Id, and crit(Hy,g)) = crit(£55). Note that £55 has
critical point crit(H ), by our induction hypothesis (2).

Since V]b+1=STb+ 1 we must put 7 = V-pred(u(§) + 1), as dictated by normality.
We let Vye)+1 = V(Vy, Vue), Huge)) and, following the definition of meta-tree embedding, we
let I'c41 be the copy tree embeddmg associated to (A¢, Iy = Id, Fe, Hye)). We leave it to the
reader to check that our induction hypothesis (1) guarantees that the Shift Lemma applies.
To see (2), we show that V()41 = V(Sgﬂ, Ta, H) and T,y = &V Sert.TaH) simultaneously.

Let V = V(S§+1,7;, H) and T = ®V(S1T ) Let ae = ag(F, S¢) and o = ag(He, V).
Let ® = V(S50 and & = @V VnVue Hue), We show T' = I'¢,, by showing it satisfies the
conditions which uniquely determine I'¢y; in the conclusion of the Shift Lemma. First we
show that I' | @+ 1 ~ T¢ | @+ 1 and u'(@) = «, which guarantees that ' | @ + 2 ~
Ferr [ @+ 2. From here, we’ll show simultaneously by induction on ¢ < 1h(S,) that
Fod [ (+1x® | ¢+1andV | u®()+1 = Vye+1 | u®(¢) + 1, which establishes
[ =T¢;1. Note that we're using in several places that ', = Id.

We have that S¢yq [ a+1 =8¢ [ @+1, so that Via+1 =Vue) [a+1 and I [a+1~
I'e [ @+ 1, as both are just given by one-step quasi-normalization V(S¢ | a + 1,S,, H).
Moreover, u! (@) = u'¢(@), since this is just the u-map of embedding normalization by H.
We have that Fy = ng“ and so tgf = tL agrees with 55 on F. Tt follows that H,g) = EZ

F(&)’
so that u' (@) = . This establishes T [ @+ 2 =T¢yy [ @+ 2. o
For the rest, we show by induction on ¢ < 1h(S,) that To® [ (+1~ ® | (+1, u"°?(¢) =
u?(¢), and V [ u®(¢) + 1 = Viee1 [ u®(¢) + 1. Let 5 B(Fe,Se) and B = B(Hye), Vute))-
We have that 3 = 8 by our case hypothesis and so v® | 3+1=10v® | B+ 1 =id. Also by
our case hypothesis we have o' [ B+1=14id, soTo® [f+1=D [+ 1= Ids, g1 We
have u®(8) = @ + 1 so u™°®(8) = ul' (@ + 1) = a + 1 (since u! agrees with v* on @ + 1 and
u'(@) = a, as already established). We also clearly have u®(8) = o+ 1 (since ® it is just
one-step normalization by H,(£)), so ut°®(3) = u®(y). Moreover, we already established
% fa+1=Vye [ a+1=Vye41 [ a+1, as desired.
Suppose now ¢ > 8 and our induction hypothesis holds up to (. We have that the exit

extenders E and E éz) are equal since they are both images of Ef" under the same

t-map (our 1nduct10n hypothesis implies the (th t-maps of ' o ® and ® are the same). It
follows that V and Ve, agree up to v®(C+1) = u®(¢)+1 and ' o ® and ® agree up to { +2.
Since ¢ + 1 > f, we get that u® and u® agree with their corresponding v-maps on ¢ + 1.
Moreover, since u®(¢) > a > ag(H, T,) (using here that & > b so u(§) > a), we have that u"
agrees with v'' above u®(¢). So u!®(¢ +1) = v°?(( +1) =v?(( + 1) = u®(¢ + 1) and the
trees agree this far, too. o
Both trees must pick the same branches at limit o and at limits A = v®(\) = v'°®(}),
both trees must pick the image of [0, 5\)571 under the same map. So as long as we don’t reach
illfounded models, this agreement continues through limits. This finishes Subcase 1.

Subcase 2. crit(F¢) > crit(H).
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In this case > b and crit(H,g)) > AG). Tt follows that a+1 < u(n) = V-pred(u(£)+1).
Where we used I';, = Id above, we must now use A, which is, in particular, not the identity.
We let Vieyr1 = VVum)s V), Huge)) and Teqq the copy tree embedding associated to (Ag,
A, Fe, Hyg). As in the previous case we let V = V(Seq, Ta, H) and I' = @V(Ser1,TatD),
Again we must show that I' satisfies the properties in the conclusion of the Shift Lemma
which uniquely determine I'¢;.

Getting T' | @ +2 = ['¢yy | @+ 2 is the same as before. For the rest, we now want to
see that [ o ® = ® o A, where ® is as before and ® = PV Vuim) Vue)s Hu(€>) The argument
here is pretty much the same as in the previous case: we get agreement up to 3 + 2 for free
and then use that the remainder of our trees and tree embeddings are given by images of S,
under the same maps. We leave the details to the reader. This finishes Subcase 2 and the
successor case.

Limit case. Suppose our induction holds below A > b.

We must let I'y be the unique extemded tree embedding from Sy = limy (S [ A) to
Yy = limjg ), (V [ v(X)) which commutes with the rest of our embeddings. By Lemma
2.24, we must have that 'y = ®V(x7.H)  Thig finishes the one-step case.

In our main comparison result, we will use analogues of the Factor Lemma and Shift
Lemma for meta-tree embeddings, though we don’t need to go on to develop analogues of
the factorization analysis or copying construction.

Lemma 3.9 (Factor Lemma). Let U :S — T be an (extended) meta-tree embedding such

that U # Id. Let b = crit(u”) and a + 1 be the successor of v‘f’(b) =bin (v‘f’(b),u‘i’(b)]q.

Suppose that dom(FY) < MS|INFP). Then V(S,T | a+ 1, FY) is defined and wellfounded

and there is a unique (extended) meta-tree embedding 11 : V(S,T | a+ 1, FT) — T such that
T g4+1=4id and U = Il o AVETIa+1E),

Proof. Let ¥ = (u¥ 0", (D}, {Tc}). We'll define TT = (ull oyt {A¢}, {IL¢}) our desired
meta-tree embedding by induction. Note that our hypotheses immediately gives that V(S, T |
a+1,FY) is defined.

Let V=V(S,T [ a+1,FT) and A = AWSTIe+LE) — (& & (T} {A}).

We can now define our meta-tree embedding I. To start, we define the u-map of = like
we did in the the tree embedding Factor Lemma:

" 3 if € <a+1
w¥o (W) NE) i E>a+1

So we put Il = A¢ = Id for { <a+1 and Ay = Id. All £ > a+ 1 are in the range of uﬁ,
so we find the remaining A¢ and Il as follows.
First let ag = ao(T,, FY) and 8 = B(T,, FY). We have that S, = T, ®, = Id, and

v, (IJZT 70" So Uy is an inflationary tree embedding with crit(u¥t) = 3, u¥*(8) = ag + 1,

and first factor F'. In particular, as either 8+ 1 = 1h(S,) or B + 1 < 1h(S,) = 1h(Ty),
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Egb = EJ, and dom(F))) < Mg”|lh(EﬂS”). Now let & > b. The agreement properties of meta-

tree embeddings give that crit(u®¢) = 8 and ag + 1 is the successor of 8 in (3, uq’é(ﬂ)]T@(o.

T =
Moreover, Eo. © = FT and either Egg = Egb or else B = ap(Sy, FY) and Egg = FS. In
either case, dom(F) <1MéSE |1h(E;§), so that the tree embedding Factor Lemma applies to @,
i.e. there is an extended tree embedding Aug(f) : Vug(g) — 7;@(5) such that Aug(é) oAy = Pg.
Finally, for { > b we define II 5, = (I)Eﬁouﬁ(g),ulff(g) o A, (g, A We must.
To finish, one needs to check that this really is a meta-tree embedding. This is straight-
forward, by induction. We leave the details to the reader.

[]

Because we demanded that meta-trees are normal, we have used an analogue of em-
bedding normalization instead of the quasi-normalization in the meta-tree normalization
procedure just introduced. We mentioned above that one cannot prove that o(7,G) €
[v(a(S, F)),u(a(S, F)]7 for an arbitrary extended tree embedding ® : S — T and extenders
F, G such that F~ is on the MZ$-sequence and G = t.(F). We needed to move to the
ap’s to have this property. Similarly, we cannot prove a(T,G) € [v(a(S, F)), u(a(S, F)]r for
an arbitrary meta-tree embedding A :'S = T and extenders F , G such that F'~ is on the
ME -sequence and G = t5>=(F). Still, this condition will be met in our application of the
meta-tree embedding Shift Lemma, so we just add it as an additional hypothesis, (2), below.

Lemma 3.10 (Shlft Lemma). Let \I_} = <U\I_},U\I_}, {q)§}§<lh(8)7 {\1/5}§<lh(8)> S — T and ﬁ =
(uﬁ, ol {A¢tecmuy, e}t ecmu)) : U =V extended meta-tree embeddings and F,G extenders
be such that F~ on the MS -sequence and G such that G~ is on the MZE -sequence. Let
a=a(S,F), b="0(S, F), a* =a(T,G), and b* = b(T,G).

Suppose

1. ME|IW(F) < dom(t¥=) and G = t¥=(F),

. R T o®d,
2. a* € ¥(a),u”(a)ly and G = t" " (F),

3 W b1t btl,

4o TIo +1=V b +1,

_, . oV oA
5wew%mﬂwvmm%rmmmuﬂqzuwwbr@mmuﬂm

6. if b+ 1 < Ih(U), then dom(F) < MI|INFY), and
7.4 b + 1 < V), dom(G) <« MY |Ih(FY).

Then V(U,S, F) and V(V,T,G) are defined and, letting p the greatest ordinal such that
V(U,S,F) | p is wellfounded and p* the greatest ordinal such that V(V,T,G) [ p* is

wellfounded, there is a unique partial meta-tree embedding A = (vﬁ,uﬁ,{Fg},{Agp :
V(U,S,F) | p— V(V,T,G) | p* with mazimal domain such that
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1. A [a+1z117 la—+1,
2. u&(a) =a*, and
3. Ao AVWUSE) = AVVT.G) o 1] (on their common domain).

Moreover, if V(V,T,G) is wellfounded, then V(U,S, F) is wellfounded and A is a (total)
extended meta-tree embedding from V(U,S, F) into V(V,T,G). If V(V,T,G) is wellfounded

and also 11 is non- dropping, then A is a non- dropping extended meta-tree embedding.

We omit the proof because one can essentially copy the proof of the tree embedding Shift
Lemma, above, using that lemma where we used the ordinary Shift Lemma everywhere in
that proof. Alternatively, one can give a somewhat simpler proof by using that the meta-
tree embedding normalization coincides with full normalization, in the sense discussed above.

For normalizing a stack of meta-trees (S, T), we’ll need to talk about direct limits of sys-
tems of meta-trees under meta-tree embeddings. Our analysis of direct limits of trees under
extended tree embeddings from §1.2 carries over to meta-trees under meta-tree embeddings
in the obvious way.

Definition 3.11. A directed system of meta-trees is a system D = ({Tqtaea, {A%} o),
where < is a directed partial order on some set A and

(a) for any a € A, T, is a simple meta-tree of successor length,
(b) for any a,b € A with a < b, Awb . T, — T, is an extended meta-tree embedding,
(¢) for any a,b,c € A such that a < b < ¢, A% = Abe o A%b,

We define lim D just as before, except we replace the parts of the tree embeddings with
the corresponding parts of our meta-tree embeddings, e.g. we form wu-threads x using the
Uqp and form trees 7T, by taking direct limits along AZ’(I;) instead of the t-maps, provided

that enough of these are total. We also define systems I which, when the direct limit is
wellfounded, are extended meta-tree embeddings from T, into lim ID.

We say lim D is wellfounded if all the 7T, are defined and are actually plus trees, the order
on u-threads is wellfounded, and the direct limit object is a meta-tree. Like in the case of
direct limits of trees under extended tree embeddings, the last two conditions follow from
the first.

We get that this construction really identifies the direct limit in the category of meta-trees
of successor lengths and extended meta-tree embeddings between them, i.e. we have

Proposition 3.12. Let D = (T, 5‘“’, =) be a directed system of meta-trees, where < has
field A.

Suppose there is a meta- tree S and for all a € A meta-tree embeddings U : T, — S such
that whenever a < b, U¥ = A% o o,

Then the direct limit im D is wellfounded and there is a unique tree embedding U
limD — S such that ¥* = ¥ o [I* for all a € A.
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Now, given a stack of meta-trees (S,T), with S = (S¢, Fe, @, ¢), T = (Te, Ge, ¥,y e), we
define V(S,T) as the last meta-tree in a sequence of meta-trees V& = (VE ,F§> (each of
successor length). We also define (partial) extended meta-tree embeddings A€ YN VE
for n <t &. Of course, our construction only makes sense as long as we never reach illfounded
models, in which case we’ll say that V(S,T) is wellfounded.

We maintain the following by induction.

LV =T

2. forn <& V11 a(VL,G,)+1=V]a(V1,G,) + 1,
3. forn <¢, G, = Ff(V",Gn)’

4. for ¢ <t n <t&, ASE — A€ o A6,
5. fornp <p & AT =0, ..

To start, VO = S. Given everything up to V¢, let n = T-pred(¢ + 1). We want to set
Ve = V(V7, V4, Ge), so we need to see that the agreement hypotheses of the one-step
case are met. If n = & we're good; so assume n < §. By our induction hypothesis (3),
we have that G, = Ff(wgn). By the normality of T, we have that crit(G¢) < A(G,), so
b(VE, Ge) < a(V1,G,). TEb(VE,Ge) < a(V7,G,) we're done by our induction hypothesis (2).
If b(VE,Ge) + 1 = a(V",G,) + 1 = 1h(V"), we're also done, since F&V57G£) is undefined. So
assume b(V¢, G¢) + 1 = a(V",G,) +1 < 1h(V"). Then Fy, ) is defined but as G, is on
the sequence of the last models of both Vg(w’Gn) and 7,, the last tree of V7, we must have

that lh(Fg(w,G,,)) > 1h(G,). So the hypotheses of the one-step case still apply. We also

put Anétl = AVVIVEG) and ASEH = Anétl o A6 whenever ¢ <r 7. By our work in
the one-step case and our induction hypothesis at n and &, it’s easy to see all our induction
hypotheses still hold at £ + 1.

At limit A we take the extended meta-tree embedding direct limit along the branch
chosen by 7. That is, letting D, = <V7’,&’7’5 |n <r & <t \), we let V* = lim Dy, if this is
wellfounded. The last tree of V* is the direct limit of the 7, under ¥, ¢ for n <p & < A by
our induction hypotheses (1) and (5), which is just 7, since T is a meta-tree. We also let
A" be the direct limit meta-tree embeddings. It’s easy to see that this maintains the rest

of our induction hypotheses.
This finishes the definition of V(S, T).

For a finite stack of meta-trees S = (S°, ...,S"), we also define, by induction, V(g) =
V(V(S [ n),S,). Notice that this makes sense since, by induction, S,_; and V(S [ n) have
the same last tree, so (V(S [ n),S,,) is really a stack of meta-trees.

Definition 3.13. A (), 0) strategy ¥ for S normalizes well iff for any finite stack of meta-
trees S by 2, V(S) is by 2.

Remark 3.14. Like with the case of a strategy on a premouse M with strong hull conden-
sation, one can show that a meta-strategy on a tree & with meta-hull condensation extends
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uniquely to a strategy for finite stacks which normalizes well. We have no use for this here
and it would take some space to write out, so we’ll just assume we are given strategies for
finite stacks of meta-trees.

Proposition 3.15. Suppose X is a strategy for M with strong hull condensation and S is
by X. Then X% normalizes well.

Proof sketch. By induction, we just need to verify this for stacks of length 2. By our char-
acterization of %, we just need to see that all the trees in all the V& = V(S,T | £ + 1)
are by X. We do this by induction. At successors all our new trees are all of the form
V(U,V, Q) for trees U,V which are by X, so V(U,V, G) is by ¥, by strong hull condensation
and quasi-normalizing well. At limit A, we have all the V¢ for £ < X are by ¥* and we
want to see the direct limit along [0, \)r is by X*. The trees of the direct limit are either
trees of V¢ or else are (non-trivial) direct limits along one-step embedding normalization tree
embeddings by the extenders of [0, A\)r. All these non-trivial direct limit trees agree with Ty
up to 6y + 1 = supg_\{ao(Ge, T¢) }, which is by X. At limit ordinals v > d) in these direct
limit trees, the branches are images under the v-maps of earlier trees which are by ¥ and so
must be by Y by strong hull condensation. O]

We can now easily prove Theorem 2.11.

Proof of Theorem 2.11. Let S be a countable plus tree by ¥ and (S, T) be a stack by X%
with last tree Y. Since X5 normalizes well, U = V(S,T) is by X%, and is a meta-tree with
last tree U. We get ®Y = &T o ®° easily by induction (using the commutativity condition in
the definition of meta-tree embeddings). O

We end this section with a few definitions. Let M a premouse and S a plus tree on M
of successor length. Suppose X is a strategy for finite stacks of meta-trees on S which has
meta-hull condensation and normalizes well.

Definition 3.16. Let S be a meta-tree by ¥ of successor length. We define the tail normal
tree strategqy s by
U is by Es’p = <S,V(T,Z/{)> is by X.

It is easy to see that this is a strategy for single normal trees on M2 .
We can naturally extend this to an internally lift consistent strategy for M . By putting,
for Q <0 MS,
U is by Z&Q = <S,V(T,Z/l+)) is by >,

where U™ is the copy of U on @ to a normal tree on the full MS .
It is easy to see the following.

Proposition 3.17. Let (M,Y) be a mouse pair, S a plus tree by ¥ of successor length,
and S be a meta-tree by ¥ of successor length with last tree T. Then for all () < Mfo,
(X5)s.e = X1

Definition 3.18. If M is a least branch premouse, S is a tree on M, and ¥ is a strategy

for finie stacks of meta-trees on & which has meta-hull condensation and normalizes well, we
say that ¥ is pushforward consistent iff for every S by ¥ and Q < M| %9 C Yg (.
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By Proposition 3.17 and pushforward consistency for lbr hod pairs, we immediately get

Proposition 3.19. Let (M,3) be a lbr hod pair, S a plus tree by ¥ of successor length.
Then X% is pushforward consistent.

A property in the same vein needed for our meta-strategy comparison result is a version
of strategy coherence for \-separated meta-trees, which follows from normalizing well and
meta-hull condensation (essentially by the proof of Corollary 7.6.9 from [0]).

Proposition 3.20. Let M a premouse, S a countable plus tree on M of successor length,
and Y a meta-strategy for finite stacks of countable meta-trees on & which normalizes well
and has meta-hull condensation. Let S, T be \-separated meta-tree on S of successor lengths

and suppose Q I MS MY . Then Yso = Y1 .

We’ll consider just one additional property for a meta-strategy, relating it back to an
ordinary iteration strategy for the base model.

Definition 3.21. Let M a premouse, ) be an iteration strategy for M, S a plus tree on
M of successor length, and ¥ a meta-strategy for finite stacks of meta-trees on S. 3 has
the Dodd-Jensen property relative to €2 iff for any meta-tree S on S by ¥ of successor length
with last tree 7 and last model P,

1. if 7 doesn’t drop along its main branch, then ()i’ C Q and

2. for any Q < P and nearly elementary map 7 : M — () such that (Xsg)" C (2,

(a) M-to-P doesn’t drop in 7 and @ = P,
(b) {7(€) < m(€) for any € < o(M).

Proposition 3.22. Let (M,X) be a lbr hod pair, S a plus tree by ¥ of successor length.
Then X% has the Dodd-Jensen property relative to X.

Proof. Let S on S by X% of successor length, 7 its last tree, and P its last model. Since
Sis by X5, T is by . If T doesn’t drop along its main branch, then since ¥ is pullback
consistent, (£7)7 = X. But (3%)s C S, by Proposition 3.17, so ((£%)s)”’ C %, giving (1).
Now suppose we have () < P and 7 : M — () such that ((X%)sg)" € X. By Proposition
3.17, (£%)s.0 C X7 . It follows that ¥ and (X o)™ agree on normal trees, and so by Theorem
1.34, ¥ = (X ). That is 7 nearly elementary as a map from (M, X) into (@, X7¢g). So the

Dodd-Jensen Lemma for mouse pairs (Theorem 9.3.4 from [0]) immediately gives (2).
O

To review what we’ve established above, let (M, X) be a pfs mouse pair or 1br hod pair
with scope Hy, S a plus tree of successor length by ¥, and let X% be the induced meta-
strategy; then the tails (X%)s p are contained in the appropriate tails of ¥. Moreover ¥%

(i) has meta-hull condensation (Proposition 3.6),

(ii) normalizes well (Proposition 3.15),
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(iii) has the Dodd-Jensen property relative to ¥ (Proposition 3.22), and
(iv) is pushforward consistent, if (M, ) is an lbr hod pair (Proposition 3.19).

We shall see in the next section that, in the right context, these properties uniquely determine
2.

3.2 Comparison

We need to generalize the tree comparison theorem we proved earlier. In that theorem
(Theorem 2.14), we showed that, in particular, any two trees by ¥ had a common meta-
iterate (via meta-trees which were by ¥*). We now want to compare pairs of the form
(S,%), (T,A) where X, A are meta-strategies for S, 7. To do this, we will have to weaken
the conclusion that we tree embed both into a common tree. Recall that we reached this
conclusion by first arranging that there we reached trees with a common last model. This is
what we’ll try to arrange in our generalization.

As in [0], at stages where we reach extender disagreements, we will hit the corresponding
plus extender, rather than the disagreement extender itself. A meta-tree S on S is \-separated
if for all £ +1 < 1h(S), F, 58 is of plus type. Notice that if T is a plus tree of successor length
and U is a A-separated plus tree on M then actually U is normal and so V(7T ,U) is defined
and is also A-separated meta-tree (assuming it is wellfounded).

Theorem 3.23 (Meta-strategy comparison). Assume ADY. Let M, N be countable, strongly
stable premice of the same type, S, T countable plus trees on M, N of successor lengths, and
Y, A meta-strategies for finite stacks of countable meta-trees on S,T which have meta-hull
condensation and normalize well.

Then there are simple \-separated meta-trees S by X and T by A with last models P, Q)
such that either

1. (P,Xsp) <(Q,A1q) and S doesn’t drop along its main branch, or
2. (Q,Arg) < (P,Xsp) and T doesn’t drop along its main branch.

Remark 3.24. By Remark 3.4 and the fact that agreement on normal trees (in fact A-
separated trees) suffices for full strategy agreement (see [0]), this is a generalization of the
main comparison theorem for mouse pairs in [0].

This theorem, and a variant we’ll need later, follow from a general theorem about com-
parison with the levels of a background construction. The statement is almost what you
would expect, except that we have added that we gratuitously drop however we want, in a
sense to follow. To get Theorem 3.23, we just need the case A = (), but we will need other
A in the variant we need for full normalization.

Definition 3.25. Let X be a meta-strategy for S and A any set. A meta-tree S is by 3, A
iff it is by ¥ and for any £ < 1h(S),

1. if there is a unique v such that (Sg,w e A v+1< lh(Sg), and v > sup{a%—l—l |n <&}
then v < lh(S;) and S¢ = S; Fy+1;
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2. otherwise, S¢ = 8;.

One can think that, whereas ¥ is a winning strategy for II in the game where player I
must say if and how to gratuitously drop, (3, A) determines a winning strategy for player 11
in the game where this information is decided by player II.

We need one more definition.

Definition 3.26. (P,(2) a mouse pair and M a premouse of the same type as P. Let S a
plus tree on M of successor length, and 3 a (), 0)-strategy for S and A a set. Then (S, 3, A)
iterates past (P, Q) iff there is a A-separated meta-tree S by ¥ such that M;%j < MS and
Ysp C Q.32 (8,3, A) iterates strictly past (P,) if there is such an S such that, also, either
PaMS or S has a necessary drop along its main branch. Finally, (S,%, A) iterates to (P,(2)
if it iterates past (P,{2) via an S such that P = M5 and S doesn’t have a necessary drop
along its main branch.

Theorem 3.27. Suppose § is an inaccessible cardinal, M is a strongly stable pfs premouse
(or Ibr hod mouse), S is plus tree on M of successor length, and ¥ is an (w,d)-strategy for
S which has meta-hull condensation and normalizes well.

Let C be a PFS (or least branch) construction of length < § such that F© C H; and for
all E € FC, crit(E) > o(M), Ih(S), ip(X) C X, and and ip(A) C A. Let (v,k) < Ih(C)
and suppose that (S,%, A) iterates strictly past (Mf%j, QSJ-), for all (n,7) <iex (V,k). Then
(8,3, A) iterates past (MS,, QS ,).

That Theorem 3.27 implies Theorem 3.23 is a simple variant of the analogous argument
from [0] (i.e. the proof that Theorem 8.3.5 follows from Theorem 8.3.4). Our proof of
Theorem 3.27 also closely follows the proof of the analogous result, Theorem 8.3.4 from
[6]: we compare against levels of the background by least extender disagreement, using plus
extenders at every stage, and show by induction on (v, k) that the background doesn’t move
and no strategy disagreements show up. The difference is that our comparison process is
now producing meta-trees S by >, A on our base plus tree S rather than plus trees by a
strategy for a base model M.

Let S be the A-separated meta-trees which are by 3I, A which are obtained by comparing
against the last model of S against lek until we reach an extender disagreement coming
from the Ml(fk—side or until we reach a strategy disagreement. That is, S}, = (S, F¢, ®ye)
is the unique meta-tree by 3, A such that for all £ < 1h(S}, ), letting P the last model of S,

(i.) if (M,,’k, Q,,Jg) H (Pg, Zg;’kr@rl,p&), then f +1= lh( :k), and
(i). If (M, Qu) I (Pe, Sss e+1,p,) then for (n,1) < €(M,x) least such that

(M i) [(0: 1) W (Pes By e, 2 ) [, 1),

either

32This inclusion says that Xg p is the restriction of ) to single normal trees of length < 6 on P. Recall
that €2 is defined on all plus trees, so includes more information than g p, but that it is actually redundant
since it is totally determined by its action on normal trees (in fact, A-separated trees).
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a) £+ 1 <1h(S*,), I =0, and 7 is the index of an extender of the P:-sequence but
( ) g v,k n 3 q
not the index of an extender on the M, ;-seqeunce,

(b) £+1=1h(S;,) and [ = 0, but 7 is the index of an extender on the M, ;-sequence
which is not on the PJ-sequence, or

(¢) E+1=1h(S} ), Myk|(n,1) = P i|(n,1) but Q,[(n,[) disagrees with XSt Pr
on a normal tree.

(n,1)

Here (ii)(a) just says that we are building S}, by comparing via least extender disagreements
arising from just the S-side for as long as possible; (ii)(b) says we had to stop because we’d
need to hit an extender on the M, ;-side to continue comparing by least disagreement; (ii)(b)
says that we had to stop because we reached a strategy disagreement.

We show by induction on (v, k) that (i) holds at least until we reach a (v, k) such that
(8,3, A) iterates to (M, x, ) via Sy, ie. a (v, k) such that Pl = My, ES;’MP:JC C Qup,
and S}, ; doesn’t have a necessary drop along its main branch.

So suppose (i) holds for all (n,l) < (v, k) and but that we haven’t yet reached this
situation. We have the following lemma, which is the appropriate generalization of Sublemma

8.3.1.1 of [0]).
Lemma 3.28. Suppose M, is not sound. Then (i) holds for S}, ., and

1. M, is the last model of S;k and ES;k m,, € Qg

WMy ko —

2. Sz,k;—i-l d S;Iw

3. letting n and 6, be such that S}, =S, [ n+1 and §,x +1 = IA(S;];), we have
N <s;, Ovk

S*
4. the last t-map of the tree embedding @n”(’;]:k is the uncoring map m: M, — M.

The proof of this lemma relies on our analysis of drops in meta-trees along with the
following easy fact about ordinary normal trees.

Proposition 3.29. Suppose T is a normal tree with last model N and P < N is sound.
Then for all € +1 < IW(T),

IE{) & (p(P),o(P)).

Proof. We may assume that 7 uses no extenders with lengths > o(P), in which case we just
need to show that 7 uses no extenders with lengths > p(P).

If o(P) < o(N), then no ordinal o € (p(P),0(P)] is a cardinal of N (since |p(P)|T¢ >
o(J1(P))), so In(E]) & (p(P),o(P)] as it is a cardinal of N.

Now suppose o(P) = o(N), i.e. P = N|(o(N), k(P)). Towards a contradiction, assume
T uses an extender with length > p(P). Then there is an extender used along the main
branch of 7 with length > p(P). Let 4+ 1 = lh(7) and let 7, £ such that n = T-pred(£ + 1),
Ih(ET) > p(P), and (€ + 1,6]7 doesn’t drop.

Then we have that m =ge¢ @% is elementary and cofinal on its domain @) < MT]T . Now we
claim that pyp)+1(Q) < crit(E{ ). To see this, note that if k(P) < k(N), 7(prp)+1(Q)) =
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p(P) and if k(P) = k(N), sup 7" pr(p)+1(Q) = p(P), so in either case pypy41(Q) > crit(EZ)
implies p(P) > lh(EZ ), a contradiction. But then since we apply EZ to () along the main
branch of T, the last model of T, N, is not k(P) + 1-sound. Hence P = N|(o(N), k(P)) is
not sound, a contradiction.

O

Proof of Lemma 3.28. Let S}, = (S¢, Fe, ®,¢). Since M, is an initial segment of the last
model of S}, but isn’t sound, it must be equal to the last model; giving (1). Since we
assumed we haven’t reached the situation of (1)(c), S}, must have a necessary drop along
its main branch. Let n-to-£ 4+ 1 be the last necessary drop along this branch. By Lemma 77,
we have that the last t-map of ®,5,, is the uncoring map 7 : M;,k;+1 — M, and M, j41 is
an initial segment of the last model of ,,.

To finish, we just need to see that S, =S;, [ 7+ 1, since then (2) clearly holds and
we've seen (4) and the rest of (3) hold for 7.

Let p = p(M, r+1). We have that M,,,Hl]p*M””““ = Ml,7k|p+M””“, so that S, and S}, ,,
use the same extenders with lengths < p. So we just need to see that S}, [ 7+ 1 uses no
extender with length > p.

All of the meta-tree exit extenders F for ¢ < n are ordinary exit extenders of the normal
tree S,. Since M, ., is a sound initial segment of the last model of S,), by Proposition 3.29,
S, uses no extenders with lengths in the interval (p, o(M, ;41)). So, we need to show that
Ih(Fy) < o(M, 11) for all ¢ < n, since then all these Fi must have Ih(F;) < p.

This just follows by the normality of S and the quasi-normality of Sgy1. Fix ¢ < 7.

Since i = St-pred(€ + 1), crit(Fe) > A(F). In Sep1, Fr = Eac™ and F; = Eqt, so
a¢ < fe = Serr-pred(ag + 1). So we have that 1h(Fy) < lh(Eg;“). Also, F¢ is applied to

My S MG so M [In(E5E) 9 Mgy So Th(Fy) < o(M, k1), as desired. m

Using Lemma 3.28, we get that resurrection embeddings are realized as the last t-maps
of appropriate tree embeddings (which is the appropriate generalization of Lemma 8.3.1 of
[6]). We will also use Lemma 3.28 below to rule out that (ii) (b) ever occurs, i.e. we never
stop building S}, because we reach an extender disagreement coming from the background.

Lemma 3.30. Let (0,7) < (v, k) and P < My ;. Let (0o, jo) = Resg ;| P] and 7 = 04 ;[P] (so
T:P — My, j,)

Let & least such that P < ]\/[f:j@) Then

1S, TE+1=S;,16+1,
2 €<s; 0 =1h(Sp,) — 1,

3. for t&9 the last t-map along [, 0] TP =T,

Sgo,Jo
This follows from Lemma 3.28 by, essentially, the argument for Lemma 8.3.1 of [6]. We
omit further details.
It will be useful to observe that nice trees on V naturally give rise to tree embeddings in
the following way.
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Proposition 3.31. Let T be a nice, normal tree on V with last model Q. Let i : V — Q
be the iteration map of T .

Let M be a premouse such that T is above |M|*, i.e. all the critical points of extenders
used in T are > |M|*.

Then there is a (unique) extended tree embedding 13 : S — ir(S) with u-map it | IhS
and t-maps te =i | Mgs

We'll prove this by induction on length 7 using the following lemma at successor stages.

Lemma 3.32. Let T be a nice, normal tree on V' and let Q¢ = MZ Suppose v =T -pred(~+
1) and § € Q, is a normal tree on a premouse M € Q, such that the extender F' = Efyr has
critical point > |M|*. Let m = i7".

Then there is a (unique) extended tree embedding Ig”’
INS) and t-maps te = | Mg

R SN W(S) with u-map m |

Proof. We'll just check the simplest case T = (G) and leave the general case to the reader.
So let G an extender on V and suppose M is a premouse such that |M|T < critG and
S is a normal tree on M. Let m = i,. We check that there is an extended tree embedding
I=(u,v,{s¢}, {te}) : S = m(S) with w-map = | 1h(S) and t-maps te =7 | M.
Since u | k = id, we have that I | (S [ k) is just the identity tree embedding on S | k.
At k, we must let v(k) = k and s, = id. To see we can make our desired assignments for
u(k) and t,, we check

Claim 1. k <) m(k) and i;r(f()ﬁ) =7 | MS.

Proof. This is routine. First, we have £ <) 7(k) for every { <s & since 7 [ k = id, so
k <x(s) m(k) since branches of iteration trees are closed below their sup. Also, S [ kK + 1 <
7(8) since 7 is tree-order preserving (and the identity below &), fixes M for & < k (since

M is small), and MS = M, ) since they are both given by the same direct limit.
Now let # € M?S. Let £ <s r and 7 € Mg such that if,{(f) =2z. Now

m(x) = 7(3g (7))
= ig(ﬂi)n) (7)

,(f()n) © i?,ﬁ(i")

,(f()n)(w)‘

—iﬂ
'k
—iﬂ
'k

The second equality is given by the elementarity of 7 and using that 7(z) = Z since = € Més
and £ < k. The third equality uses that x € ({, 7(k))s) and ig,{ = ig(,f) The final equality
is immediate from our choice of &, Z. O
So letting u(k) = m(k) and t,, = iz(f()n) (as we must), we have that I [ S [ K+ 1 — ©(S) |
m(k) + 1 is an extended tree embedding meeting the desired assignments. We check the rest
by induction.
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The general limit case is basically the same as the case at k. Suppose that I [ (S | ) :
ST A= 7(S) [ 7()) is a tree embedding® with u(§) = 7(§) and te = 7 [ M for all £ < \.
To extend I | (S | A), we must let v(\) = supn”A. We first check

Claim 2. v(\) <xs) 7(A) and ©”[0, X)7 is a cofinal subset of [0,v(X))x(s).

Proof. For § <s A, m(&§) <x(s) ™(A), so 77[0,X)s C [0,7()))r(s). Since branches of iteration
trees are closed below their sup and [0, A)s is cofinal in A, v(A) = sup7”[0, A)s <x(s) m(A).
[l

Now Mg = limgejons ME and M:((;;) = limgepo n) M:((S) so that s, must be the unique

map from MY into M;T(;\S)) such that for all £ <s A, s\ o i‘gA = 2:%),0(/\) o te. Since we've

stipulated u(A) = 7(A), we must put ¢, = iz((f))ﬂ(/\) o s). So to finish the limit case we just

need to check

Claim 3. i}y osy=m | M.
Proof. Let x € My. Let £ <s A and Z € Mg such that £ ,(Z) = z. Then

m(x) = 7(ig \(z))
~(S _
- nga),w(x)(”(‘”))
() (S) ,
= Ty(n)m(a) © n(ey () © ()

S
= Ty(\m(y) © sx(x).

The second equality is just using the elementarity of m, the third splits up the branch

embedding and uses our induction hypothesis that 7(Z) = t¢(Z) (since Z € M), the fourth

uses s Aoi‘g N = i:g))’v( A Ote, as observed above, and the final equality just uses that x = if \(Z).

]

For the successor case, suppose we have I | (S [ £ + 1) is an extended tree embedding
from S [ &+ 1 ton(S) [ w(€) + 1 and t, =« | M7 for all n <&,

Notice that (£ + 1) = w(§) + 1, so we have u({ + 1) = v(§ + 1), and so only need to
define s¢yq = tey1. We also have that E:((g)) = m(EF) = te(Ef) and for n = S-pred(€ + 1),
w(n) = 7(S)-pred(n(§) + 1), so we know that sgyq is given by the Shift Lemma applied to
te, ty, Ee. To finish, we just need to check that

Claim 4. s¢1; =7 [Mgrl.

33Here we are not assuming it is an extended tree embedding, since that doesn’t make sense as S | A has
limit length.
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Proof. We'll just deal with the case in which we take O-ultrapowers on both sides. Let
P < M7 the level to which we apply EZ. By tIAle elementarity of m, ¢,(P) = m(P) is the
level of M:((g) to which we apply E’;r((g) Let a € [A(Eg)]“’ and f: [crit(Ef)]'a‘ —+Q, €.
We have that

m(la, flgs) = [r(a), 7()]T

€ (&)

= lte(@) ta (Mo

= se41(la, f]gg),

as desired. O
O]

This proposition naturally extends to meta-tree embeddings. The proof is straightforward
using Proposition 3.31, so we omit it.

Proposition 3.33. Let T a nice, normal tree on V' and let Q¢ = MET Suppose v < v and
S € M7 is a normal tree on a premouse M € Q, such that the extenders in [v,7)r have
critical points > |M|*.

Then there is a (unique) extended meta-tree embedding from S into i} _(S) with u-map
2'17,:7 I IW(S) and A-maps A¢ = ISTV;V"Y.

We now verify that we never stop building S} ; because we reach an extender disagreement
coming from the background, i.e. case (ii)(b) doesn’t occur. So suppose we’ve built S}, [ {+1
with last model P and let (n,[) least such that

(My o, Qo) [0, D) W (Pe, Bss je1,p) [0, 1)

Then we have the following.

Lemma 3.34. If[ =0, E,]IM”’k = .

Proof. Suppose not and let G = Ef,w”’k. If & = m + 1 for some m, then by our induction
hypothesis and Lemma 3.28, M, ;41 is an initial segment of the last model of S}, ,, so G
must have been on the Pe-sequence after all. So & = 0 and G is the top extender of M,,.
Let S = §; . Let G* be the background for G in C. Let x = crit(G) = crit(G*) and
7V — Ult(V,G*) the ultrapower embedding. Let ¥ = (m,¥e) be the extended tree
embedding from § into 7(S) = (8;@)70)”(@) given by Proposition 3.33. By hypothesis, M,S
are fixed by 7 and 7(3) C ¥ and 7(A) € A. So 7(S) is by X, A. Since v = lh(G) <
Ih(G*) < w(k), and G* is strong to its length, we have that M:(()C)th(G) = M, ||Ih(G).

Since background certificates must be Mitchell-order minimal, we get that M: gc) is passive,

ie. M,Igc) = M,o|[Ib(G). Since G is the trivial completion of (1, A(G)) extender of m | M,
we get that
M olIh(G) = m(My) I0(G) = Myo[In(G) = M.
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Since S is obtained by comparing S and M, o by least extender disagreements and below
Ih(S) (4i)(b)(c) never occur, by elementarity of m, 7(S) is obtained by comparing S and

M:((;C))’O by least extender disagreements and below lh(7(S)), (i¢)(b)(c) never occur. By the
agreement between M, and M:((;C){O observed above, and since both trees are by 3, A, we

get that S < 7(S). Since x = crit(m), we get x <) 7(x) and there is no dropping (of
any kind) between k and 7(k). So & = @Zfﬁgn) is a total extended tree embedding from S,
into m(S,). Moreover, it is easy to see that & = W, since both have u-map and t-maps the
appropriate restrictions of 7.4

Now, 1h(S) <v+1 < 7(k) and M:gc) is an initial segment of the last model of S < 7(S),
so since all meta-tree exit extenders of 7(S) used after S have length strictly greater than
Ih(G) (as G is not on the sequence of the last model of S), we have that M) gc) is an initial

segment of the last model of Sg © for any & > 1h(S).

Let A + 1 be the successor of x in (K, 7(K)]xs)- F;F(S) is compatible with G since both
are initial segments of the extender of t®. % Now if A < Ih(S), then Ih(F[®) < Ih(G) so
that FY ®) is on the M, o-sequence by the Jensen initial segment condition. But then FY ®
isn’t an extender disagreement, a contradiction. So A > 1h(S). But then lh(Fy (S)) and we

get GG is on the sequence of the last model of SI(S). But M:((f))o agrees with the last model of
7(C)

S;(S) through FY (S), so (G is on the sequence of Mﬂ(y) o> & contradiction (as observed above,

M7 [(In(G), 0) is passive). 0

All that remains is to verify that no strategy disagreements show up, i.e. (ii)(c) never
occurs. To do this, we generalize the proof of Theorem 8.4.3 of [6]. This generalization is
straightforward, but quite involved, so we give a sketch of it here.

Before we start, we can quote that result to prove the present theorem in the case when
Y = A§ for some A a strategy for the base model M such that (M, A) is a mouse pair.
Suppose we're in this case. Let 6 +1 = 1h(S;,) and (n,[) such that Ps[(n,l) = M, .[(n,]).
Let v < 1h(Ss) least such that M, ,[(n,1) < M5 Then S; [ v+ 1 is the unique shortest
tree which is by A and has M, x|(n,{) as an initial segment of its last model. So then
Ss [ v+ 1 W, the comparison of M with M, via A. By (the proof of) Theorem 8.4.3
of [6], we have that

(Ps[(n, 1), Assiyen.psnty) = (Mo, Qo) [(m, 1).

But (M, A) is internally lift consistent, so

As; P (15 1) = A5ty () -

34, is the unique tree embedding with this property; to see that ® has this property, we just use that &
is the critical point of m and the directed system of trees whose limit is Sy () is the image under 7 of the
directed system of trees whose limit is S;. We leave the details to the reader.

35for FI(S), this is just because te***' is just the ultrapower by F;\T(S); for G this is because t2 is just
=(C)

7 [ MS* and G is total on Mﬂ(’:)”) |[Ih(G) which is either an initial segment of M5~ or has the same P(k) as
it.
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By the definition of A*, ¥g+  p; = As; p;, 50

(Péa ESz’k,Pa)Kn? l> = (Mu,ka Qu,k)‘(”? l>7

as desired.

We now turn to the general case of establishing that no strategy disagreements show up.
Suppose now that we have built S =S}, [ £ + 1 and lined up it’s last model P up to (n,)
with M, ;. It suffices to show the iteration strategies agree on A-separated trees, so let U be
a A-separated plus tree of limit length on P|(n,l) = M, x|(n,!) which is by both s p and
Q. We show that Xs p(U) = Q, 1 (U). Let

C = <Mu,k7 Zd? Mu,k7 Ca V>7
lift(U, ¢) = (U*, {ca | & < 1h(U))

and
Co — <Mg7 1/}0“ ch Con Sa>>

A reflection argument, as in [0] Lemma 8.4.27, gives that U* has a cofinal wellfounded
branch, so it suffices to show that that for any cofinal wellfounded branch b of U*, b =
Ys.p(U). Then it follows that Xg p(U) = Q, x(U), since the definition of Q,; as a (partial)
iteration strategy gives Q, ,(U) = b iff b is the unique cofinal branch of U*. So this would
establishes that there are no strategy disagreements, finishing the proof.

So we just need to prove the following lemma.

Lemma 3.35. If b is a cofinal wellfounded branch of U*, then ¥s p(U) = b.

Proof. We write (S;,)%" for (n,j) <ix ,((v,k)) to denote iff_ ((¢,1) — S¢;)(n,7). It is
) € ¥ and

easy to see that our hypotheses give that M, § are fixed by zg’v and that i (
M (A) C A, s0 (S;,)% is by 5, A
As MY is wellfounded, in addition to the c,, we also have a last conversion stage

Cp = <Mlz)/tJ wln an Cb? Sb>
in lift(U b, ¢). For v < 1h(U) or v = b, let Let

(ny,1y) = the unique (n,[) such that @, = MS

n,l
S
S, =(S,,.,)7

N, = M.

So @, < N,, the last model of S7, which is the unique A-separated meta-tree on S by
%, A which iterates S past Q,, and if v <y, and (v, 7]y doesn’t drop, then & (S;) = S:.

Note that Sf is our initial meta-tree S. For simplicity, we will assume that )y = Ny, so
that & = U™ (this makes little difference).

Let T be the last tree of S = S§. Let U = V(7,U"b). By the definition of ¥s p, to show
b= 3s p(U), it suffices to show (S, U) is by X. To do this, it suffices to show V(S,U) is by X,
since Y normalizes well. Since > has meta-hull condensation this follows immediately from
the following claim.
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Sublemma 3.35.1. There is an extended meta-tree embedding from V(S,U) into S;.
Proof.

We'll have to consider stages of the meta-tree normalization V (S, U). Set

V., =V(S,U | (y+1)) for v < 1h(U), and
V, = V(S,U).

For v < 1h(U) or v = b, let R, the last model of V,,. For v < 1h(/), we have that the
last tree of V. is V/(T,U | v+ 1) and the last tree of V;, is V(7,U7b). In particular, for
v < 1h(U) or v = b, the models R, are the last models of these quasi-normalization trees so
that the associated quasi-normalization maps o, are nearly elementary maps from M,%’ into
R,. For v < 1h(U), let F, = 0,(EY), a, = a(F,,V,), and b, = b(F,, V).

If v <y v, let "7 the partial extended meta-tree embedding from V, into V., and Ivn
the extended meta-tree embedding from S}, into S coming from Proposition 3.33.

Let Hy, =, (EY), resy = (oy, 1, [My, 4, [Ih(H,)])%, G, = res,(H,) and G% = EY". So G,
comes from resurrecting P = N,[lh(H,) inside S, and G7 is the corresponding background
extender. Let 7, least such that P is an initial segment of the last model of Sfﬁ .

By induction on v < h(i4) or v = b, we build extended meta-tree embeddings A7 =
(u?, 07, {W{} {AL}) © V., — S maintaining that for all v < n <7,

1. A" la, +1~A"[a, +1
2. if v <y n and v-to-n doesn’t drop, then Ao §rn = [ o AV
3. For s", 1" the last s-map and t-map of Al , respectively,

(a) s" [ Ih(F,)+1=res,ot” [ 1h(F,)+ 1, and
(b) ¢y, =t"oo™,

4. (G, is a meta-tree exit extender of S;; and for ¢, such that G, = FZ’?,

(a> Ty SS;‘] 51/ SS;; Un<a77)7
(b) for t™*% the last t-map along (7,,&,]s;, t™* [ Ih(H,) + 1 = res, [ Ih(H,) + 1.

The bulk of the work is seeing that these hypotheses pass through the successor case. In
our sketch, we’ll just handle the non-dropping successor case, omitting discussion about the
dropping successor case and limit case.

Let v = U-pred(y + 1) and suppose (1)-(4) hold up to v. Applying Lemma 3.30 to
P = N,|In(H,) in S, with (0,7) = (n,,1,), we get a meta-tree T, = (S}, ; )%* such that
T, [ 7+ 1=8%[7+1% 7, <p & =aIh(T,) — 1 and for t2°" the last t-map of &, ,

s | P = res,. Note that since G, = res,(H,), G is on the sequence of the last model

Y
of T,. Let N* = M,

6o,50"
Now suppose (v,v + 1]y doesn’t drop. As mentioned above, this is the only case we’ll

consider. It contains most of the ideas needed for the droping case but is somewhat simpler.

%0Here we are relying on the definition S¥ = (Sfmlw)sw
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Claim 1. T, 48, and G, = ngj“ is the first factor of I"7*1.

Proof. We first show that N,1[|lh(G,) = NX|[Ih(G,). Let u = crit(F,), and i = crit(EY).
By our case hypothesis, E;” is total on MY, so no level of MY beyond 1h(EY) projects to or
below fi.

So, applying o, no level of R, beyond lh(F),) projects to or below u = 0, (1) (using here
that o, agrees with o, up to 1h(F,) +1 > pu).

Applying ¥ and using our induction hypothesis (3)(b) at v, no level of N, beyond lh(H,)
projects to or below () and so res, is the identity on ¢ (p)*"".

Now since G, = res, (H,), crit(G,) = res, (t* (1)) = (1) and so t*(u)™" < A(G,). So
we get )

N ()™ = NI (o = Nyl ()

Let A be this common value of (u)*. If v = +, the above shows that N,|A = NZ|\.
If v < 7, then no proper initial segment of Mg’ projects to or below lh(EY), so no proper
initial segment of NN, projects to or below 1h(H,), so res, is identity on all of Ih(H,). So
even when v < v, we get N,|A = NZ|A.

Applying © = zg:, we get

m(N,[A) = (V31)

Now by our choice of background extender G, 7(NJ)[lh(G,) + 1 = Ult(N}, G,)[Ih(G,) + 1.
By our case hypothesis, N,,; = 7(V}}), so by the agreement between the models identified

above gives
Ny | [Th(G,) = NII[Ih(G,),

as desired. It follows that S7 ; and T, use the same meta-tree exit extenders of length <
Ih(G,). But G7 is the top extender of N, so T, uses no extenders of length > 1h(G,,), hence
T, <87, ,. As G is on the sequence of the last model of T,, but not on the N, [Ih(G,)+1 =

Ult(NZ, G,)[Ih(G) + 1-sequence, the first new exit extender of S, |, Fjj“, must have length

< 1h(G,). But then we must have Fz " =G, since St and T, use all the same extenders
of shorter lengths.

To finish the claim, we just need to see that the meta-tree embedding Factor Lemma
applies to I"7+1 and the G., is the corresponding factor. Using that the u-map of I"7+1 and
u-maps and t-maps of the A-maps of I"7+1 are restrictions of 7, one can show that the first
meta-tree extender used along (k, 7(k)|r, is G (since it is compatible with G, and distinct
compatible extenders can’t be used in a meta-tree, since they can’t be used in a plus tree).
But then the agreement between T, and S} guarantee that the Factor Lemma applies and
so G is the desired factor. O

Since G is the first factor of I"71 ) we let TI"*! be the extended meta-tree embedding
from V(S;,T,,G,) into S}, such that [t = Tt o AVSHTG) and o | &, +1 = id
guaranteed by the meta-tree embedding Factor Lemma (using here that a(S?,,,G,) = ¢&,).

By our induction hypothesis (3)(b) at v, H, = t"(F,),s0 AY [a,+1:V, [a,+1 =87 |
7,+1 4 T, is a meta-tree embedding. Since 7, <g, &, =Ih(T,)—1and 7, € [v"(a,),u"(a,)]s
(using here that these meta-trees are A-separated), we can view A7 l'a,+1 as an extended
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meta-tree embedding from V., [ a, + 1 into T, which we’ll denote (&7)* That is, we let the
last A-tree embedding of (&7)* be @Ej (@6, © I'2 . Now, one can show that the last {-map of

CID?/Z,(%)M ol) maps I, to H,. Since the last {-map of @Ej& agrees with res, on N,|lh(H,)

(and res,(H,) = G.), we have that G, is the image of F, under the last t-map of (A7),
By our induction hypotheses and observations we’'ve already made about (&7)*, it is
straightforward to check that

Claim 2. The meta-tree Shift Lemma applies to (AY)*, A, F,, G,).

So, letting AR Vi1 = V(S;, T, G,) be the associated copy meta-tree embedding, we
finally set A7*1 = I[7*+1 0 U7+, This is clearly an extended meta-tree embedding from V.
into S7; and it is straightforward to verify our induction hypotheses are maintained. This
finishes the non-dropping successor case and our sketch of the proof of Sublemma 3.35.1,
thereby finishing the proof of Lemma 3.35 and Theorem 3.27. O

The next theorem is our main application of Theorem 3.27: a characterization of meta-
strategies of the form >*.

Theorem 3.36. Assume ADT. Let (M,X) be a strongly stable mouse pair with scope HC.
Let S be a countable plus tree of successor length by 3. Let A be a meta-strategy for finite
stacks of meta-trees on S which has meta-hull condensation, normalizes well, has the Dodd-
Jensen property relative to X, and is pushforward consistent, if (M,X) is an lbr hod pair.

Then A = 3%.
This is a consequence of the following lemma.

Lemma 3.37. Assume ADT. Let (M,X) be a strongly stable mouse pair with scope HC. Let
S be a countable plus tree of limit length by X.

Suppose c is a cofinal, wellfounded branch of S and A is a meta-strategy for finite stacks of
meta-trees on S c which has meta-hull condensation, normalizes well, has the Dodd-Jensen
property relative to 3, and is pushforward consistent, if (M,X) is a lbr hod pair.

Then 3(S) = c.

In the course of the proof, we shall make use of the following fact about meta-trees, which
is a variant of Lemma 6.6.14 of [6] with essentially the same proof.

Proposition 3.38. Let T be a meta-tree on a plus tree T and v, < IW(T) <g-incomparable.
Let n = sup([0,~7)r N [0,0)r), @ > cm’t(u(bgvv), € > cm't(uq)?hé), a = u(bgvv(&), and € = uq)g»é(E).
Then e@aj_eg?e.

Proof of Lemma 3.37. By the Basis Theorem we may assume %, A are Suslin-co-Suslin (in
the codes) and work in an appropriate coarse I'-Woodin tuple such that > and A are coded
by sets of reals in T'.

Fix S, ¢, and A as above. Let b = X(S). We'll apply Theorem 3.27 twice: once to S™b
with the induced meta-strategy ¥5-, and once to S~ c with A, in each case using some sets
Ap and A, which use information coming from the other meta-strategy.
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The idea behind the choices of these sets is to capture the following rules for simultane-
ously comparing S™b and S” ¢ against levels of the background. Fix a level (v, k). We build
meta-trees S* and S¢ by £* and A, respectively, in stages. At every stage we’ll drop to the
shortest tree which witnesses a disagreement between ¥* and A, in the following sense. At
successor stages, given S* | € +1 and S¢ | ( + 1, we extend the meta-trees by hitting the
least disagreements Fsb and F¢ between the current last models and M, x (using here that
least disagreements are extender disagreements which don’t come from the background). If
the new main branches [0, £+ 1]g and [0,  + 1]sc have the same exit extenders (in particular,
F gb =F CC), then we extend S? [ € +1 and S° | ¢ + 1 by these extenders without gratuitously
dropping. Otherwise, we drop to ao(Sé’ , Fé’) + 2 and ao(S¢, F¥) + 2 of these extenders (this
may be a gratuitous drop or just a necessary drop). Similarly, if we're at a stage where we've
defined S | ¢ and S¢ | ¢ for limit ordinals ¢ and (, we extend these meta-trees by choosing
Y*(SP | €) and A(S¢ | ¢) and gratuitously dropping to the supremum of the respective ag’s
whenever these branches use different exit extenders.

We can capture this simultaneous comparison by considering two applications of Theorem
3.27 using appropriately chosen sets A, and A..

First, we apply Theorem 3.27 to §7b, ¥*, and A, the set of pairs of trees and ordinals
(T,~) such that there is a meta-tree T = ({7,}, {F,}) by £* on S7b of length ¢ + 1 such
that

0 T =T =T
(i) v = sup{a, + 1|7 <&} <1h(T), and

(iii) for P the last model of 7 and for any meta-tree U by A with some last model @) such
that P|6(T) = Q|o(T),

the exit extenders used along the main branch of T are different from the exit extenders
used along the main branch of U.

The closure properties of Suslin sets guarantee that A, is also Suslin-co-Suslin (in the
codes), since ¥ and A are. Moreover, we can choose our pointclass I' sufficiently large at
the outset so that A, (and also A., which is defined similarly) are is coded by sets of reals in T".

Now let Sfj’k be the resulting meta-trees by ¥*, A, and, via the universality argument, let
(v, kp) least such that (S7b, ¥, A,) iterates to (M,, k,, 2y, %, ). Similarly, applying Theorem
3.27 to S¢, A, and the set A, which is defined just like A, but with the roles of (§7b, %) and
(8¢, A) switched, we let Sy, be the resulting meta-trees by A, A, and (v, k) least such
that (87, A, A,) iterates to (M, k., Q. k.)

Let (v,k) be the lexicographic minumum of (v, k) and (v, kc). Let S* = S!, and
S¢ =S¢ . Without loss of generality we assume that (v, k) = (14, k). We then have that S°
has no necessary drops along its main branch and the last model of S® is M,, ;.. Let b* and
¢* be the main branches of S* and S¢ and 7, and 7. be their last trees. Let ®, and @, be
the possibly partial tree embeddings from S7b into 7, and S ¢ into 7.. Finally, let 0* and
¢* be the main branches of 7, and 7.

Ultimately, we’ll show the main branches of S* and S¢ use the same meta-tree exit ex-
tenders, and use this to show b = c¢. So let (F;, | n < ) and (G, | n < A\) enumerate the
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meta-tree exit extenders used along the main branch of S’ and S¢, respectively, in increasing
order. We show by induction that F,, = G, (and ultimately that v = \).

Let &, such that F;, = Ff;b and ¢, such that G, = FCS:. Suppose we've shown that F,, = G,
for all n < x. Let £ =sup{{, +1|n < x} and ¢ =sup{¢, | n < x}, so that £ is on the main
branch of S’ and ¢ on that of S¢. Since at most one side of our comparison has a necessary
drop along its main branch, it follows that there can be no necessary drops at all coming
from the F, = G, for n < x, i.e. 0-to-£ doesn’t have a necessary drop in S’ and 0-to-¢
doesn’t have a necessary drop in S°. By our choice of A, and A., we get that there are no
gratuitous drops along these branches so far, either.

Now we want to show F) = G,. We consider cases.

Case 1. ¢-to-&, + 1 drops in S".

Subcase 1A. (-to-(, + 1 drops in S°.

First suppose that ¢* doesn’t drop. Using the Dodd-Jensen property relative to >, we
get that b* cannot drop either, M = MTe and ZZZ = ZZ;C Since the exit extender sequences
were the same below x and both sides dropped (perhaps gratuitously), we actually must
have F) and G, are applied to a common model along b* and ¢* from which it is easy to see
that F\, G, are compatible, and so equal by the Jensen ISC.

Now suppose that ¢* does drop. Then since its last model is not sound, we must have
M7 = M and b* also drops. Without loss of generality, assume that S¢ is the side which
doesn’t have any necessary drop along its main branch. It follows that the last drop in c¢*

is before B?; in ¢* and is, moreover, in the range of u<1>§,47 say 7 the location of the drop in
S such that u@g&(n) is the last drop in ¢*. Since the exit extenders are the same, so far,
b

S ¢

Theorem 1.26 implies that M °, = M [, and the common core of M = MJ: is an
u 0 (n) u 0:¢ ()

initial segment of this model. One can then show that the models and exit extenders used

along b* and ¢* are the same up to the minimum of where F, and G, are applied. As before
we can show that F, and G, are actually applied to the same model, so compatible, and the
Jensen ISC gives F, = G,.

Subcase 1B. (-to-(, + 1 doesn’t drop in S°.

By our definition of A, it follows that G, must be a meta-tree exit extender of S°; too.
By considering cases about drops in b* and c*, one gets, again, that the resulting branch
embeddings, or a tail of them, are the same, using the Dodd-Jensen property relative to
Y. But then we can reach a contradiction using Proposition 3.38. That proposition gives
that the first extender used along the main branch of ng 41 Which is not already in Sg and
the first extender used along the main branch of S¢ o, which is not already in S¢ must be
incompatible. If we drop at the next stage, this incompatibility must persist, so we do not
drop, which gives that G, is used in S (otherwise we must gratuitiously drop in S° at
this next stage). But then Proposition 3.38 implies that the incompatibility persists anyway,
letting us get that G2 is used in S, and so on. In the end, we get the full (G, | n < \)

72



corresponds to a maximal branch of S® and can show that, because we chose a different
branch, the incompatibility must persist till the end, contradicting that the appropriate
branch embeddings are the same.

Case 2. &-to-&, + 1 doesn’t drop in S.
Here we just use the argument from Subcase 1B.

Now, without loss of generality assume v < A. So we've shown F, = G, for all n < ~.
Suppose v < A and let ¢ = sup{¢, | n < 7}. Using Theorem 1.26 and the Dodd-Jensen
property, a tail (or all) of the extenders used in b* already appear in S¢. But applying the
remaining G,’s must add new extenders to a tail of ¢* which don’t already appear in Sf.
But the Dodd-Jensen property gives these branches b* and c¢* use common extenders on a
tail, a contradiction. So we have v = A.

By Theorem 1.26, ®, | S = &, | S. It follows that v®*[c] generates a cofinal wellfounded
branch d of T, | supv®[c] and S™c¢ tree embeds into (7, | supv®[c])”d. One can show,
using the Dodd-Jensen property, that actually d is an initial segment of b. So that (7, |
sup v®[c])"d < Tp. In particular, since Ty is by X, strong hull condensation gives S™c is by
Y ie c=%(S) =0

O

Proof of Theorem 3.36. This is easy from the previous lemma. Let S, A be as in the theorem
statement. Suppose X* # A. Let S of limit length on S by both ¥* and A. Let b = ¥*(S)
and ¢ = A(S). Let S, and S, be the gratuitously dropping meta-trees where we drop to the
common sup of the ag’s of the meta-tree exit extenders of S on both sides. Then S, and S,
have last trees some 7 b* and T~ c*, respectively. By the definition of ¥*, b* = X(T).

But then applying Lemma 3.37 to T cx gives that X(7) = ¢*. So b* = ¢*. It follows
that b = ¢ by Lemma 2.9. O]

We finish this section with some applications of these comparison results.

Theorem 3.39. Assume AD". Let (M,Y) be a strongly stable mouse pair with scope HC.
Then ¥ normalizes well.

Since we’ve assumed X quasi-normalizes well and tails of mouse pairs are mouse pairs,
this follows immediately from the following theorem.

Theorem 3.40. Assume AD™". Let (M,Y) be a strongly stable mouse pair with scope HC.
Let T be a plus tree by X of successor length and S be the normal companion of T. Then

1. § is by X and
2. ¥ = Y.

Proof sketch. We'll get this by applying Lemma 3.37 and Theorem 3.36. So fix T a plus tree
by ¥ of successor length and S the normal companion of 7. Meta-trees on S correspond
in a simple way to those on T; for example one can show that if we take F from the
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sequence of the common last model of S and T, then V(S, F') = V(T, F). One can use this
correspondence to define a meta-strategy A for meta-trees on S determined in a simple way
by the meta-strategy X% Using the corresponding properties of ¥, one can show that A
has meta-hull condensation, normalizes well, has the Dodd-Jensen property relative to X,
and, in the case that (M, X) is an lbr hod pair, is pushforward consistent. Moreover, one
gets that if U is a normal tree on ML = M | then U is by B iff V(S,U) is by A.

We can then use Lemma 3.37 to conclude that the normal companion of any plus tree
by ¥ is by 3, as follows. Suppose 7 is a plus tree of limit length by ¥ such that its normal
companion S is also by X. Let b = (7)) and ¢ the unique cofinal wellfounded branch of S
such that S™c¢ is the normal companion of 7b. Then we can apply Lemma 3.37 to S"¢
together with the meta-strategy A to get ¥(S) = ¢. This gives conclusion (1).

Now assuming conclusion (1) we can easily get conclusion (2) by Theorem 3.36. Let T
be a plus tree of successor length by > and § its normal companion. Since S is by X, from
(1), Theorem 3.37 applies to S together with A, so that A = ¥%. Now we want to show that
Ys = X. For this, it suffices to show the two strategies agree on normal trees. So let U be
a normal tree on M$ = MT. Then, by quasi-normalizing well, i is by X5 iff V(S,U) is by
Y5 = A. But one property of A we promised to verify is that U is by X iff V(S,U) is by A,
we we get U is by YXg iff U is by X7, as desired. O

Next we show that, in the ADT context, iteration strategies for mouse pairs are totally
determined by their action on A-tight normal trees.

Let 7 be a normal tree on a premouse M. One can define the \-tight companion S of
T, a A-tight tree on M with the same last model and branch embedding as 7. We will
include a formal definition in a subsequent draft but here is the basic idea. One takes T
and considers the (possibly non-quasi-normal) iteration tree T on M which splits up each
application of a plus extender in 7 into two steps: first using the minus extender, and then
using the order zero measure on the image of the critical point (so the difference between T
and T being that one considers these both as genuine exit extenders in 72) One gets S as
W ((M),T), the result of a meta-tree-like process where we follow the tree-order of 7 and
use as meta-tree exit extenders the extenders of 7. One can show that the resulting tree is
A-tight and that the steps embedding normalization coincide with full normalization, so S
has the same last model and branch embedding of 7 (because it has the same last model
and branch embedding of 7).

Meta-trees on 7 and its normal companion S correspond in a sufficiently nice way that a
meta-strategie for S determines a meta-strategy for 7. Moreover, if § is by ¥, a nice strategy
for the base model M, if we start with the meta-strategy X%, the resulting meta-strategy
for 7 has all of the nice properties need to run the argument of Theorem 3.40 to obtain the
following.

Theorem 3.41. Assume AD". Let (M,X) be a strongly stable mouse pair with scope HC.
Let T be a normal tree by 3 of successor length and S be the \-tight companion of T. Then

1. § is by X and
2. Ys = 2.
Details will be added in a later draft.
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4 Full normalization

In this section we generalize the notion of a tree embedding ® : S — T by relaxing the
requirement that the images of exit extenders of S under the t-maps of ® are exit extenders of
T. We call the resulting systems weak tree embeddings. We also define the full normalization
X(T,U) of a stack of normal trees (T,U), and show that there are weak tree embeddings
from T to X(7,U) and from X(T,U) to W(T,U). Finally we prove our main theorem:
the iteration strategy in a mouse pair condenses to itself under weak tree embeddings. This
implies that the strategies in mouse pairs fully normalize well, and are therefore positional.

Condensation under tree embeddings ® : & — T has to do with the structure of the
iteration process that produced § and 7. Condensation within the hierarchies of the in-
dividual models of & and 7 is not relevant; indeed, condensation under tree embeddings
makes sense for iteration strategies for coarse structures. In contrast, condensation under
weak tree embeddings does involve the condensation properties of the individual models. We
shall need the following theorem in this direction.

Theorem 4.1. [[0]] Assume ADT, and let (M, A) be a mouse pair with scope HC. Let H be
a sound premouse of type 1, m: H — M be nearly elementary, and suppose that

(1) p(H) < crit(m), and
(2) He M.
Then either
(a) H< M, or
(b) H < Ult(M, EM), where a = crit(m).

[9] proves a slightly more general result, but 4.1 will suffice here.?”

4.1 Dropdown sequences

The connection between exit extenders in a weak tree embedding is mediated by a dropdown
sequence, so we shall need some elementary facts about such sequences.

Definition 4.2. Let @) be a PFS premouse and N <1 Q). The N-dropdown sequence of @ is
given by

(1) Ao =N,
(2) Ajiq is the least B <@ such that A; < B and p~(B) < p~(4;).
We write 4; = A;(Q, N), and let n(Q, N) be the largest i such that A; is defined. Let also

Ri(Q, N) = p~(Ai(Q, N)). We also let A;(Q,n) = Ai(Q,Q[n), #:(Q,n) = ri(Q,Q[n), and
n(Q,n) = n(Q, Q).

370ne does not need that H is sound, just that it is crit(m)-sound in an appropriate sense. If
crit(m) < p~(H), then the external strategy also condenses properly, in that (H,A™) < (M,A) or
(H,A™) < Ult((M, A),Eé\fit(ﬂ)).
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One place that dropdown sequences come up is the following. Suppose that @ = M; 7
and N = M |1h(ET) for some plus tree 7 then the levels of the N-dropdown sequence of Q
correspond to levels of Q to which we might apply an extender EJ with £ = T-pred(J + 1).
More precisely,

Ml = A(Q,N),

where i is least such that crit(E]) < ;(Q, N).*
Maps that are nearly elementary and exact preserve dropdown sequences. Unfortunately,
we must deal with maps that are not exact, and this adds a small mess.

Lemma 4.3. Let m: M — N be nearly elementary and v < o(M); then

(a) if v < p= (M), then m(v) < p~(N),

(b) if P M and v < p=(P), then w(v) < p~(m(P)), and

(c) if Q< RIM, and VP(Q <P < R) = v < p (P)), then VP(n(Q) I P < w(R) =
m(v) < pm(P)).

Proof. The standard conventions that w(M) = N, w(M|(6(M),k)) = NI|{6(N), k), and
m(o(M)) = o(N) are in force here.

(a) and (b) are immediate from the definition of near elementarity. For part (c), if
R € M the statement is clearly preserved. Otherwise we have R = M|(6(M),n for some
n < k(M). The statement VP € M(Q <P < R) = v < p~(P)) is II;, hence preserved. But
po(M), ..., pn—1(M) are also preserved because 7 is nearly elementary, and this covers the
remaining P.

If one replaces < by < in 4.3(a), then it becomes false. Similarly, (c) fails if the quantifier is
over P < R, rather than P < R.

Lemma 4.4. Let m: M — X be nearly elementary. Let N <M and n = n(M,N); then
(a) n(X,7(N)) € {n—1,n,n+1},
(b) foralli <n—1, A/(X,n(N)) =m(A;(M,N)),
(c¢) if n(X,7m(N)) =n—1, then A,(M,N) =M and w(p~(M)) < p~(X),
(d) if n < n(X,w(N)), then (A, (M,N)) = Ap(X,7(N)), and
(e) if n+1=n(X,7(N)), then
(1) An(M,N) < M,

(ii) p~(M) = p~(An(M,N)),

(i) supm“p~ (M) < p~(X) < m(p~(M)), and

(iv) Api1 (X, 7(N)) = X.

38Because of this, it might be more natural to let the dropdown sequence consist of the A7, rather than
the Al
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Proof. Let A; = A;(M,N), k; = p~(A;), B; = Ai(X,n(N)), and p; = p~(B;). From Lemma
4.3, we get

Now suppose that A,, << M. The preservation just noted shows that n < n(X,n7(N)), as
well as (b), (c¢) (vacuously), and (d). We are done if n(X,m(N)) = n, so suppose not. We
then have p~(B,41) < . Since VP(A, ISP < M) = K, < p~(P)), Lemma 4.3 implies that
VP(B, I P<1X) = p, <p (P)). It follows that B,;; = X, and n(X,7(N)) = n + 1.
This gives us the rest of (a). But also, if x,, < p~ (M) then u, < p~(X), so we must have
Kn = p~ (M), and then p~(X) < p, = w(p~(M)). This proves (e).

So we have proved the lemma when A, <M. Suppose now that A,, = M. Since 7(A4;) = B;
and 7(k;) = p; for i < n—1, we have (b), and that n—1 < n(X,7(N)). If n(X,7(N)) =n—1,
then p=(X) > 7(kn—1) > 7(k,) = 7(p~ (X)), so we have (c), and we are done. So assume
n(X,m(N)) > n. Since A, = M, VP(A,-1 <P < M) = k,-1 < p (P)). By Lemma 4.3,
VP(By-1 <P <X)= i1 < p (P)). It follows that B, = X, and n(X,7(N)) = n. So we
have (a). We have (d) because A, = M and B, = X. Clause (e) is vacuously true.

The mess gets smaller if 7 is almost exact, and disappears if 7 is exact. Recall here
that elementary maps, like the branch embeddings of an iteration tree or the resurrection
maps of a PFS construction, are almost exact. Resurrection maps are actually exact, as are
the branch embeddings of an iteration tree whose base model is strongly stable.?® Factor
embeddings, such as the lifting maps of a conversion system, may fail to be almost exact.

Lemma 4.5. Let m: M — X be nearly elementary. Let N << M and n = n(M,N); then

(a) If w is almost ezact, then n(X,m(N)) € {n,n + 1}, and for all i < n, A;(X,7(N)) =
m(A;(M,N)).

(b) If w is exact, then n(X,m(N)) = n.
The proof of 4.5 is implicit in that of 4.4.

4.2 Maps that respect drops

The connection between exit extenders required by a weak tree embedding is an abstraction
from the following situation. Let M be a premouse, n < o(M), and Eé” # (). Let F be close
to M, critF' = p < n, and suppose N = Ult(M, F) makes sense. Let A = i¥(n). There is a
natural factor embedding

o Ult(M|n, F) = i3 (M|n) = NI|A,

given by
M
o(la 9)") = o, g3
in the case k(M) = 0. One can use o to to show that iyln(E) is on the N sequence. It is

the connection between iyln(E) and % (E) provided by o that we wish to abstract.

39See [0, §4.3]. M is strongly stable iff 77,% ary IS not measurable by the M-sequence. In particular, if
k(M) =0, then M is strongly stable.
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One shows that igm(E) is on the N-sequence by factoring o, using the Ult(P, F') for
P* in the (M, M|n) dropdown sequence as factors. We shall apply Theorem 4.1 to the
natural embedding from Ult(P, F) into i%(P), where P+ and Q" are successive elements of
the dropdown sequence. The next two lemmas capture the uses of the condensation theorem
here.

The lemmas are complicated by the fact that Ult(P, F') might have type 2. In that case
Ult(P, F') cannot be an initial segment of Ult(Q, F'), and it is € (Ult(P, F')) that is an initial
segment of Ult(Q, F'), where k = k(P).

Lemma 4.6. (AD") Let P and Q be countable premice such that P <@ and k(P) > 0.
Suppose that p~(P) is a cardinal of Q and that p~(P) < p=(Q). Suppose that F is an
extender that is close to P with crit(F) = p < p~(P). Let

o: Ul(P,F) — i%(P)
be the natural map, and suppose there is a A such that (i%(P),A) is a mouse pair; then either
(i) Ult(P,F)<i%(P), or
(it) UlLt(P, F) has type 2, and for k = k(P), €(UI(P, F)) <i%(P).
Proof. Let k = k(P) and n = k(Q), and
it P — Ulty(P,F) = R
and
Jj:Q — Ult,(Q, F)
be the canonical embeddings. We have the factor map
o: R— j(P)

given by o([a, f]5) = [a, f]%. The function f here is rSF, hence X9, so the formula makes

sense.*0

Let

V= pk(P)7
= crit(F).

By hypothesis, v is a cardinal of Q and v < p,(Q), so every r¥¢ function f with domain p
and range bounded in v belongs to P. Thus

pr(R) = supi“v < crit(o).

We may assume that j(P)* is not contained in ran(c), as otherwise R = j(P), so conclusion
(i) holds. But then o witnesses that the reduct R* is a proper initial segment of j(P)*, so
R* € j(P)k, so R € j(P).

40Tf o(P) = 0(Q), so that P = Q|(0(Q), k) where k < n, then by j(P) we mean Ult(Q, F') | k.
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Let
v =supi’v = pp(R),
and
6 = j(v) = pr(J(P)).

That § = pr(j(P)) comes from the fact that j [ P is sufficiently elementary.

Remark 4.7. These things work out if v = o(P), but we don’t use that case in our applications
of Lemma 4.6, so we might as well assume that v < o(P).

Claim 1. 0: R — j(P) is nearly elementary.

Proof. The k-th reduct of P is P* = (P||v, A), where A is (essentially) Thl (v U {w(P)})."

Let
B=Ji(Ana)
a<v
and
C =j(A),
where j(A) is understood properly if o(Q) = o(P).*?> We have for a < v,

o(i(ANa)) =j(ANa),
Bni(a)=CnNja).

So RF <5, j(P)%. Since k > 0, ¢ is cardinal preserving. Thus o, which is the k-completion
of o | R¥ =id, is nearly elementary from R into j(P). H

Case 1. v =09.
Then RF = j(P)*, so R = j(P) and conclusion (i) of the lemma holds.

Case 2. v <.
R* = (j(P)k|y,C N~7), so RF € j(P)|d, so R € j(P)|5. On the other hand, o(i(v)) = 4.
It follows that crit(o) <i(v). Set
a = crit(o);
then
v <a<i(v).

We want to apply the Condensation Theorem 4.1. For this, let m largest such that
a < pm(R). 7= pr(R), so m < k. Let
X=R|m,
Y = j(P) L m.

Y (P) = (pr(P),v,nl), where 5} is the r£F cofinality of py(P).
42In that case, Thf (v U {wy(P)P}) is coded into Th? (v U {p,(Q) U {w,(Q)}) since o(Q) = o(P), k < n,
and p,(Q) = v. We take then C = Thy"™ @) (j(v) U {ji(wi(P))}).
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Then ¢ : X — Y is nearly elementary (in fact, elementary) and 7 = p(X) < a < p~(X). X
is a premouse and X € Y. Let us suppose first that X is sound. (If not, then R has type 2,
and X = R~ is only almost sound.) Letting 2 = Ay,

o:(X,Q7) = (Y,Q)
is nearly elementary in the category of mouse pairs. We get from 4.1 that either
(a) X <Y, or
(b) X <« Ulty(Y, EY).

We will be done if we can rule out (b).

Subcase 2.1 v < a.
Then (v7)* < a. But X € Y and p(X) =, so (v7)* < (7)Y, so a = (7). But then
(b) cannot hold, because « is a cardinal of Ulty(Y, EY) and X defines a map from « onto 7.

Subcase 2.2 v =q.

Suppose v is a limit cardinal of P. It follows that « is a limit cardinal in X and Y. But
then £ = (), as desired.

Next suppose v = (k7)F, where « is a cardinal of P. It follows that j is continuous
at v, for otherwise we have a 3% function f : y — v with cofinal range. We then have
a X9 function g such that for all £ < p, g(€) be a wellorder of s of ordertype f(£), and
{(&,m,N) [ n <g¢) A} witnesses that p,(P) < s, contradiction. So j is continuous at v. On
the other hand, our case 2 hypothesis is that j is discontinuous at v. This finishes Case 2
and the Lemma under the assumption that X is sound. We have (i) of the Lemma in this
case.

Suppose now that X is not sound. It follows that P has type 1B, ¢ is discontinuous at v,
and R has type 2. Thus p(R) < pr—1(R), so m =k — 1. Let

Z =¢,(X),

so that
R~ =Ul(Z, D),

where D is the order zero measure of Z on pi(R) = i(v). We have that ip o o is a nearly
elementary (in fact elementary) map from Z to Y, and crit(c o ip) = crit(c) = «. By the
condensation theorem 4.1, either

(a) Z<aY or
(b) Z < Ulte(Y, EY).
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One can rule out (b) by the same argument that we applied to X. This gives us (a), and
hence conclusion (ii) of the Lemma.*?
[J Lemma 4.6

Lemma 4.6 concerns the step from P to () = R~, where P and R are successive elements
of a dropdown sequence. The next lemma concerns the step from R~ to R.

Lemma 4.8. (AD" ) Let Q) be a countable premouse with k(Q) > 0 and F close to Q. Suppose
there is A such that (UKQ, F),A) is a mouse pair. Let P = Q~, and o : Ul(P,F) —
Ult(Q, F')~ be the natural embedding; then either

(i) Ult(P,F)<i%(P), or
(ii) Ult(P,F) has type 2, and for k = k(P) and C,(UI(P, F)) «i%(P).

Proof. 1t p=(P) < p~(Q), then this follows from Lemma 4.6. So let us assume p~(Q) <
p(P). Let v = p~(Q) = prs1(Q), where k + 1 = k(Q). (Recall k(Q) > 0.) So letting @ be
the bare premouse associated to @, pk+1(Q) < pk(Q) and o is the natural embedding from
Ult,(Q, F) to Ulty (Q, F).
Let R =Ult(P, F) = Ulty(Q~, F) and r = p(Q). Let S = Ulty11(Q, F) and s = pr41(Q).
The elements of R are [a, fff;]? for 7 a r3; Skolem term. The elements of S are [a, fgs]g
for 7 a r¥i, term. Each f?,f is also of the form f% for some 7. So o is just given by

o(la, 97 ) = la, 9]},

where the superscripts (Q~ and () indicate the two classes of functions used.

Letting i = i% and j = ig, we have the diagram

Q —>R
DN
S
Set

v =supi‘v

= supj“v.

The equality holds because the functions bounded in v used in Ult(Q~, F) and Ult(Q, F)
are the same. We have

¥ = pr1(9),

43 A stronger possible conclusion for 4.6 would demand condensation for the external part of A. Namely,
either

(i) (UIt(P,F),A%)<(i%(P),A), or

(ii) Ult(P, F) has type 2, and for k = k(P) and ip: € (Ult(P, F)) — Ult(P,F) the anticore map,
(€x(ULtL(P, F)), A7'P) a (iR (P), A).

Using [9], we get the stronger conclusion when crit(o) < p(Ult(P, F).
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and
j(s) = prra(S)
by the general theory of Ulty..

Claim 1. v = pp41(R) and peia(R) = i(s).

Proof. That v < pr+1(R) and i(s) <jex pr+1(R) follows from the usual proof that solidity
witnesses are mapped by i to generalized solidity witnesses. The reverse inequalities follow
from the fact that R = Hull}l,, (v Ui(s)).

Claim 2. ¢ is nearly elementary.

Proof. The proof of Claim 1 shows that o is ¥y elementary as a map from R* to S*. We
must see that o is cardinal preserving. This follows from the elementarity if £ > 0. If k£ =0,
then for f € Q,

R E [a, f] is a cardinal iff for F,, a.e. u, @ |= f(u) is a cardinal
iff S = [a, f] is a cardinal.

The first line holds because the function g(u) = first map from |f(u)| onto f(u) belongs to
Q. This shows that o is cardinal preserving when k = 0.

Claim 3. If 0“pr(R) is unbounded in py(S), then R = S~.

Proof. Let g and h be the ¥; Skolem functions of R* and S*. If a < pi(S), then we have
o = h(B,s) for some B < pri1(S). By hypothesis, o = h5"190)(5, 5) for some § < pi(R).
(Here the superscript S*||o(d) indicates a bound on the witness that h(3,s) = a.) But then
a(g(6,7)) = a, so a € ran(a). So pip(S) C ran(o), so RF = S* so R = S5~.

By 3 we may assume that ran(o) is bounded in pg(S). For this it follows easily that
R € S. If Ris type 1 (that is, k-sound), then since R = Hull?, , (crit(o) Upy11(R)), Theorem
4.1 applies, and we get that R <1.S. (The case crit(o) is an index of an extender in S is ruled
out as in Lemma 4.6.) If R has type 2, then R = Ult(€(R), D), where D is the order zero
measure of €4(R) on i(pr(Q)). We then get €4(R) < S by applying Theorem 4.1 to o oip.
(Once again, we rule out crit(o) being an index of an extender in S as in the proof of 4.6.)
This proves Lemma 4.8.

We isolate now, in the definition of “resolution of ¢”, a fairly extensive list of the prop-
erties of sequences of factor embeddings such as those in Lemmas 4.6 and 4.8. Lemma 4.11
then shows that for certain M, F, and &, the natural o: Ult(M|€, F) — i¥(M|€) admits a
resolution. This example is the entire motivation for the definition. We say that o “respects
drops” iff it admits a resolution.

Definition 4.9. Let B be a type pfs premouse and k = k(B); then C(B) = B if B has type
1, and C(B) = €(B) if B has type 2. If B has type 2, D(B) is the order zero measure D
on pr(B) such that B = Ult(C(B), D). If B has type 1, D(B) is a principal measure. In
both cases, ip: C(B) — B is the ultrapower (i.e. anticore) map.
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Definition 4.10. Let N be a premouse, and o: N|n — N|X be nearly elementary, where
n < A <o(N). We say that o respects drops over (N,n, ) iff letting n = n(N,n), we have
n; for 1 <17 < n+ 1 such that

N=m<n <. < =A
and n = n(N,n;) for all i, together pfs premice B, for 1 < k < n such that
C(B}) = Ar(N,mi)~
for all 4, k, together with nearly elementary maps
o;: Bf — Bf“

defined for 7 < n such that
0=0,0..001,

and the following hold.

(a) k(B}) = k(B}) for all i; let my, be the common value, and set
Y = P(By) = pmy+1(By)-

(b) C(B)) is sound, that is, my + 1-sound.

(c) For all i < k, B = C(BF).

(d) o3 [ = id, 04(pm,+1(B})) = P2 (Bi), and 04(m;) = 1.

(e) Either

(i) m = nis1, B,i = B,i“ for all k, and o; = id, or
(ii) m; < M1, C(BY) < Bt

(f) For i <mn, vt} <~ and either

(i) =9 and o; [ v +1= id, or

(ii) 4/ is a limit cardinal of B!*!.

We call (7, B, @) a resolution of o.

We are allowing 7; = 7;+1 here simply for its bookkeeping value. Since C (BY) is m; + 1-
sound, o; is determined by B! and B*'. The Bj are in turn determined by 7;. Thus the
whole of the resolution is determined by the sequence of n’s.

Lemma 4.11. Let M be a premouse, 1 < o(M), and E = E,%W %+ (. Let F be close to M,
crit(F) = p < M(E), and N = Ult(M, F). Let

o Ult(M|j, F) — i% (M|7)

be the natural factor map, X\ = ¥ (%), and n = o(Ul(M|7, F)); then
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(a) U(M|7, F) = Ny, and
(b) o respects drops over N,n, \.

Proof. Let n = n(M,7) and A; = A;(M,7) for i < n. Since i¥ is elementary, it is almost
exact, so n(N, A) € {n,n+1}. We assume that n(N,\) = n. The other case is quite similar.
We must define a resolution (77, B, d) of 0. We start by setting 7,41 = A, and then define
the n; and associated objects for ¢+ < n by reverse induction on 7. In the end we shall have
m =n. As we go we shall verify the properties of a resolution.
Let fori <n

mﬁ—l-k( i),

( Z> = (Ai>7
Bn+1 l( ,)\

and
Y = pm(Ai(N, X)) = p(B[).

Let i,.1 = i¥. By our preservation lemmas 4.4 and 4.5, i,.1(A;) = A;(N, ) for all i < n,
so m; = k(B!") for all i <n. Also,

Y iny1(7i) ifi<n
! SUp 41y if i =n.
Now let us define 1, and o,. Set
By =Ult(A,, F) =Ult,, (A, , F),

and

T = in(ﬁ),

where i,,: A, — B is the canonical embedding. We have that k(A, ) = k(B);) = m,, and i,
is elementary, that is, rY,,, . elementary. It is possible that B" has type 2.* Let

On: B" — i, (A)) = B

be the natural factor map. o, is nearly elementary as a map on premice of degree m,,, and
since 0, 00y = iny1 [ AL M1 = 0n(1n)-

Claim 1.
(a) Pmp+1 (BZ) = SUpP iy Y = SUPlpy1 Yo < pmn+1<BZ+1)'

(b) on [y = id.
44This happens iff A, has type 1B and 7,,, (A;,) = .
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(C) O-N(pmn—H(Bg)) = pmn+1(BZH)-

Proof. For (a): pm,+1(BY) = supi,“pm,+1(A;,) = supi,“y, by the general properties of
Ult,,, ; see the proof of Lemma 4.8. Every 7’2% M) function from p into 7, with range
bounded in 7, belongs to M because n = n(M, 7). Thus supi, “y, = sup i1 “y,. Finally,
panrl(BZ—H) = SupinJrl“’Yn if An = M7 and pmn+1(Bg+1) = SupinJrl(an) if An < M7 50
SUPini1“Vn < P, +1(BY) in either case.

(b) follows from the fact that both ultrapowers use the same functions with range bounded
in 7,, namely just those functions belonging to M.

For (c) we use the solidity and universality (over C(B}))) of pp,+1(B}). See the proof
of 4.8. O

Claim 2. If A,, has type 1B, then i, is continuous at ~,.

Proof. 1f A, has type 1B, then p=(A,) = pm,+1(An) = 7n is X regular in A,. If 4, is
discontinuous at v, then =, is r¥,,, singular over A,. But v, < pn,(A4,) because A, was
the first level of M with p~ < ~,. Thus 7, is X singular in A,,, contradiction. O

Claim 3. C(B}') is my, + 1-sound; moreover, p,,, +1(C(B})) = in(Dm,+1(An)).

Proof. 1If A, has type 1A, this follows from the usual properties of Ult,, ; see the proof of
4.8. The proof also works if A, has type 1B, except for the problem that C'(B!?)" may have
type 2. But if A, has type 1B, then p,,,+1(B}}) = in(pm,+1(A4,)) by Claim 2. This implies
that C(B]!)* has type 1B, rather than type 2. O

The next claim is the main step in our proof, the place where we integrate the conden-
sation arguments in Lemmas 4.6 and 4.8.

Claim 4. Either C(B!) = B = B"*', n, = 41, and 0, = id, or C(B") < B,
Proof. Let D = D(B)), C = C(B}!), and m = m,,. Let

T =0,01p,

so that m: C' — B""! is nearly elementary at degree m,,, and crit(m) > pn41(C). (Note
Pmi1(C) = ppi1(BY) =) If 7 = id, then C = B" = B""! 5, = 0,41, and 0, = id, and
we are done. So suppose that m # id; we shall show that C' < B*L.

We show first that C' € B!

For that, suppose first that p,1(C) < ppa1(BPTY); then since C is coded by

Thglﬂ(pm“(C) U {r}) for some parameter r, and

Bn+1

Thiy 1 (pms1(C) U {r}) = Thiy (pms1(C) U {oa(r)}),
we get that
Thiy 1 (pmir (C) U {r}) € B,

so C'€ B+t
Suppose next that p,,11(C) = ppa1(B2™). Let X = C™ and Y = (B"™)™ be the two
reducts. 7 [ X = 0, [ X is Xy elementary from X to Y, p1(X) < p1(Y), 7 | p1(X) = id, and
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T(p1(X)) = p1(Y). Since pmi1(An) < pm(An), p1(X) < o(X) and p1(Y) < o(Y). It will be
enough to show that ran(r) is bounded in o(Y"), for then Thi (p1(X)U{p1(X),p1(X)}) €Y,
so X €Y,s0C e B

So suppose ran(7) is unbounded in o(Y’). It follows that 7 is ¥; elementary from X to
Y. If A, has type 1A, then Y = Hull} (py(Y) U py(Y)), so Y is ¥;-generated from points
in ran(r), so X =Y and 7 | X = id. Thus 7 = id, contradiction. If A, has type
1B, then Y = Hull) (p1(Y) U {p1(Y), p1(Y)}), so we just need to see that p,(Y) € ran(n)
for our contradiction. But p1(Y) = ppi1(B™) = i1 (pme1(An)), since if ppiq (B <
int1(Pmy1(Ay,)) then we must have A, = M and py,1(B"™™) = supini1 “pmi1(A,). This
implies pm—&-l(B:LH_l) < ﬁm+1(Bg+1> = in—i—l(pm—l-l(An))a 80 BZ—H has type 2. But BZ—H <N,
so it has type 1.

Thus C' € B**!. By the Condensation Theorem 4.1, either C'<t B! or C <Ult(BI !, G),
where G is on the B""! sequence and 1h(G) = crit(w) = crit(o,,). One can rule out the latter
possibility just as in the proofs of Lemmas 4.6 and 4.8. Thus C' < B*™!, as desired. O

Before we proceed to the general inductive step, we need some claims that deal with the
possible difference between B]! and C(B}}).

Claim 5. If C(B) # B, then there is a limit cardinal £ of B} such that £ > p,,, (B]') and
B¢ = C (B¢
Proof. If C(B}) # B}, then B has type 2, and we can take £ = p,,, (B}). O

Proof. Let m = m,,. Note
Tn—1 S ,Om(An),

since m + 1 = k(A,,) is by definition the least ¢ such that p;(A,) < Yn-1. If p(An) = Yn-1,
then A, = A,_1, and
pm(BZ) = Sup In “’Yn—l < Zn(’71> = 7’?’

foralli <n—1, s0 py,(BP) =~"_, and we are done.
Suppose next that

Yn—1 < pm<An)-
For all i <m, 7,1 < pi(Ay), so for all i < m, v,_1 < pi(4,), It follows that A, 1 € A,, so

n

Yr-1 = in(Yn=1) < SUPin “Pm(An) = pm(By),

as desired. O
Note also

Claim 7.
(a) n(N,n,) =n.
(b) C(Bp)* = An(N, 1)

(¢) For k <n, B} = Ugl(BZH) and v = ‘7;1(71?“)'
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(d) 7 < Aptt,

Proof. These are all immediate consequences of the claims above. 0
We proceed to the inductive step. Suppose 1 < e < n, and suppose that for all &k > e+1,
BF, B',j“ and oy,: BY — B,’jﬂ satisfy Claims 1-7, with k and k + 1 replacing n and n + 1.
We define
BS =Ult(A,, F) = Ult,, (A, F),

and let
te: A, — B¢

be the canonical embedding. Let
0ot B¢ = io1(A]) = BE™

be the factor map. o, is nearly elementary as a map on premice of degree m.. Let

MNe = 26(7_7> = 03_1(77@+1)~

Claims 1-3 hold with e and e + 1 replacing n and n + 1, with the same proofs. We need
a stronger version of Claim 4 now.
Claim 8. Either C(B¢) = B¢ = B and 0, = id, or C(B¢) < BStt < C(BH).

Proof. Suppose the first alternative does not hold. The proof of Claim 4 yields that C'(B¢) <

Bt and Bt < BEf, so we may assume that C(BSH) # BST. By Claims 5 and 6 at

e+ 1, we may fix a limit cardinal & of BSH] such that
BEle = C(BeL)IE

and 7t < €. But C(B¢) has cardinality 7¢ in BEf{, and v¢ < ¢! Thus

C(BY) < B (v HBE g (B,

as desired. U
It is easy to check that Claims 5 and 6 hold with e and e + 1 replacing n and n + 1.
Let us address item (f) in the definition of resolutions. ( Item (f) did not apply when

e=n.)

Claim 9. v¢H < ~¢, and either

(i) ve=~tand o, [9E+1= id, or

(ii) 7€ is a limit cardinal of B¢,

Proof. This is trivial if C(B¢) = B¢ = B¢™ and 0, = id, so assume otherwise. By Claim 8,
C(B¢) < B¢, so B¢ € B¢™! and has cardinality v¢ in BT,
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For the first part, note

e+1 __
Yesr1 = SUP Ze—f—l 7€+1

= SUP le “Vetr1 < SUP e Ve = Vs.

The second equality holds because the two ultrapowers use the same functions with range
bounded in 7.;1, namely those belonging to M.

Suppose that v, is a limit cardinal of A.. It follows that 7¢ = supi. “y. is a limit cardinal
of B¢, and since ¢ < crit(o.), 7¢ is a limit cardinal of B¢™. Thus we have (ii).

Suppose that 7. = xT4<. By the definition of A.,:, letting m = m.,; we have that
Ye = kA and pp(Aes1) > Ye. If 7. has r¥,, cofinality 4 in A.,q, then one easily gets
that p,,(Aer1) < K, contradiction. Thus

Vet = sup e “Ye = des1(7e)

= SUp ie “Ye = te(Ve)-

This shows that (ii) holds. O
Finally, the analog of Claim 7 takes more work when e < n.

Claim 10.

(a) For k < ¢, Au(N, 1)~ = 07 (Au(N,mesn)) = 07 1 (BEFY).
(b) A(N,n)~ = C(BY)*.

)
) A
(c) For k > e, Ax(N,\.)” = C(BH)*.
(d) n(N,n.) = n.

Proof. Part (a) follows from Lemma 4.4, and this implies that o.(¢) = 7¢*! fot k < e.

Part (b) holds because ¢ = p(C(B¢)) = p(BS) = supic“Ye < le(Ve—1) = Y5_1, and i,
preserves the fact that all P such that A, < P <9 A._; satisfy 7.1 < p~(P). (See Lemma
4.3(c).)

For (c), we show first that A.1(N,n.)” = C(BS]). We have that C'(B¢)<1B¢H <C(B)
by Claim 8, and

p(C(BEL)) = v < e = p(C(BY))
by Claim 8. So it will suffice to show that whenever C'(B¢) < Q < C(BSE)), then v¢ < p(Q).
If Bt 9Q <1 C(BS]) then
% <7 < p(Q),

as desired. So suppose C(B¢) < Q < B¢t and p(Q) < ~¢. If Q € B¢, then ~¢ is not a
cardinal of Bt contrary to both alternatives (i) and (ii) in Claim 9. Thus Q = B¢ | k
for some k < m, = k(B¢™). This means

Pt (BET) <A <A = pa (BT,

a contradiction.
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Thus Ag+1(N,n.) = C(BSH)*T. Tt is then easy to see that
Ae+2(N7 776) = A6+1<N7 776+1) = C(B:ig)Jr?

and so on until we reach A, (N,7n.) = C(B)*. Here the value of p~ is 4%, and no higher
levels of N project strictly below that. Thus n(N,n.) = n. This finishes the proofs of (c)
and (d). O
In view of Claim 10, we may set Bf = Ax(N,n.)~ and v* = p(Bf) for all k < n, and we
have the properties of a resolution that apply to the 7;, o;, and Bj, for i > e.
Eventually we reach e = 1. Since Ay = M]|7 is active and o = o(N|7),

n=pi(NI7),
my = 07

and
B} = Ulto(N|ij, F).

B} = C(B{) because m; = 0. Thus B} < N. It its clear that ¢ = 0,,0...0 0y.

4.3 Weak tree embeddings

For most purposes, we need only consider weak tree embeddings that act on A-tight, normal
plus trees. This is because we have already shown (assuming AD™)% that if (P, ¥) is a mouse
pair with scope HC, and (N, A) is an iterate of (P,X) via the plus tree 7T, then (N, A) is
an iterate of (P,X) via a A-tight, normal plus tree &.%® Tt is convenient to restrict attention
to A-tight, normal trees; in particular, the fact that they are length-increasing means the
agreement properties between their models are simpler. So we shall do this.*”

Definition 4.12. Let S and T be plus trees with the same base model. A weak tree
embeddmg d: S — T is a system <U, u, {3§}§<lh87 {tC}C+1<th7 {UC}C+1<1h3> such that

1. v :1hS — 1hT is tree-order preserving, u : {n|n+1 < 1hS} — hT, v(§) = sup{u(n) +
Ly <&}, and v(§) <7 u(§);

2. For n <s 57

(a) s¢: MF — M@) is elementary and sp = id)s;

v
~T _ ~S
(b) Zy(my(e) © 50 = ¢ 0 Ty,

(c) te = ivT(f),u(f) o s¢ (so te is a partial elementary map Mf — M;r(g));

45See Theorem 3.41.

4674 is the normal companion of 7, re-arranged so that each plus extender ET used in the normal companion
corresponds to two extenders E, D used in U.

47 As we shall see below, in one case the natural embedding from the full normalization X (s) of a stack of
plus trees to its embedding normalization W (s) is not quite a weak tree embedding in the sense of 4.12. We
shall describe the slightly more general notion of weak tree embedding ®: & — T required in this case in a
future draft of this paper. It amounts to allowing the MI to be of type 2.
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3. for €+ 1 < 1hS, n = S-pred({ + 1), and n* = T-pred(u(§) + 1),

(a) Either
(i) (X-case) o¢ : MuT(g)]lhEuT(g) — MUT(E)Hhtg(Eg) respects drops, Jg(E;r(f)) =
te(E¢), and ran(t¢) C ran(o), or
(i) (W-case) o¢ : M;r(f)ﬂhtg(Eg) — MuT(é)HhEuT(g) respects drops and E;r(é) =
g o te(EY);
(b) n* € [w(n), u(n)]r,
te TThE? +1  in the W-
(c) seqr [ IWEF = Jg_f ¢ [ IhFe : ?n A
oc ote [IhEZ +1 in the X-case.

Note that a tree embedding is just a weak tree embedding in which o = id for all
¢4+ 1 < IhS. In particular, a tree embedding is in both the X-case and the W-case at £ for
every £ + 1 < lhS.

We now extend our Shift Lemma and Copying Construction for meta-trees to the case
where we have a weak tree embedding rather than a tree embedding. We shall just state the
relevant results. The calculations involved in their proofs are quite similar to those we have
done in the tree embedding case, so we defer them to a later draft of this paper.

We first extend our notation to weak tree embeddings.

Definition 4.13. Let ¥ : S — 7 and Il : U/ — V be extended weak tree embeddings, F' an
extender such that F'~ be an extender on the MS -sequence, and G' an extender such that
G~ is on the M -sequence. We say that the Shift Lemma applies to (V,11, F, G) iff letting
p= ﬁ<S7F) and % = B(T7 G),

1. MS[h(F) < dom(tY) and G = t¥ (F),
2. W B+1~II]B+1,
3.7 18 +1=V]p+1
4. g e [(B),u™(8)]y and if B* < u"(B), then either
(a) if IT is in the W-case at 3,
oy oty | dom(F)U{dom(F)} = s 4. | dom(F) U {dom(F)}, or
(b) if IT is in the X-case at 3,
(05) "oty | dom(F)U{dom(F)} = sj 4. | dom(F) U {dom(F)},

5. if 841 < 1h(U), then dom(F) < MY [Ih(EY), and
6. if 8" + 1 < Ih(V), dom(G) a MY,

Ih(EY.).
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Lemma 4.14 (Shift Lemma for weak tree embeddings). ¥ : & — 7 and Il : U — V be
extended weak tree embeddings, and let F' be an extender such that F~ be an extender on
the sequence of the last model of S and G be an extender such that G~ is on the extender
sequence of the last model of T. Let ag = ao(S, F') and ofy = ao(T, G).

Suppose that the Shift Lemma applies to (V, 11, F,G). Then V(U,S,F) and V(V,T,G)
are defined and, letting p the greatest ordinal such that V(U,S, F) | u is wellfounded and p*
the greatest ordinal such that V. (V,T,G) | u* is wellfounded, there is a unique partial weak
tree embedding I' : V(U, S, F) [ u— V(V,T,G) | u* with mazimal domain such that

L. TlTagy+1~=V [ay+1,
2. ut(ap) = o),
3. either

(a) o, = id, or

(b) ag+1 < INS), oy = u(an), and o}y, = o ; and

oo’
4. To®VWUSE) — VTG o 11 (on their common domain,).

Moreover, if ¥ and Il are in the X-case at everywhere, so is I'; if ¥V and I1 are in the W -
case everywhere, so is I'. If V(V, T, Q) is wellfounded, then V(U,S, F) is wellfounded and
I is a (total) extended weak tree embedding from V(U,S, F) into V(V,T,G). If VIV, T,G)
15 wellfounded and also 11 is non-dropping, then I' is a non-dropping extended weak tree
embedding.

Note that this Shift Lemma implies the Shift Lemma for tree embeddings, as if ¥, II are
tree embeddings, they are in both the X-case and W-case everywhere, so I" is as well, which
implies I' is a tree embedding.

Theorem 4.15 (Copying). LetI' : S — T be a non-dropping extended weak tree embedding.
Let S = (8¢, @™, Fp | £,¢ + 1 < INS)) be a meta-tree on S.

Then there is some largest p < Ih(S) such that there is a meta-tree T'S =
(Te, UM . Ge | &,¢C+ 1 < ) on T with tree-order <s| p and for & < u, non-dropping ez-
tended weak tree embeddings T : S¢ — T¢ with (total) last t-map t5, such that

1. T =19,
2. Ge =15, (Fy),
3. and for alln <g &, TS o & = W€ o [,
Proof. Similar to copying meta-trees via ordinary tree embeddings.

As usual, the copying construction guarantees that we have pullback strategies.

Definition 4.16. For S, 7 countable plus trees of successor length on a premouse M,
® : S — T a non-dropping extended weak tree embedding, and X a strategy for finite
stacks of countable meta-trees on 7, we define the pullback strategy ©? for finite stacks of
countable meta-trees on S by

S is by 2% < &S is by X.
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Lemma 4.17. Suppose (M,) is a mouse pair, S and T are countable plus trees on M, T
is by X, and ® : S — T is a non-dropping extended weak tree embedding. Let A = 3% be the
induced meta-strategy for T ; then A has meta-hull condensation, normalizes well, has the
Dodd-Jensen property relative to 3, and if M is a lbr premouse, A is pushforward consistent.

As a corollary to Lemma 4.17 and our main comparison theorem, we get the main theorem
of this section. (More properly, it is Theorem 3.36 and its Lemma 3.37 that are relevant.)

Theorem 4.18. Assume ADY. Suppose (M,X) is a mouse pair such that ¥ is coded by a
Suslin-co-Suslin set of reals. Let S and T be plus tree on M. Suppose that T is by ¥ and
there is a weak tree embedding from S into T ; then S is by 3.

4.4 Full normalization

Finally, we describe the full normalization construction. We shall make some minor simplify-
ing assumptions as we do that, to the effect that certain ultrapowers are not type 2 premice.
These assumptions can be removed in a way that is conceptually simple but notationally
complicated, so we save the general case for a later draft of this paper.

Suppose we are given a maximal stack of A-tight, normal trees s = (Sp,...,S,). The
first of our simplifying assumptions is that each &; has a strongly stable base model. That
guarantees that all models of all S; are of type 1.%® We shall define, subject to further such
simplifying assumptions to come, a putative A-tight, normal tree X (s) and possibly partial
weak tree embeddings ¥ : Sy — X(s) and I' : X(s) — W(s). By Theorem 4.18, if s is by
the strategy of some mouse pair (P, ), then since X (s) weakly embeds into W (s), X(s) is
also by ¥. Our construction guarantees that s and X(s) and s have the same last model.*

As with embedding normalization, we first handle the one-step case. Let S, 7T be A-tight,
normal trees of successor length on M, where M is strongly stable. Let F' be on the sequence
of last model of 7. Let o = a(F,T) and 5 = S(F,T). Suppose that S [ f+1=T [ f+1
and domF < )\(E‘g ), if 5+ 1 < 1hS. Granted our simplifying assumptions, we shall define
X =X(S,T,F), and a partial extended weak tree embedding from S into X,

\Ij — \IJX(S,T,F)
= (v, u, {s¢}e<ms, {tcfcr1<mss {octeri<ms)-
We also define a partial extended weak tree embedding

= I\X(S,T,F)

of X into W= W(S, T, F) such that

FoWU =& = dWET.F),

48Gtrong stability for the base model of Sy does not imply strong stability for its last model, the base
model of S1, because the main branch of Sy might drop.

49We must assume that s is maximal, because normal trees are maximal. For example, if s = (E, N, F)
is a non-maximal stack on M with Ih(E) < crit(F'), then there is no normal tree on M with the same last
model as s. Thought of as a single tree instead of a stack, s is non-overlapping, but has a gratuitous drop,
and so it is not normal.
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The component maps of ® and I' we shall indicate by adding superscripts. We shall have
u' = id. In ¥ the X-case will occur everywhere, and in I" the W-case will occur everywhere.

As with embedding normalization, we may reach illfounded models in forming A and
stop when we do. We say that X is wellfounded if we never reach illfounded models. When
S and T are by a strategy 3 which has strong hull condensation, X will be wellfounded.
In this case, X will have last model Ult(P, F'), where P is the longest initial segment of the
last model of § to which F' applies. and, moreover, the embedding normalization map of

W (S, T, F) will be the last t-map of I":

WS TF) _ o
Welet X [a+1=T [ a+1and EY = F. For the rest of X', we consider cases.

The dropping case. F'is applied to a proper initial segment P <M g lhES, if 34+1 < 1hS,
or P<1Mg if 5+ 1=1hS.
In this case we've described all of X already:

X =T a+1(F).

Notice here that Ult(P, F') has type 1. For otherwise, letting & = k(P), we have that
crit(F) = nf. Since P is stable, that implies 0" < py11(P), so that Ult(P*, F') makes sense.
Our case hypothesis is that P<M g HhE‘g or or P<M /‘39 , so in either case, F' should have been
applied to P* rather than P.

Recall that in this case we also let W(S,7,F) =T [a+17(F),so W= X.

We let ¥ be the identity on S [ 8+ 1 except we set u(8) = a + 1 and t5 = k. We also
let T' be the identity (on X = W). Recalling how we defined ®"(S:7-%) in the dropping case,
we have ® =1 o U.

Note that Ult(P, F) is the last model of X, and o"V(&T-F) =t} | =id, as desired

The non-dropping case. Suppose F' is applied to an initial segment P < Mg with
]\/.I'g|lhE239 < P,if f+1 < 1hS, or F is total on Mg if 541 =1hS. We define ¥, I" and X as
follows.

We define v = u¥ as we did in embedding normalization:

u(€) = § if £ < 8,
a+1+(E—-p) ifE>8.

The models of X are given by setting My* = M, if § < a, and

e {Ult(P,F) if € = B, and
) =

T\ U(ME,F) ifg > B,
Note that for all £ > 3, F is total on M and crit(F) < p~(Mg). This follows easily from

Proposition 4.19. Let U a normal tree, £ +1 < WU, and p = lhElg’. Then if £ < 6 < IhA,
then u is a successor cardinal of MY and for k = deg(MY), p < pp(MY).
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Proof. Well known and routine.

However, it can now happen that some of the Ult(M] g , F) for £ > [ have type 2. Similarly,
when P = M§ it can happen that Ult(P, F') has type 2. (The branch to the relevant model
must have dropped to a premouse that is not strongly stable in this case.) We wish to avoid
this possibility, because it adds a notational mess without requiring any important new ideas.

Simplifying assumption: Ult(P, F') and all Ult(Mg, F) for £ > § have type 1.

We shall describe how to remove this assumption in a future draft.?®
Under our simplifying assumption, X will have the same tree order and length as W,
and we set ul' = vl = id. We can also now specify the remaining t-maps of U:
MS
te =ip’.
What is left is to find the extenders Egv that make X into an iteration tree, and to finish
defining ¥ and T'.
Proposition 4.19 implies that for pu = lhEg and £+ 1 <n <1hS, teyq [ (p+1) =1, |
(1 +1). In general, we do not have that t¢ | p = teyq [ p . What we have is the following
diagram

S e — S
VI VI

t
ME||p —— te(MF||p)

IS¢
m T

te (ME||p) = UL(M||p, F)

tey1(ME||p) is the ultrapower computed using functions in ME||u and te(Mg||p) is the
ultrapower computed using all functions in Mg. rs¢ is the natural factor map. (“rs” is
meant to suggest “resurrection”.) Having defined the E: for 7 < u(€), we get at once from
Proposition 4.19:

Claim 1. For any v < u(), rs¢ | lhE;Y +1=1id. Also, rs¢ | IhF +1 =1d.

So for any 0 > £+ 1, ¢y | lhE%S =teqr | lhEéS . We define now extenders Ef which make
X into a normal iteration tree. To start, we let

T.
2 _ EJ ity <a
Fifv=a«a

~

50The construction we are doing produces a system Y (S, T, F) that has premice of type 2 on it, together
with a (generalized) weak tree embedding ® from Y (S, 7T, F) to W(S, T, F) whose u-map is the identity.
Y is not literally an iteration tree, but we can convert it to one that reaches the same models, but using
additional steps. This involves inserting ultrapowers by order zero measures into the full normalization X,
so that it can reach premice of the form Ult(Q, F')~, where Ult(Q, F') has type 2. Note Ult(Q, F)~ has type
1, so it could be a model in a normal tree on M. Adding these order zero ultrapowers means that X (S, T, F)
and W(S, T, F) may no longer have exactly the same tree order. Nevertheless, the existence of ® implies
that X is “good”, granted that W is good.
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Now let v > a, so v = u(§) for some £ > . Assume that £ > [; the argument when
¢ = [ is similar, but M g gets replaced by the initial segment P < Mg indicated above. Let
W= lhEg. We have the following diagram.

tg .
ME— s M, = UW(MEF)
vl vl
t
Mg\ —— te(ME|p)

TSg
m T

tent(ME|n) = UL(ME|p, F)

The difference from the preceding diagram is just that Mg| 1 has a predicate symbol F
for EY, while M| is passive. The maps remain elementary (i.e. ¥; elementary) even with
this added predicate.

Applying Lemma 4.11, we have

Claim 2. Ult(Mgm,F) g M;‘EE) and rs¢ respects drops over (Mﬁg),t&l(u),tg(u)).

We set
X _ pU(MS|u,F)
By =770
= the top extender of Ult(Mgm, F)

= | tes1 (BE N M),

a<p

We may sometimes write
X S
By = ten1 (E)

though literally Eg ¢ domter;. We do always literally have lth € domtgy and
ter1(hES) = IhE . We now let

G=E;
H = 1(G)
H =tc1(G) = Ejg).
Claim 3. (a) For any 6 < ¢, IhE7, < IhH
(b) IhF < \(H)
(c) For any 6 <&, critG < \(E§) < critH < )\(Eff(é)) & critH < A(Eff(a))

(d) If critG < \N(Eg), then critH = critH. In fact, H | lth(é) =H| lth(é).
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Proof. For (a), let § < £&. Then, using Claim 1, hE§ < lhEg, SO

WE} ;) = tsp1(IhES) = te 1 (IhEY)
< t§+1(lhE§’) - lth(g),

as desired.
For (b), critF'* < A(EY), so

ME|p, oy ME|p S X
ipt (critF ™) =ThE <ip® " (AEL)) = MEyg)-
For (c), let k = critG' = crit Ef. So te(k) = critH and teyq (k) = critH. Then for § < &,

H<)\(E:;S) iff t5+1( )< ( ()
- telw) < My
it teni(k) < AMEXs),

using on the second and third lines that ts51,%, and t¢y; all agree on lth + 1.
(d) is clear. O

By Claim 3, setting Ef(g) = H preserves the length-increasing clause in the definition of
normality. We now need to check that this choice of extender gives rise to the appropriate
next model when we apply it where we must using the Jensen normality rules.

Let 6 = S-pred(§ + 1). We now break into cases.

Case 1. critG < critF.

In this case, since critF’ < A(E§), 6 < . If § < 3 (so that u(d) = 9), then Claim 3 (b)
tells us that A must be applied in X to the same Q < M{ that G is applied to in S. In
fact, critH = critG = critH.

We then have the commutative diagram

tey _
Mgl — = MY, = U(MZ,,F) Ult(Q, H)
A
Ms o= MY

It is shown in [0, §6.1] that Ult(Mg_,, F) = Ult(Q, H) and that this diagram commutes.
(See the proof of Claim 5 in Case 2, below, for a similar calculation.) The situation when
§ = B is the same: X-pred(¢ + 1) = 8 and H is applied to the same @ that G was. Note
that u(f8) # 5, so u does not preserve tree order, just as in embedding normalization.

96



Case 2. critF < critG.
In this case, d > 8. Also, A(F) < critH, so H is applied in X to some Q < M, where
7> a+ 1. Thus 7 € ran(u) and, by Claim 3, 7 = u(d). That is, X-pred(u(§ + 1)) = u(d).
Let x = critG and P < My be such that M$,, = Ult(P,G).

Claim 4. H is applied to Ult(P, F) in X.

Proof. We have the following diagram.

t
Mg s M
VI VI
Ult P, F
VI 185

P
MEIMES — — iL(MSIhEYS)

[

Ult(MS[IhES, F)

k and [ are the natural factor maps and
ISy — lok.

By Lemma 4.11, Ult(MJIhES, F) < iL(M$[IhES) and 1ss respects drops over
(M5, tss1(ILEF), t5(E5). Note that

k|t ((critGT)MEMES) = iq
because pieqgpy(P) > critG. So tsy1(domG) = ik (domG) and 511 | (critGT)Y = & |
(critGT)P.
We have that P = A, (M, MF|IhES)~ for some e < n, where n = n(M¢, M|IhES). By
the proof of Lemma 4.11,

Ult(Pv F) = B: g t5<P)7

k=0..10..0071,
and
andl = o, 0 ... 0 0,,

where rs; = 0, o ... o gy is the factoring of rs; induced by the dropdown sequence of

(M$, MZ|IhES). Note here that we are using our simplifying assumption to conclude that
B¢ <ts(P).
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Note that for k = critG, p(Ult(P,F)) < ik(k), because Ult(P, F) is generated by
iL(p(P)) Uik”k U IhF, and IhF < if(k). But for k = deg(P), pu(P) > (k%)¥, so
pe(Ult(P, F)) > zF((/-£+) ). Tt follows that H, whose domain is t¢, (domG) = t5,(domG) =
it (dom@), is applied to Ult(P, F) in X. O

Claim 5. Ult(Ult(P, F), H) = M

Proof. This is shown in [0, §6.1], but we repeat the calculations here.
Set N = Ult(P,G) and @ = Ult(P, F'). We have the diagram

N o U(N, F) Ult(Q, H)

P

1g]\ /
P
3

P———Q

Let E be the extender of i o i5; then v(E) < sup zF”/\(G) and for a € [V(E)|<¥, E,
concentrates on critG%. Let K be the extender of i% i%oip, so v(K) <ThH = supip” AG),
and each K, concentrates on critGlel. Let a = [b, g]F, where g € NI\(G) = M5‘9|)\(G) be a
typical element of [supiX” A(G)]<* and A C critG!®l; then

(a,A) € E iff  [b,g]} €ip oig(A)
iff for Fy-a.e. u, g(u) € i5(A)
iff  for Fpae. u, (g(u),A) € G

ME[IhG M |IhG

i (gl i ) e
it ([b,g]p.i(A)) € H
i < ife
i (a,A) €
S S
using in the fifth line that [b, g]¥ = [b, g]M 1 and zf “hG(A) =L (A).

So E = K and Ult(N, F) = Ult(Q, H), as desnred

The proof of the previous proposition shows also that i oig = ig o if. So we have
verified that as long as all the models Ult(Mg , ) are wellfounded, X is a normal tree.
Putting together our work above, we have the following.

Proposition 4.20. 1. X Ja+1=T [a+1

2. M§+1 = Ull(P, F) and tg = Z’?} for P < M[}?;
ME

3. for &> B My = U(ME, F) and te = ip*

4. te = 1S¢ O teyy, TSe Tespects drops, and Efe((é) = t€+1(Eé9)’

5. for d <s & either
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(a) u(6) <x u(§) and t¢ o 2‘35 = if(é),U(E) ots, or
(b) 6 = B and for ¢ + 1 the successor of B in [B,£]s,
cm’tE? < critF, B <y u(&) and t¢ o ig,g = 52‘,”(5)-
For £ < 3, we let t¢ = id and rsg = id. We then have that U = (u, {t¢}, {rs¢}), U is an
extended weak tree embedding from S into X which is in the X-case at every ordinal & + 1.
It just remains to describe the weak tree embedding I' : X — W and verify that 'oU = ¢.
Recalling the one-step embedding normalization, our work above shows that X and WV have

the same length and tree order and u = u¥ = u®.>! We let u!' = id. We just need to define
the ¢-maps of I, which we call ¢, and the o-maps rs;.

T = (id, (7 | € < hX), (1s7 | € + 1 < Ih)).

rs; will be in the W-case at every . Let m, = t.

Since W [ a+2 =T [ a+1(F) = X | a+ 2, we'll have v, = id and rs; = id
for all £ < a4+ 1. Now suppose for all n < £ we've defined partial elementary maps
Yutn) © My — My and maps 18}, + MYY [y (IWE, ) — My, [ThEYY S which respect
drops such that

L7y = Yum) © by,
2. Yu(€) fth = id,
3. if B <n <(, then vy | lth(n) = Yu@m) © ISy | lth(n)

418y ) © Yuln) = Yu(n) © T8y

) Let G, H, H as before. So (1) gives us that EZYE) = Wg(Eg) = v¢(H). Let § = S-pred(£ +
1).

Case 1. critG < critF.

In this case, domH = domH = domG, § < 8, and § = X-pred(u({+1)) = W-pred(u(§ +
1)). Suppose H is applied to P J Mg* = M¢ in X. Then H would also be applied to P if
we had set E,¢) = H. Now, H is a subextender of H under rs;:

(a,A) € H iff (rse(a), A) € H.

So we let € be the natural map from My, ) = Ult(Mg,,, H) into Ult(P, H), i.e.

e(la, f7) = [rsela), [l
Soe [ 1hH = rse | IhH. We have the diagram

MS., 5 M — Ult(P, H)

5'Without our simplifying assumption, this might not be true.
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Since 6 < 3, we have v¢ [ domH = id, so v¢(H) is applied to P in W, and we have the
diagram

MS S M Ul(P H) —Cs MY

E+1 u(€+1) u(€+1)
GT %
H
P Yu(e) (H)
A
M$ = Mgt = M.

where 6 is given by
So 0 agrees with 7, on IhH. We set
Tue+) = 0o
So by the agreement of 6 with 7, and e with rs,
Yug+1) [ IhH = 7y, o 1s¢ [ ThH,

which gives us (3) at £ 4+ 1. It is easy to see that

Tu(g+1) = Yu(e+1) © Let,

so we have (1) at £ + 1. We let

rSZ(gH) = Yu(e+1)(IS¢+1)-

(It can happen that rs¢,q does not belong to M, f(g +1) but in any case rs¢y; is definable from
parameters over M ;fé +1) in a way that is simple enough that we can move it by Yye41).)
This gives us (4).

Case 2. critF < critG.

Suppose first that § < £. This yields that t¢ | IhE§ = teyy [ 1hE§, so te and tey, agree on
dom@, so domH = domH. Moreover, rs¢ | domH = id. Let P < M§ be what G is applied
to in §. We have:

it | domG = t54; | domG = t¢ | domG = t¢y | domG.

As in the previous case, H is a subextender of H via rs¢, so we let € be the copy map

from Mlﬁéﬂ) = Ult(MgH, H) into Ult(P, H), as in Case 1. We again have

¢ | IhH =r1s¢ | IhH.
By (1) at &, we have that

ENtey = me(ES) = vue) (te(BL0) = ey (H).

u
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By our case hypothesis, we have that £ u(e) 18 applied to ms(P) < M in W. Let

P = AB(M:;S,M(?’HIE;;S)_,
k=o0.10..0071,

l=o0,0..0,
where
I'Ss = 0, 0 ...01

is the resolution of the factor map rss given by the fact that it respects drops over
(M5, tsi1(IWES, t5(Ih(EF)).  We have that k : Ult(MF[hES, F) — Ult(P, F) and [ :
Ult(P, F') — t5(P), moreover

k| domG = id,
SO
[ | domG = rss | domG.

So we have
r domG = Yu(s) © I'Ss f domG = Yu(s) © l f dom@.

So we may let 6 be given by the Shift Lemma applied to vus) o [, Yu(e), and H, i.e.

0(la, /1) = Prute) (@) vuis) LN -

We have the following commutative diagram.

S t€+1 X
M§+1 M (&+1)

o a

P—>UltPF

I

—— Ult(P,H) —— M2, .,

Yu(e) (H)

1A ts(P) 7s(P)
IA IA
M§ —"— MY —C s MY
We now let
VYug+1) =0 o€

Since € [ IhH = IS¢ I'hH and 6 | IhH = Yu(e) | 1hH, we get

Yu(e+1) r th Yu(€) © IS¢ r lhﬁ,
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giving (3) at £ + 1. As in the previous case, we let

rSZ(gH) = 7u(£+1)(r55)7

which guarantees (4) at £ + 1.
It remains to show (1) at £ 4 1, i.e. that mei1 = Yu(eq1) © ter1. Note first that the two

sides agree on raniZ, for letting j = i}j‘(’é)’u(&l): 7s(P) — MZ&+1)> we have

9060t5+10ig:j07u(5)ot5
=Jjoms
= T¢+1© Zga
using the commutativity properties of the maps in embedding normalization.

But Méil is generated by rani5, U A(G), so it is enough to see that 6 o € o t¢y1 and me
agree on A\(G). Since mg1q agrees with m¢ on A\(G), we get

Ter1 [ MG) = m [ M(G)
= Yue) © te [ A(G)
= Yu(g) © (13¢ 0 tes1)
= (Yu(e) 0 15¢) 0 ter
= Yu(er) O tera [ AMG),

[ MG)
[ MG)
as desired.

This finishes Case 2 under the additional hypothesis that 6 < {. The case 0 = ¢ is not
different in any important way. In that case, we may have critH < critH, but the relevant
diagram is the same. We leave it to the reader to confirm this.

For X a limit ordinal, we define y\ = t} by setting vx(i; \(a)) = )%\ ((a)) for all suffi-
ciently large 7. Again, rsy = y,(rsy). We leave it to the reader to check (1)-(4).

If W wellfounded (for example if S and T are by a strategy with strong hull condensation),
our induction hypotheses imply that I' is an extended weak tree embedding from X into W
which is in the W-case at every &, and ® = I' o W. In this case, let 6 + 1 = lhS, so
u(6) = ThWW = IhX. Recall that 0 = ¢ (S7:F) is the natural factor map witnessing that

F' is an initial segment of the extender of ms, which is just to say that o is the unique
nearly elementary map from Ult(M$, F) = M[}E&) into M&/&) such that o | lhF' = id and

T§ =0 O zy‘? = o0 ots. But 7,5 has both of these properties, so v,5) = o, as desired.

This finishes our work in the non-dropping case.

We define now the full normalization X (7,U) of a maximal stack (T,U).

Formally, this will be another variety of meta-tree, where we do one-step full normaliza-
tion at every step instead of one-step embedding normalization. We will not formally define
this kind of meta-tree, however. We define

X(T.U) = (X, EX, 0 |0, £,¢+1 < 1hU, n <y &),

where
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1. &y =T and for all £ < 1hif, X, is a normal tree with last model Mé”,

2. for ¢ <yymn <y &,

(a) W7 : X, — X is an X-type partial extended weak tree embedding, and
(b) YGE = Pt o Yo,

3. For n = U-pred(§ + 1),

(a) XEJrl = X(Xna Xfa E?)?
(b) Wné+l — X (An,Xe, B

4. For A < 1hi/ a limit and b = [0, \)y,
Xy, = Hm (X, U | <y € € D)
and W& is the direct limit weak tree embedding.

It is easy to verify by induction that we have the necessary agreement hypothesis so that
clause (3)(a) makes sense.

Clause (4) relies on taking direct limits of systems of X-type weak tree embeddings,
which we have not yet discussed. This exactly parallels direct limits of tree embeddings, up
to the point at which we choose the exit extenders of the direct limit. That is, we must
define E, for a u-thread x. Recall that we only do this when M, is wellfounded and there
is an a € domz such that for all b > a, tg’(l;) (which is defined to be t;I’(Z; ) is total. In this

. b _ b :
case, we may actually assume that a is such that for all b < a, tZ(a)(Eg(a)) = B}, that is,
that rsZ’(l;) = id. This is because if rsg’(l;) = id, then, since we are in the X-case at every step,

lhEg(b) < tZ’&)(Ej(a)), so if for all a there is a b < a such that rsi’(l;) # id, then the images of
the lengths of these exit extenders forms an infinite decreasing sequence in the ordinals of
M,, contradicting that it is wellfounded. So we let E, be the image of the stabilized valued

of Ej(a) under the direct limit ¢-map ¢$. Finally, for ¢ € domz, we also define the o-map of

the direct limit weak tree embedding ¥ as the common value rs{ = tg(rsfc’(bc)) for any b < a,c.
Note that in dealing with direct limits of arbitrary weak tree embeddings abstractly, we must
just assume that there is an @ € domz such that ti’(l;)(Eg(a)) = Eg(b) in order to define the
direct limit. With this additional hypothesis in the definition of a wellfounded direct limit,
we get the obvious analogue of Proposition 1.14.

Let W(T,U) = W, Fe, ®7%, |n,&,¢+ 1 < 1hid,n <y &). Let o¢ the embedding nor-
malization map from Mg into the last model of W,. We define W-type tree embeddings

I X — We =W(T,U | £+ 1), by induction, such that
1. for all n <y &, O =T o UNE,
2. 0¢ is the last t-map of I'%.

Note that (2) implies that F¢ is the image of Ezg’ under the last t-map of I';.

To start, we let I'g = Idy. At limits, ['y is exists and is uniquely determined by the
commutativity condition and the I's for £ <;; A. So we just handle the successor stages. So
suppose 77 = U-pred(§ + 1) and we have I'" : X, = W, and I'* : Xz — W.
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Claim 1. The weak tree embedding Shift Lemma applies to (I, T'¢, Eg, Fe).
Proof. This is a routine induction.

Now let A : W(X,, X, Eg’) — W(OW,, Wk, F¢) be the copy W-type weak tree embedding

associated to (I', T¢, B¢, Fy1). Also let = = X (X0, Xe, BY)
We have the following commutative diagram.

r n
%
. X, W,

€ u
" (¥n.Xe B Fe

X§+1 T> W(XnaX&E?) T W§+1

We let T'é*! = Ao =, which is as desired since the above diagram commutes. This finishes
the definition of the I'.

Note that the maps I's witness that X(S,7) is a kind of weak meta-hull of W(7,U).

This finishes our discussion of X (7,U). It is a simple matter to extend the definition so
as to define X (s) for finite stacks s.

Let us call a stack s of plus trees simple iff its component plus trees are all A-tight and
normal, and the construction of X (s) defined above never leads to type 2 premice; that is,
our simplifying assumption always applies. What we have shown is:

Theorem 4.21. Assume AD™, and let (M,X) be a strongly stable mouse pair. Let s be a
simple stack on (M,X) with last pair (N,Y,); then there is a unique normal, A-tight tree X
on (M,X) with last pair (N, X;).

Proof. Let W = W (s) and (R, A) be the last pair of W. Let 0: N — R be the last o-map
of the embedding normalization. Since (M, ¥) embedding normalizes well,

Yy =A.
Let X = X (s) be the tree constructed above. X" has last model N. Moreover, we produced
a weak tree embedding I' from X into W whose last t-map is

t'=o.

Since ¥ has very strong hull condensation (by Theorem 4.18),

r

At = EX,N-
Putting things together, we get ¥, = Xy n, as desired.

As we indicated in the course of constructing X (s), the hypothesis that s is simple can
be dropped from Theorem 4.21, and the details of that will appear in a future draft of this
paper. From this stronger version of the theorem, we get at once

Corollary 4.22. Assume AD*, and let (M,Y) be a strongly stable mouse pair. Let s and t
be finite stacks of plus trees on M such that s and t are by ¥ and have a common last model
N,' then 257]\[ = Zt,N-

That is, the strategy component of a mouse pair is positional.
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