
LECTURE NOTES FOR MATH 222A

SUNG-JIN OH

These are (evolving) lecture notes for the graduate PDE course (Math 222A)
at UC Berkeley in Fall 2023. The principal references are: [Eva10], my previous
lecture notes for Math 222A, and [H0̈3].

1. Introduction to PDEs

At the most basic level, a Partial Differential Equation (PDE) is a functional
equation, in the sense that its unknown is a function. What distinguishes a PDE
from other functional equations, such as Ordinary Differential Equations (ODEs),
is that a PDE involves partial derivatives ∂i of the unknown function. So the
unknown function in a PDE necessarily depends on several variables.

What makes PDEs interesting and useful is their ubiquity in Science and Math-
ematics. To give a glimpse into the rich world of PDEs, let us begin with a list of
some important and interesting PDEs. Among the equations below, those that we
will study in detail in this course are boxed.

1.1. A list of PDEs. We start with the two most fundamental PDEs for a single
real or complex-valued function, or in short, scalar PDEs.

• The Laplace equation. For u : Rd → R (or C),

∆u = 0, where ∆ =

d∑
i=1

∂2
i .

The differential operator ∆ is called the Laplacian.
• The wave equation. For u : R1+d → R (or C),

�u = 0, where � = −∂2
0 + ∆.

Let us write x0 = t, as the variable t will play the role of time. The differential
operator � is called the d’Alembertian.

The Laplace equation arise in the description of numerous “equilibrium states.”
For instance, it is satisfied by the temperature distribution function in equilibrium;
it is also the equation satisfied by the electric potential in electrostatics in regions
where there is no charge. The wave equation provides the usual model for wave
propagation, such as vibrating string, drums, sound waves, light etc. Needless to
say, this list of instances where these PDEs arise is (very much) non-exhaustive.

The Laplace and wave equations are important not only because of their ubiquity,
but also because they are archetypical examples of major classes of PDEs, called
the elliptic and hyperbolic PDEs. We will see more examples soon.
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Let us continue with our list of fundamental scalar PDEs.

• The transport equation. For u : Rd → R (or C), and b : Rd → Rd,∑
j

bj∂ju = 0.

This equation (and its variants) models phenomena that are transported by
the vector field b.

• The heat equation. For u : R1+d → R (or C),

(∂t −∆)u = 0.

The heat equation is the usual model for heat flow in a homogeneous isotropic
medium. It is prototypical of parabolic PDEs.

• The (free) Schrödinger equation. For u : R1+d → C and V : R1+d → R,

(i∂t −∆ + V )u = 0.

The Schödinger equation lies at the heart of non-relativistic quantum me-
chanics, and describes the free dynamics of a wave function. It is a prototypical
dispersive PDE.

Although these two equations formally look similar, their solutions exhibit wildly
different behaviors. Very roughly speaking, the heat equation has many similarities
with the Laplace equation, whereas the Schrödinger equation is more similar to the
wave equation.

Next, let us see some important examples of PDEs for vector-valued functions,
or in short, systems of PDEs.

• The Cauchy–Riemann equations. For u : R2 → R, v : R2 → R,{
∂xu− ∂yv = 0,

∂yu+ ∂xv = 0.

This is the central equation of complex analysis. Indeed, a pair of C1 functions
(u, v) satisfies the Cauchy–Riemann equation if and only if the complex-valued
function u + iv is holomorphic in z = x + iy. Also note that if (u, v) obeys the
Cauchy–Riemann equation, then u and v each satisfy the Laplace equation.

• The (vacuum) Maxwell equations. For E : R1+3 → R3 and B : R1+3 → R3,
−∂tE +∇×B = 0,

∂tB +∇×E = 0,

∇ ·E = 0,

∇ ·B = 0.

This is the main equation of electromagnetism and optics. Note that if (E,B)
solves the Maxwell equations, then each component of E and B satisfy the wave
equation, i.e., �Ej = 0 and �Bj = 0.

All equations mentioned so far have in common the property that they can be
formally1 written in the form

F [u] = 0,

1Here, the word formal is used because, at the moment, F [u] makes sense for sufficiently
regular functions. We will explore ways to extend this definition later in the course, when we

discuss the theory of distributions.
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where F is an operator that takes a function and returns a function, which is linear
in the sense that

F [αu+ βv] = αF [u] + βF [v]

for any real (or even complex) numbers α, β and functions u, v. For this reason,
they are called linear PDEs. Given a linear operator F [·], the equation F [u] = 0 is
said to be homogeneous associated to F , and any equation of the form F [u] = f is
called nonhomogeneous (or inhomogeneous). The inhomogeneous Laplace equation,

∆u = f

has a special name; it is called the Poisson equation.

It turns out that many important and interesting PDEs are nonlinear. Let us see
a few key examples from Geometry and Physics. To relate with the previously listed
fundamental PDEs, the type of each nonlinear PDE (elliptic/hyperbolic/parabolic/
dispersive/transport) will be indicated. However, we will refrain from actually
defining what these types are, since it is one of those concepts that become counter-
productive to make precise. It is sufficient to interpret the type as an indication of
which of the fundamental PDEs the PDE at hand resembles the most.

We start with nonlinear scalar PDEs.

• Burgers equation. For u : R1+1 → R and ν ≥ 0,

∂tu+ u∂xu = ν∂2
xu,

This PDE arises from gas dynamics; it is parabolic if ν > 0, and similar to the
transport equation if ν = 0. This is perhaps the simplest nonlinear PDE. But
despite its simplicity, we will see that it already contains many interesting non-
linear phenomena! Its study will form a useful guide for understanding nonlinear
PDEs in general.

• Hamilton–Jacobi equation. For u : Rd → R,

∂tu+H(t, x,Du) = 0,

where H : R × Rd × Rd → R is called a Hamiltonian. This is the PDE that
underlies both classical mechanics and geometric optics. It is similar to the
transport equation.

• Minimal surface equation. For u : Rd → R,

∆u−
d∑

i,j=1

∂iu∂ju

1 + |Du|2
∂i∂ju = 0.

This is the PDE obeyed by the graph of a soap film, which minimizes the area
under smooth, localized perturbations. It is of the elliptic type.
• Korteweg–de Vries (KdV) equation. For u : R1+1 → R,

∂tu+ ∂3
xu− 6u∂xu = 0.

This PDE arises in the study of water waves. It is of the dispersive type.

Finally, let us turn to interesting examples of nonlinear systems of PDEs.
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• The compressible Euler equations. For ρ : R1+d → R, u : R1+d → Rd and
E : R1+d → R, 

∂tρ+

d∑
j=1

∂j(ρu
j) = 0,

∂t(ρu
j) +

d∑
j=1

∂k(ρujuk + δjkp) = 0,

∂t(ρE) +

d∑
j=1

∂j(ρu
jE + puj) = 0,

where δjk is the Kronecker delta. This is the basic equation of motion for gas (or
more generally, compressible fluids) dynamics in the absence of viscosity. Here,
ρ is the gas density, uj is the velocity, and p is the pressure. The specific total
energy E consists of

E =
1

2
|u|2 + e,

where 1
2 |u|

2 is the (specific) kinetic energy and e is the specific internal energy.
For a single gas, the specific internal energy is given as a function of ρ, p by
physical considerations, i.e., e = e(ρ, p). For instance, for an ideal gas,

e(ρ, p) =
p

ρ(γ − 1)
, where γ > 1 is a constant.

• The Navier–Stokes equations. For u : R1+d → Rd,
∂tu

j +

d∑
j=1

∂k(ujuk + δjkp) = ∆uj ,

d∑
k=1

∂ku
k = 0.

This is the basic equation for incompressible fluids (like water). It may be clas-
sified as parabolic PDE. The question whether every solution that is smooth at
t = 0 stays smooth for all time is an (in)famous open problem.

The last two examples require a bit of differential geometry to state properly,
but they are very amusing.

• The Ricci flow. For a Riemannian metric g on a smooth manifold,

∂tgjk = −2Ricjk[g]

where Ricjk is the Ricci curvature associated with gjk; technically, Ricjk is given
in terms of gjk by an expression of the form

Ricjk[g] = (g−1)∂2g + (g−1)∂g(g−1)∂g,

where (g−1) denotes the inverse (as a matrix) of g. The Ricci flow is a parabolic
PDE, which played a major role in the Hamilton–Perelman proof of the Poincaré
conjecture.
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• The (vacuum) Einstein equations. For a Lorentzian metric g (i.e., a sym-
metric 2-tensor that defines a quadratic form of signature (−,+, · · ·+) on each
tangent space) on a smooth manifold,

Ricjk[g]− 1

2
Rgjk = 0,

where Ricjk is the Ricci curvature associated with g and R =
∑d
j,k=0 gjkRicjk.

This is the central equation of General Relativity.

1.2. Basic terminologies. Let us cover some often-used terminologies in PDE.

• Multi-index notation: α = (α1, . . . , αn). For y = (y1, . . . , yn) ∈ Rn, yα =
(y1)α1 · · · (yn)αn . When n = d, ∂α = ∂α1

1 . . . ∂αdd (or Dα may also be used).
|α| = α1 + . . .+ αn is the order of Dα.
• The order of a PDE (resp. differential operator F) is the order of the highest

order derivative that occurs in the PDE (resp. differential operator F).
• The following classification of nonlinear PDEs is commonly used (from simple to

intricate):
– Semilinear: If the PDE is linear in the highest order derivative with coefficients

that does not depend on u, i.e.,∑
|α|=k

aα(x)Dαu+ b(Dk−1u, . . . ,Du, u, x) = 0.

– Quasilinear: If the PDE is linear in the highest order derivative with coefficients
that depends on at most k − 1 derivatives of u, i.e.,∑

|α|=k

aα(Dk−1u, . . . ,Du, u, x)Dαu+ b(Dk−1u, . . . ,Du, u, x) = 0.

– Fully nonlinear: If the PDE is nonlinear in the highest order derivative.

1.3. Basic problems and concepts. Now that we have seen some examples of
important and interesting PDEs, let us discuss the basic problems for PDE and
themes that often arise in their study.

When we solve a PDE, we want to find not just any solution, but a meaningful
one. To achieve this, we prescribe data for the solution in various ways. Some
important examples are:

• Boundary value problems. For a PDE posed on a domain U , data are typi-
cally prescribed on the boundary ∂U .
– Dirichlet problem

∆u = f in U, u = g on ∂U.

– Neumann problem

∆u = f in U, ν ·Du = g on ∂U,

where ν is the unit outward normal to ∂U . By the divergence theorem, we need
to require that

∫
U
f =

∫
∂U

g. Two solutions should be considered equivalent if
they differ by a constant.

• Initial value problem (Cauchy problem). For evolutionary equation, the
basic problem is to start with data at the initial time t = 0, and find a solution
that agrees with the data at t = 0.
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In the case of heat and Schrödinger equations, we only need to prescribe the
initial data for u, since they are first-order in time.

(∂t −∆)u = f in [0,∞)× Rd, u = g on {0} × Rd,

(i∂t −∆ + V )u = f in R× Rd, u = g on {0} × Rd.
In the case of the wave equation, which is second-order in time, we need to

prescribe the initial data for both u and ∂tu:

(−∂2
t −∆)u = f in R× Rd, u = g and ∂tu = h on {0} × Rd.

The admissible boundary (or initial) data for a PDE is often dictated by its physi-
cal/geometric origin.

A boundary (or initial) value problem is said to be well-posed if the following
three conditions hold:

• Existence. For each set of data, there exists a solution.
• Uniqueness. For each set of data, there exists at most one solution.
• Continuous dependence. The data-to-solution map is continuous.

To precisely formulate a wellposedness statement, we needs to specify the function
spaces for data and solutions. When any of the above properties fail, the boundary
(or initial) value problem is said to be ill-posed.

According to this terminology, the Fundamental Theorem of ODEs (often also
referred to as the Picard–Lindelöf theorem) furnishes a general local(-in-time) well-
posedness statement for ODEs. Let us recall this theorem as a reminder:

Theorem 1.1 (Fundamental Theorem of ODEs). Consider the initial value prob-
lem for an ODE for x : R→ Rn of the form{

∂tx = F (t, x(t)) for t ∈ R,
x(0) = x0,

where F : R× Rn → Rn, (t, x) 7→ F (t, x) is continuous in (t, x) and Lipschitz in x
(i.e., |F (t, x)− F (t, y)| < C(t)|x− y| for some 0 < C(t) < ∞). Then there exists
an interval J 3 0 such that there exists a unique solution x : J → Rn to the initial
value problem on J .

Perhaps the most simple notion of “solving a boundary/initial value problem”
is to find a closed formula that represents the solution in terms of the data (rep-
resentation formula). However, such a formula is available only for very special
PDEs. Even for the four fundamental linear scalar PDEs listed above (the Laplace,
wave, heat and Schrödinger equations), we will be able to find closed representation
formulas in special cases, and only with ad-hoc arguments.

So often, we ask the following questions for a boundary/initial value problem:

• Wellposedness. Is the BVP or IVP wellposed or illposed?
• Regularity (vs. singularity). If the data are regular, is the corresponding

solution also regular? Failure of regularity (singularity) is very interesting; for
PDEs from Science, singularity indicates the breakdown of the model at hand.
• Asymptotics. Can the solution be approximated by a simpler object (e.g.,

solution to a simpler PDE) as some parameter (e.g., time) tends to ∞?
• Dynamics. What are the equilibrium solutions (steady states)? Are these

stable? Can a solution that is close to one equilibrium approach another equilib-
rium?
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1.4. The action principle (optional). Many of the equations stated above come
from the action principle.

• Newton’s equations. We start with an ODE example. Let I be an interval,
x : I → Rd and V : Rd → R. Consider the following functional:

S[x] =

∫
I

[
1

2
|ẋ(t)|2 − V (x(t))

]
dt

Here, x(t) may be thought of as the position of a particle at time t, V is the
potential energy, L(x) is the Lagrangian, and S is the action. The action principle
in classical mechanics says:

the path x(t) followed by the particle is that for which the action is
minimized, or more precisely, is stationary.

Let us derive the condition satisfied by such a path x. Consider deformation
of x by a perturbation sϕ that is sufficiently regular (i.e., C1) and compactly
supported in I, i.e., s is small and ϕ ∈ C1

c (I;Rd). Demanding that the action is
stationary under any such perturbations can be phrased as:

0 =
d

ds
S[x + sϕ]

∣∣∣
s=0

.

The consequence of the above assertion is as follows:

0 =
d

ds
S[x + sϕ]

∣∣∣
s=0

=
d

ds

∫
I

[
1

2
|∂t(x + sϕ)|2 − V (x + sϕ)

]
dt
∣∣∣
s=0

=

∫
I

∂s

[
1

2
|∂t(x + sϕ)|2 − V (x + sϕ)

] ∣∣∣
s=0

dt

=

∫
I

[ẋ · ϕ̇−DV (x) ·ϕ] dt

=

∫
I

[−ẍ−DV (x)] ·ϕ dt.

On the second line, we changed the order of differentiation and integration, which
is possible if, say, x, V and their derivatives are bounded. On the last line, we
performed an integration by parts, in order to move the derivative away from ϕ.
Since this identity holds for every ϕ ∈ C1

c (I;Rd), it follows that

−ẍ−DV (x) = 0.

This equation is precisely Newton’s second law of motion with a conservative
force given by minus the gradient of the potential energy. In general, the relation
for x that arises as a result of stationarity is called the Euler–Lagrange equation.

• The Laplace equation. Let U be a bounded domain in Rd. Consider the
following functional for a real-valued function u, which is called the Dirichlet
energy :

S[u] =
1

2

∫
U

|Du|2 dx.

We look for the equation satisfied by a critical point u of the functional S[u]
with respect to sufficiently regular (say, C1) and compactly supported deforma-
tions (Euler–Lagrange equation). That is, for any ϕ that is C1 and compactly
supported in U ,

0 =
d

ds
S[u+ sϕ]

∣∣∣
s=0

=

∫
U

Du ·Dϕdx
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= −
∫
U

(∆u)ϕdx.

Since ϕ is arbitrary, we see that ∆u = 0.
We note that the assumption that u is real-valued was made simply for con-

venience; an analogous discussion applies to complex-valued functions u.
• The wave equation. Consider the formal expression

“S[u] =”
1

2

∫
R1+d

−(∂tu)2 +

d∑
j=1

(∂ju)2

 dtdx,

This integral does not make sense in general since R1+d is noncompact (hence the
disclaimer “formal”). However, for a sufficiently regular (say, C1) and compactly
supported function ϕ, the expression for the would-be first-order variation in the
direction ϕ makes sense:

“
d

ds
S[u+ sϕ]

∣∣∣
s=0

=”

∫
R1+d

−∂tu∂tϕ+

d∑
j=1

∂ju∂jϕ

 dtdx.

After an integration by parts,

“
d

ds
S[u+ sϕ]

∣∣∣
s=0

=”−
∫
R1+d

(
(−∂2

t + ∆)u
)
ϕdtdx,

so requiring that the “first-order variation of S[u] in the direction ϕ” vanishes for
every sufficiently regular (say, C1) and compactly supported ϕ leads to the wave
equation. In this sense, the wave equation is the formal Euler–Lagrange equation
for S[u] (equivalently, a solution to the wave equation is a formal critical point
of S[u]).

The Schödinger equation also turns out to have an action principle formulation,
similar to the case of the wave equation. It is more difficult to see, but the Maxwell
equations also arise from the action principle.

The heat equation does not come from an action principle formulation, but rather
it arises as the gradient flow for the Dirichlet energy.

• The heat equation. Consider again the Dirichlet energy

S[u] =
1

2

∫
U

|Du|2 dx.

From the previous computation for the Laplace equation, we saw that

d

ds
S[u+ sϕ]

∣∣∣
s=0

= −
∫

(∆u)ϕdx.

The LHS can be interpreted as the directional derivative of the functional S[u]
in the direction ϕ. In analogy with vector calculus, we may then interpret −∆u
as the gradient of the functional S[u] with respect to the inner product (u, v) =∫
uv dx. By the Schwarz inequality,∣∣∣∣∫ −∆uϕdx

∣∣∣∣ ≤ ‖−∆u‖L2‖ϕ‖L2 ,

and the equality is achieved if and only if ϕ is parallel to −∆u (i.e., ϕ is of the
form c(−∆u) for some c ∈ R). Hence, the gradient −∆u (resp. the minus of the
gradient ∆u) of S[u] represents the direction of steepest ascent (resp. descent)
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of the functional S[u]. The heat equation is obtained by equating ∂tu with the
minus of the gradient, i.e.,

∂tu = ∆u.

Many important nonlinear PDEs also arise from an action principle. The first
example is:

• The minimal surface equation. Consider the functional

S[u] =

∫
U

√
1 + |Du|2 dx,

which is nothing but the area of the graph of u : U → R. The Euler–Lagrange
equation for S[u] is the minimal surface equation.

Indeed, for any ϕ that is sufficiently regular (say, C1) and compactly supported
in U , we have

0 =
d

ds
S[u+ sϕ]

∣∣∣
s=0

=

∫
U

1√
1 + |Du|2

Du ·Dϕdx

= −
∫
U

 d∑
j=1

∂j

(
1√

1 + |Du|2
∂ju

)ϕdx.

Since this equation holds for any C1 and compactly supported ϕ, we have

d∑
j=1

∂j

(
1√

1 + |Du|2
∂ju

)
= 0.

After a simple algebra, we obtain the minimal surface equation that was written
down before.

It turns out that the KdV and the vacuum Einstein equations arise from the
action principle. It is a very deep fact, due to G. Perelman, that the Ricci flow may
be interpreted as a gradient flow.

2. Nonlinear scalar first-order equations

Words on notation. This part of the course is largely based on Chapter 3 of
Evans. However, we deviate from the notation in Evans (sorry!) in the following
ways:

• Instead of n, we use d to denote the dimension of the underlying space;
• Instead of xj , we use xj to denote the j-th coordinate (this is the notation

consistent with differential geometry).

2.1. Method of characteristics. Consider a general nonlinear scalar first-order
equation:

(2.1) F (x, u,Du) = 0,

where F : U × R× Rd → R. The method of characteristics is a way to reduce the
PDE (2.1) to a set of ODEs, which is in general simpler.
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2.1.1. Inhomogeneous transport equation. To motivate the method, let us consider
a simple example of (2.1), namely the inhomogeneous transport equation:

(2.2)
∑
j

bj(x)∂ju = f in U,

where U is an open subset of Rd. Let us assume b ∈ C∞(U ;Rd) and suppose that we
are already given with a solution u : U → R that is smooth, i.e., u ∈ C∞(U ;R) (we
will figure out the sharp regularity condition needed later; note that f ∈ C∞(U ;R)
if u, b are as above).

Intuitively, (2.2) tells us that the rate of change of u in the direction b(x0) at x0

is f . To make use of this information, we may integrate the direction field b(x) to
obtain a curve γ = {x(s)} (called an integral curve of b):

ẋ(s) = b(x(s)), x(s0) = x0.

Then, intuitively, the rate of change of u(x(s)) at s = s0 is given by f(x(s0)).
Indeed, by the chain rule,

d

ds
u(x(s))|s=s0 =

∑
j

ẋj(s0)(∂ju)(x(s0)) =
∑
j

bj(x(s0))(∂ju)(x(s0)) = f(x(s0)).

Observe at this point that the above computation makes sense if u ∈ C1(U) and
x ∈ C1(I) (where I is the domain of x), and the latter condition is ensured by the
Cauchy–Lipschitz theorem if b ∈ C1(U) (hence, k = k0 = 1); it is then natural to
put f ∈ C0(U).

In conclusion, let b ∈ C1(U ;Rd) and f ∈ C0(U), then consider the system of
ODEs

ẋ(s) = b(x(s)),(2.3)

ż(s) = f(x(s)).(2.4)

If u is a C1 solution to (2.2) and x is a C1 curve solving (2.3), then z(s) := u(x(s))
obeys (2.4). This gives us a simple way to describe the solution u in terms of
solutions (x, z) to the system of ODEs (2.3)–(2.4), which can be solved (with unique
C1 solution) if b ∈ C1(U ;Rd) and f ∈ C0(U).

2.1.2. Derivation of characteristic equations. We now derive the characteristic equa-
tions for the general equation (2.1). Let us start with a smooth solution u that
solves (2.1) in U . The idea, as before, is to find curves γ in U along which the
solution is described by a set of ODEs.

To properly begin our discussion, let us assume F ∈ C∞, and suppose that
we are already given with a solution u : U → R with u ∈ C∞(U ;R) (again, the
correct Ck-regularity will be figured out later). Consider a smooth curve γ in U
parametrized by x : I → U , i.e., γ = {x(s) : s ∈ I}. In the simple case of (2.2),
we found the correct curve γ by geometric intuition. In the general case, we will
perform a more analytical reasoning. Here, it turns out that we also need to keep
track of ∂ju in addition to u along γ. We write z and pj for the values of u and
∂ju on the point x(s) on γ:

z(s) = u(x(s)), pj(s) = ∂ju(x(s)).

On the one hand, the enemy for getting a closed system of ODEs for (x, z, p) is the
fact that, in general, we expect ṗj(s) to involve second order derivatives of u, which
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cannot be written in terms of (x, z, p). Indeed, by the chain rule,

ṗj(s) =
d

ds
∂ju(x(s)) =

∑
k

ẋk∂j∂ku(x(s)).

On the other hand, we have the freedom of choosing the evolution equation for
the curve x(s). The idea is to use this freedom to deal with the above problem!
To get information about the the second-order derivatives of the solution u, we
differentiate (2.1) in ∂j and obtain, by the chain rule,

0 = (∂xjF )(x, u(x), Du(x)) + ∂xju(∂zF )(x, u(x), Du(x))

+
∑
k

∂j∂ku(∂pkF )(x, u(x), Du(x)).

After restricting to γ, we have

0 = (∂xjF )(x, z, p) + pj(∂zF )(x, z, p) +
∑
k

∂j∂ku(x(s))(∂pkF )(x, z, p).

The key observation – which makes the method of characteristics work for (2.1) –
is that the last term very much resembles the expression for ṗj we had above! This
motivates us to select the ODE for x to be

ẋk = ∂pkF (x, z, p),

so that

ṗj = −(∂xjF )(x, z, p)− pj(∂zF )(x, z, p).

Finally, ż can be computed from the chain rule:

ż =
d

ds
u(x(s)) =

∑
j

ẋj(s)∂ju(x(s)) = (∂pjF )(x, z, p)pj .

What we have done so far can be summarized as follows. We introduce the
characteristic equations as follows:

ẋj(s) = ∂pjF (x(s), z(s), p(s)),(2.5)

ż(s) =
∑
j

∂pjF (x(s), z(s), p(s))pj(s),(2.6)

ṗj(s) = −∂xjF (x(s), z(s), p(s))− ∂zF (x(s), z(s), p(s))pj(s).(2.7)

The above argument, with now attention to how many continuous derivatives are
needed, shows:

Theorem 2.1. Let u ∈ C2(U) be a solution to F (x, u,Du) = 0 in U , where F is
C1. If x(s), which lies in U for s ∈ I, solves the ODE (2.5), then z(s) = u(x(s))
and pj(x(s)) obey (2.6) and (2.7), respectively.

The system (2.5)-(2.7) is called the characteristic equations of (2.1). The solu-
tions (x(s), z(s), p(s)) ∈ R2d+1 are called the characteristics, and x(s) is referred to
as the projected characteristic.
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2.1.3. Examples: finding solution via the method of characteristics. Let us first
recover the special case (2.2) from Theorem 2.1 for the general case (2.1).

• F is linear. Consider the equation∑
j

bj(x)∂ju(x) + c(x)u(x) = f

Then F =
∑
j b
j(x)pj + c(x)z − f(x). Thus,

∂pjF (x, z, p) = bj(x)

and

ẋj(s) = bj(x(s)), ż(s) =
∑
j

bj(x(s))pj(s) = −c(x(s))z(s) + f(x(s)).

When c = 0, this is precisely the inhomogeneous transport equation (see also the
exercise above). Note that the ODE for p is not needed to determine u(x(s)) =
z(s). Moreover, observe that these two equations have a hierarchy: The ODE for
x is closed by itself, and once we know x, we can solve the ODE for z.

From now on, we consider the boundary value problem associated with (2.1).
Given an open subset U of Rd and an open subset Γ of ∂U , consider{

F (x, u,Du) = 0 in U,

u = g on Γ.

Logically, Theorem 2.1 presupposes the existence of a solution u ∈ C2(U) of the
above equation. Nevertheless, we can turn the table around and define u(x) by:

(1) solving the characteristic equations (2.5)–(2.7) with initial conditions

x(0) ∈ Γ, z(0) = g(x(0)),

and p(0), if necessary2, determined implicitly from F (x(0), z(0), p(0)) = 0;
(2) declaring u(x(s)) = z(s) for each such solution (x(s), z(s), p(s)).

We may then argue that u(x), if well-defined, is a good candidate for the solution
to the problem at hand. Later, we will develop a general theory to identify con-
ditions under which u is a well-defined solution (for instance, this will always be
the case sufficiently close to Γ). But it is often easy to just verify this by hand,
without needing such theoretical considerations. This is the practical way of solving
boundary value problems using the method of characteristics!

With the above discussion in mind, let us cover some examples first, then develop
the general theory later.

• F is linear, example. {
x1ux2 − x2ux1 = u in U,

u = g on Γ,

where U = {x1 > 0, x2 > 0} and Γ = {x1 > 0, x2 = 0} ⊂ ∂U .
The characteristic equations are:

ẋ1 = −x2, ẋ2 = x1, ż = z.

2It turns out that the ODE for p is not necessary as long as the equation is quasilinear; see
below.
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Thus,

x1(s) = y cos s, x2(s) = y sin s, z(s) = g(y)es,

where (y, 0) ∈ Γ, 0 ≤ s ≤ π
2 . Given a point (x1, x2) ∈ U , we need to find y and s

so that (x1, x2)(s) = (x1, x2). By elementary geometry, we see that

y = ((x1)2 + (x2)2)
1
2 , s = arctan

(
x2

x1

)
.

Thus,

u(x) = g
(

((x1)2 + (x2)2)
1
2

)
exp

(
arctan

(
x2

x1

))
.

Once we arrive at this expression, we can check that u(x) is indeed a solution we
want; the above argument shows that it is unique.

• F is quasilinear. In this case, F must be of the form

F (x, u,Du) =
∑
j

bj(x, u) ·Du+ c(x, u).

Then the characteristic equations are

ẋj(s) = bj(x(s), z(s)), ż(s) = −c(x, z(s)).
Again, the ODE for p is not needed to determine u(x(s)) = z(s). However, the
ODEs for x and z are now coupled.

• F is quasilinear, example.{
ux1 + ux2 = u2 in U,

u = g on Γ,

where U is the half-space {x2 > 0} and Γ = {x2 = 0}. Then

ẋ1 = 1, ẋ2 = 1, ż = z2.

Thus

x1 = y + s, x2 = s, z(s) =
g(y)

1− sg(y)
,

where (y, 0) ∈ Γ and s ≥ 0, provided that z(s) is well-defined. For x ∈ U , we
choose x0 = x1 − x2 and s = x2. Thus,

u(x) =
g(x1 − x2)

1− x2g(x1 − x2)
.

Once we arrive at this expression, we can check that u(x) is indeed a solution we
want; the above argument shows that it is unique.

• F is quasilinear, example 2 (Burgers equation).{
ux0 + uux1 = 0 in U,

u = g on Γ,

where U is the half-space {x0 > 0} and Γ = {x0 = 0}. Then

ẋ0 = 1, ẋ1 = z, ż = 0.

Thus

x0 = s, x1 = y + sg(y), z(s) = g(y)

where (0, y) ∈ Γ and s ≥ 0. Note, however, that the projected characteristics
may now collide!
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In the quasilinear case, observe that we did not have to consider the characteristic
ODE for p, and hence its initial data. In the fully nonlinear case, consideration of p
may be necessary, in which case the initial data for p is determined implicitly from
F (x, z, p) = 0 on Γ.

• F is fully nonlinear, example.{
ux1ux2 = u in U,

u = g on Γ,

where U = {x1 > 0} and Γ = {x1 = 0}. Here, the characteristic equations are

ẋ1 = p2, ẋ2 = p1, ż = 2p1p2, ṗ1 = p1, ṗ2 = p2.

We integrate these equations to find

x1(s) = (p0)2(es − 1), x2(s) = y + (p0)1(es − 1),

z(s) = z0 + (p0)1(p0)2(e2s − 1),

p1(s) = (p0)1e
s, p2(s) = (p0)2e

s.

where (0, y) ∈ Γ, s ∈ R. Note that z0 = g(y) and (p0)2 = g′(y). Moreover, by
the PDE itself,

(p0)1 =
z0

(p0)2
=

g(y)

g′(y)
.

Let us further restrict to

g(y) = y2,

and perform the exercise of determining the solution. We have

z0 = y2, (p0)1 =
y

2
, (p0)2 = 2y.

Given (x1, x2) ∈ U , we need to determine y, s such that

(x1, x2) = ((p0)2(es − 1), y + (p0)1(es − 1)) = (2y(es − 1), y +
y

2
(es − 1)).

The answer is

y =
4x2 − x1

4
, es =

x1 + 4x2

4x2 − x1

and thus

u(x) = z(s) = y2e2s =
(x1 + 4x2)2

16
.

Once we arrive at this expression, we can check that u(x) is indeed a solution we
want; the above argument shows that it is unique.

• F is fully nonlinear, example 2. Another example of a fully nonlinear equation
is the Hamilton–Jacobi equation,

∂tu+H(x, ∂xu) = 0.

The characteristic equations are:

ẋj = ∂pjH(x, p), ṗj = −∂xjH(x, p).

These are, in fact, Hamilton’s equations in classical mechanics. We explore this
topic deeper later.
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2.2. Local existence and uniqueness for boundary value problems. Let us
now develop the general theory and prove theorems concerning the local existence
and uniqueness for boundary value problems for (2.1) (for a discussion of continuous
dependence, see Proposition 2.11 below).

Let U be an open subset of Rd, and Γ ⊆ ∂U . We will be interested in the BVP

(2.8)

{
F (x, u,Du) = 0 in U,

u = g on Γ.

We make the following definitions. For any subset S of Rd, C(S) is simply the set
of all continuous functions on S. We define Ck(S) as the collection of all functions
u ∈ C(S) that extends to a Ck function ũ in an open neighborhood U of S such that
∂αũ ∈ C(S) for all |α| ≤ k. The reason for the somewhat longwinded definition of
Ck(S) is because we wish to avoid taking derivatives on the boundary.

The regularity assumptions we need on F , g, etc. will be made precise as we
develop the theory.

2.2.1. Local existence theory, when Γ is flat. Our next goal is to formulate an ex-
istence theory for (2.8), at least in a neighborhood of a boundary point in Γ. For
simplicity, we first consider the special case when

(2.9) Γ is an open subset of {xd = 0}.
We may now parametrize Γ by (y, 0) with y = (y1, . . . , yd−1) ∈ Rd−1.

Our strategy will again be thinking about all characteristics (x(s), z(s), p(s))
such that x(0) ∈ Γ. We first need to ask: what are the compatibility conditions that
the initial conditions x0 := x(0), z0 := z(0) and p0 := p(0) must satisfy if it comes
from a solution to (2.8)? The answer is provided by the following definition:

Definition 2.2 (Admissible boundary data, when Γ is flat). We say that the triple
(x0, z0, p0) is admissible if x0 = (y0, 0) ∈ Γ and the following holds:

z0 = g(y0),

(p0)j = ∂jg(y0) for j = 1, . . . , d− 1,

F (x0, z0, p0) = 0.

As intended, if (x0, z0, p0) arises from an actual solution u to (2.8), then clearly
it must be admissible. Note that the above constitute d + 1 equations for d + 1
variables (z0, (p0)1, . . . , (p0)d), but the solution need not exist nor be unique.

Next, we ask: given an admissible boundary data (x0, z0, p0), what is the con-
dition that ensures that admissible boundary data can be found for nearby points?
That is, for y = (y1, . . . , yd−1) close to y0 (i.e., x0 = (y0, 0)), we wish to find
(q1(y), . . . , qd(y)) such that

(p0)j = qj(y0)

and {
qj(y) = ∂jg(y) for j = 1, . . . , d− 1,

F (y, g(y), q(y)) = 0.

The general tool we need is the implicit function theorem:

Theorem 2.3 (Implicit function theorem). Let F : Rd×Rn → Rn be a C1 function,
and let x0 ∈ Rd, y0 ∈ Rn satisfy:

· F(x0,y0) = 0,
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· det ∂yjF
k(x0,y0) 6= 0.

Then there exist neighborhoods U 3 x and V 3 y, and a C1 function U → V ,
x 7→ y(x) such that

· y0 = y(x0) and F (x,y(x)) = 0;
· If (x,y) ∈ U × V satisfy F (x,y) = 0, then y = y(x).

Moreover, if F ∈ Ck, then so is y on U .

We remark that ∂xjy
k can be computed by implicit differentiation.

We are now ready to provide the answer to the question:

Definition 2.4 (Noncharacteristic boundary data, when Γ is flat). We say that an
admissible triple (x0, z0, p0) is noncharacteristic if

∂pdF (x0, z0, p0) 6= 0.

By the implicit function theorem, this assumption allows us to solve for (p0)d as
a function of (y1, . . . , yd−1) provided that F is C2.

• Example: Consider the case when F is quasilinear.

F (x, z, p) =
∑
j

bj(x, z)pj + c(x, z).

Then the noncharacteristic condition is bd(x0, z0) 6= 0 regardless of the choice of
p0. Moreover, it allows us to determine (p0)d uniquely by writing

(p0)d = − 1

bd(x0, z0)

d−1∑
j=1

bj(x0, z0)(p0)j + c(x0, z0)

 .

So for a quasilinear first-order scalar PDE, the noncharacteristic condition allows
us to uniquely determine (p0)d from the data.

• Example: To motivate the general formulation of the theorem, consider the simple
fully nonlinear first-order scalar equation{

(∂xu)2 = 1 ∈ in (0,∞)

u = g at x = 0.

or F (x, u,Du) = 0 with

F (x, z, p) = p2 − 1.

With x0 = 0, there are two choices of admissible boundary values: (x0, z0, p0) =
(0, g, 1) and (x0, z0, p0) = (0, g,−1). Both admissible triples are noncharacteris-
tic.

We now return to the development of a local existence theory for (2.8). Assume
that F ∈ C2(U × R × Rd) and g ∈ C2(Γ). Given x0 ∈ Γ, let (x0, z0, p0) be a
noncharacteristic boundary data for (2.8). Abusing the notation a bit, we find, by
the implicit function theorem, a neighborhood W of y in Γ, a C1 function p0(y) on
W and z0(y) = g(y) (which is C2) such that (i) ((y, 0), z0(y), p0(y)) is admissible
for all y ∈W and (ii) ((y0, 0), z0(y0), p0(y0)) = (x0, z0, p0). For each y ∈W , denote
by (x(y, s), z(y, s), p(y, s)) the unique solution to (2.5)–(2.7) with initial conditions

(x(y, 0), z(y, 0), p(y, 0)) = ((y0, 0), z0(y), p0(y)),

defined on the maximal interval (S−(y), S+(y)) (that contains 0).
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To construct the solution u, the key step is to invert the map (y1, . . . , yd−1, s) 7→
(x1, . . . , xd). In some neighborhood W of x0 = (y0, 0). To show this, we use the
inverse function theorem:

Theorem 2.5 (Inverse function theorem). Let F : Rn → Rn be a C1 function such
that DF(x0), viewed as a linear map, is invertible. Then there exists a neighborhood
V of x0 such that F is invertible on V . Moreover, if F ∈ Ck for k ≥ 1, so is the
inverse on V .

We remark that DF−1 can be computed by implicit differentiation.
To apply the inverse function theorem, we need to compute the matrix∂y1x

1 · · · ∂yd−1x1 ∂sx
1

...
...

...
∂y1x

d · · · ∂yd−1xd ∂sx
d

 (x0) =


∂p1F (x0, z0, p0)

I(d−1)×(d−1)

...

0 · · · 0 ∂pdF (x0, z0, p0),


which is clearly invertible if and only if ∂pdF (x0, z0, p0) 6= 0. Therefore, there exists

an C1-inverse x 7→ (y, s) for x in some neighborhood V of x0.
Finally, we are ready to construct u by defining

u(x) := z(y(x), s(x)) for x ∈ V.
The claim is that this gives a local solution:

Theorem 2.6 (Local existence theorem). Assume that F ∈ C2(U × R × Rd) and
g ∈ C2(Γ). Then the function u defined above is C2 and solves the PDE

F (x, u(x), Du(x)) = 0 in U ∩ V,
with the boundary condition

u = g on Γ ∩ V.

Proof. Given y ∈ W (i.e., a neighborhood of x0 in Γ), solve the characteristics
equations and define (x, z, p)(y, s). Denote by (y(x), s(x)) the inverse of (y, s) 7→
x(y, s) defined for x ∈ V (i.e., a neighborhood of x0 in Rd). Define

u(x) = z(y(x), s(x)), vj(x) = pj(y(x), s(x)).

That u satisfies the boundary condition is clear from the construction. We will split
the proof that u solves the PDE into establishing the following two claims:

F (x, u(x), v(x)) = 0 for all x ∈ V,(2.10)

∂ju(x) = vj(x) for all x ∈ V.(2.11)

Step 1: Proof of (2.10). It suffices to prove that, for every y ∈W ,

f(y, s) := F (x(y, s), z(y, s), p(y, s))

vanishes for all possible s. To see this, we simply compute

∂sf(y, s) = 0,

using the characteristic equations, and also note that f(y, 0) = 0 by our choice of
the initial conditions (x, z, p)(y, 0).

Step 2: Proof of (2.11). We begin by computing

∂xju(x) = ∂xj (z(y(x), s(x))
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=

d−1∑
k=1

∂xjy
k(x)∂ykz(y(x), s(x)) + ∂xjs(x)∂sz(y(x), s(x)).

We need to know ∂ykz(y(x), s(x)) and ∂sz(y(x), s(x)). We claim that

∂sz(y, s) =
∑
`

p`(y, s)∂sx
`(y, s),(2.12)

∂ykz(y, s) =
∑
`

p`(y, s)∂ykx
`(y, s),(2.13)

Let us first show how these claims imply (2.11). Continuing the preceding compu-
tation using (2.12)–(2.13), we have

∂xju(x) =
d−1∑
k=1

∂xjy
k(x)

∑
`

p`(y(x), s(x))∂ykx
`(y(x), s(x))

+∂xjs(x)
∑
`

p`(y(x), s(x))∂sx
`(y(x), s(x))

=
∑
`

v`(x)

(
d−1∑
k=1

∂xjy
k(x)∂ykx

`(y(x), s(x)) + ∂xjs(x)∂sx
`(y(x), s(x))

)
=
∑
`

v`(x)∂xjx
` = vj(x),

as desired.
It remains to verify (2.12) and (2.13) from the characteristic equations (2.5)–

(2.7). In fact, (2.12) is simply the combination of (2.5) and (2.6). To prove (2.13),
we fix y ∈W and track the quantity

rk(s) := ∂ykz(y, s)−
∑
`

p`(y, s)∂ykx
`(y, s).

Using (2.5), computing ∂s∂ykz and trying to move ∂s away from the highest order
term (in order to be able to apply (2.5)–(2.7)), we compute

∂s∂ykz = ∂yk∂sz = ∂yk

∑
j

pj∂sx


=
∑
j

(
∂ykpj∂sx

j + pj∂yk∂sx
j
)

= ∂s

∑
j

pj∂ykx
j

+
∑
j

(
∂ykpj∂sx

j − ∂spj∂ykxj
)
.

Note that the terms inside ∂s(· · · ) on both sides combine to give rk. Using (2.5)
and (2.7), we have

∂srk =
∑
j

(
∂ykpj∂sx

j − ∂spj∂ykxj
)

=
∑
j

(
∂ykpj∂pjF (x, z, p) + ∂xjF (x, z, p)∂ykx

j + pj∂zF (x, z, p)∂ykx
j
)
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= −∂zF (x, z, p)∂ykz +
∑
j

pj∂zF (x, z, p)∂ykx
j ,

where, in the last equality, we used

0 = ∂yk (F (x, z, p)) =
∑
j

∂ykx
j∂xjF (x, z, p)+∂ykz∂zF (x, z, p)+

∑
`

∂ykp`∂p`F (x, z, p),

which follows by taking ∂yk to the conclusion of Step 1. Again, after factoring out
−∂zF (x, z, p), we get rk. In conclusion, we arrive at

ṙk(s) = −(∂zF )(x(y, s), z(y, s), p(y, s))ri(s).

Since rk(0) = 0 by our choice of (x, z, p)(y, 0), it follows that rk = 0 for all s, which
proves (2.13). �

Remark 2.7. Formally speaking, it is the proof of this theorem guarantees that the
u(x) defined using the method of characteristics in the example above indeed solves
F (x, u,Du) = 0 at the points where u is defined.

2.2.2. Local existence theory - general case. By a local coordinate change, the gen-
eral case can be put in to the flat hyperplane case. First, let us be precise about
the regularity of the boundary of a domain.

Definition 2.8. We say that the boundary ∂U is Ck if for every point x0 ∈ ∂U ,
there exists r > 0 and a Ck function γ : Rd−1 → R such that, after relabeling and
reorienting the coordinate axes if necessary, we have

U ∩B(x0, r) = {x ∈ B(x0, r) : xd > γ(x1, . . . , xd−1)}.

For a C1 boundary ∂U , we can associate the notion of a outward normal vector
field ν∂U = (ν1, . . . , νd).

Let ∂U be a Ck boundary. Near x0 ∈ U , we can make a change of coordinates
to “flatten out” ∂U . Define

x̃i = xi for i = 1, . . . , d− 1,

x̃d = xd − γ(x1, . . . , xd−1).

where B(x0, r) and γ are from the definition of a Ck boundary. Note that in
(x̃1, . . . , x̃d), the boundary is now a subset of the hyperplane {x̃d = 0}, and U ⊂
{x̃d > 0}. We often write this change of coordinates as a map x̃i = Φi(x) (i =
1, . . . d). Its inverse can be easily found:

xi = (Φ−1)i(x̃) = x̃i for i = 1, . . . , d− 1,

xd = (Φ−1)d(x̃) = x̃d + γ(x̃1, . . . , x̃d−1).

Observe that finding a solution u to F (x, u,Du) = 0 is the same as finding a

solution ũ(x̃) := u(x(x̃)) (or ũ := u ◦ (Φ−1)) to F̃ (x̃, ũ, Dx̃ũ) = 0, where

F̃ (x̃, ũ(x̃), Dx̃ũ(x̃)) = F (x, z, p) = 0,

with x = Φ−1(x̃), z = ũ(x̃) and pj =
∑
k ∂xj x̃

k(Φ−1(x̃))∂x̃k ũ(x̃). Therefore, the
general situation is reduced to the flat boundary case!

In the general case, the noncharacteristic condition now reads∑
j

νj∂U∂pjF (x0, z0, p0) 6= 0.



20 SUNG-JIN OH

where ν∂U is the outer unit normal to ∂U at x0.
We have a local existence theorem analogous to Theorem 2.9 for a noncharac-

teristic admissible triple (x0, z0, p0).

Theorem 2.9 (Local existence theorem). Assume that ∂U is C2, F ∈ C2(U ×R×
Rd) and g ∈ C2(Γ). Let (x0, z0, p0) be a noncharacteristic admissible triple, where
x0 ∈ Γ. Then there exists a neighborhood V of x0 and a function u ∈ C2(U ∩ V )
that solves the PDE

F (x, u(x), Du(x)) = 0 in U ∩ V,

with the boundary condition

u = g on Γ ∩ V.

2.2.3. Uniqueness for (2.8). Next, we turn to uniqueness, which is more straight-
forward to study using the method of characteristics.

Assume that we are given a sufficiently regular solution u to (2.8). For each
x0 ∈ Γ, consider a triple (x(x0, s), z(x0, s), p(x0, s)) with z(x0, s) := u(x(x0, s)),
p(x0, s) := Du(x(x0, s)) and x(x0, s) solving (2.5) with the initial condition x(x0, 0) =
x0 ∈ Γ. By Theorem 2.1, we know that (x(x0, s), z(x0, s), p(x0, s)) solves the char-
acteristic ODEs (2.5)–(2.7).

Now, assume that F ∈ C2, and for each x0 ∈ Γ, denote by [0, S+(x0)) the
maximal interval for which Theorem 1.1 (the fundamental theorem of ODEs) applies
to the characteristic ODEs (2.5)–(2.7) (note that F ∈ C2, or C1,1 with initial
conditions (x0, z(x0, 0), p(x0, 0)); note also that S+(x0) may be +∞). Define

Vu := {x(x0, s) : x0 ∈ Γ, s ∈ [0, S+(x0))}.

Geometrically, Vu is the union of the image of all projected characteristics associ-
ated with u emanating from Γ. Observe that Vu is open if (x0, u(x0), Du(x0)) is
noncharacteristic at every x0 ∈ Γ, and Γ is an open subset of ∂U . In view of the
uniqueness assertion in Theorem 1.1, we now arrive at the following result:

Theorem 2.10 (Uniqueness for (2.8)). Let F ∈ C2(U × R× Rd) and u ∈ C2(U),
and let Vu be defined as above. If v ∈ C2(U) is a solution to (2.8) such that
νΓ ·Du = νΓ ·Dv on Γ, then u = v on Vu.

Here, νΓ is the outward unit normal to Γ. The reason why we need to assume
νΓ · Du = νΓ · Dv is because F (x, u,Du) = 0 might not uniquely determine the
normal derivative of the solution, as we have seen in the discussion of the local
existence theory. We leave filling in the details of the proof as an exercise.

2.2.4. Additional remarks.

• What about continuous dependence for (2.8)? It does hold in the reasonable
setting, but in a subtle way!

Proposition 2.11. Let g ∈ C2(Γ) with ‖g‖C2(Γ) ≤ A. Suppose that at all
points y ∈ Γ, we have a continuous choice of noncharacteristic triples, which
also depends continuously on g. Then the solution to the boundary value problem
with boundary data g given by Theorem 2.9 exists in a neighborhood V of x0 that
is independent of g; let us call this solution u[g]. The map g 7→ u[g] from C2(Γ)
to C2(V ) is continuous.
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However, there exists an example for which

‖u[g(n)]− u[h(n)]‖C2(V ) > n‖g(n) − h(n)‖C2(Γ)

for n ↗ ∞; i.e., the solution map is not Lipschitz in general. For more on this
topic, see: https://terrytao.wordpress.com/2010/02/21/quasilinear-wellposedness/.

• Applications. F linear. When F (x, u,Du) =
∑
j b
j(x)∂ju(x) + c(x)u(x) = 0,

the noncharacteristic assumption at a point x0 ∈ Γ becomes∑
j

bjνjΓ = 0,

which does not involve x0 or p0 at all.
Example. Consider the boundary value problem

∑
j

bj(x)∂ju = 0 in U

u = g in Γ.

– Case 1 from Evans (flow to an attracting point). If we take Γ = ∂U , then u is
obtained by setting the solution to be constant on each projected characteristic;
u is not well-defined at the attracting point, unless g = const.

– Case 2 from Evans (flow across a domain). If we take Γ = {x ∈ ∂U :
∑
bjνj∂U <

0} (i.e., points on x ∈ U at which bj points inside U), then the smooth solu-
tion u can be found by setting the solution to be constant on each projected
characteristic.

– Case 3 from Evans (flow with characteristic points). If we define u to be con-
stant on each projected characteristic, then u is discontinuous (at D, according
to the labels in Evans).
Example. Consider the boundary value problem{

∂x1u+ u∂x2u = 2u in R2,

u(x1, 0) = x1 in Γ = R× {0}.
Find the smooth solution u on the maximal domain of existence U .

Here, the characteristic equations are

ẋ1 = 1, ẋ2 = z, ż = 2.

The characteristic with initial data (x0, 0, x0) is given by

x1(s) = x0 + s, x2(s) = x0s+ s2, z(s) = x0 + 2s.

Let us study the projected characteristics carefully. Substituting s = x1 − s in
the equation for x2(s), we see that the graphs of the projected characteristics are
given by

x2 = x0(x1 − x0) + (x1 − x0)2

= −x0x
1 + (x1)2.

When we formally solve for (x0, s) in terms of (x1, x2), then we obtain

x0 =
(x1)2 − x2

x1
, s =

x2

x1
,

which only makes sense when x1 6= 0. Moreover, when x1 = 0, x2 = 0 on the
projected characteristic regardless of what x0 is. In other words, when x0 6= 0,
the projected characteristics are parabola that are concave upward and passes

https://terrytao.wordpress.com/2010/02/21/quasilinear-wellposedness/
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through Γ at points (0, 0) and (x0, 0). When x0 = 0, the projected characteristic
is tangent to Γ; a related observation is that the boundary data at the point
(0, 0) is characteristic.

The projected characteristic is free of crossing when

x0 ≥ 0, and x1(s) > 0, or x0 ≤ 0 and x1(s) < 0,

which is equivalent to

(x1, x2) ∈ U := {(x1, x2 ∈ R2 : (x1)2 ≥ x2, x1 6= 0}.
So for (x1, x2) ∈ U , the unique smooth solution u is given by

u(x1, x2) = z(s) =
(x1)2 + x2

x1
.

2.3. A remark on existence: Lewy–Nirenberg example for nonexistence
(optional). We will discuss an example of a linear system of first-order PDEs, for
which even the local existence property fails. For u : R1+1 → C and f : R1+1 → C,
consider the equation

(2.14) ∂tu+ it∂xu = f(t, x).

If it were not for the coefficient i in front of t, this equation will be covered by the
previous subsection, and many solutions would exist.

Theorem 2.12. There exists a smooth function f with the property that no(!) C1

solution to (2.14) exists in any neighborhood of (0, 0).

The following argument is from L. Simon’s lecture notes [Sim15], and is attrib-
uted to L. Nirenberg and H. Lewy.

The proof of The-
orem 2.12 involves

Complex Analysis, so

you will not be required
to know the proof for

the homework and

exams.

Proof. Given r > 0, we introduce the notation

Br = {(t, x) ∈ R1+1 : t2 + x2 < r2}, ∂Br = {(t, x) ∈ R1+1 : t2 + x2 = r2}.
Take f : R1+1 → C to be any function with the following properties:

• f(t, x) = f(−t, x);
• for some sequences rn ↘ 0 (say, rn = 2−n) and 0 < δn <

1
2rn, we have

(2.15) f = 0 in Brn+δn \Brn−δn , while

∫
Brn

f dx 6= 0.

Assume, for the sake of contradiction, that a C1 solution u to (2.14) exists on
Br0 for some r0 > 0 with such an f . Replacing u by 1

2 (u(t, x)− u(−t, x)), we may
assume that u is odd with respect to t, i.e., u(t, x) = −u(−t, x). Moreover, fix n
sufficiently large so that rn < r0.

On the one hand, by the divergence theorem and the second property in (2.15),
we have

0 6=
∫
Brn

f dtdx =

∫
Brn

(∂tu+ it∂xu) dtdx(2.16)

=

∫
∂Brn

( t
rn
x
rn

)
·
(
u
itu

)
ds,

where ds refers to the integration with respect to the arc length. In particular, u
must be nontrivial on ∂Brn . On the other hand, we claim that

(2.17) u = 0 on ∂Brn ,
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which contradicts (2.16).
To prove (2.17), we use a bit of Complex Analysis. Consider the half-plane

H+ = {(t, x) ∈ R1+1 : t > 0} and its boundary ∂H+ = {(0, x) ∈ R1+1}. On the
half-ball

B+
r0 = Br0 ∩H+,

we make the change of variables

(t, x) 7→ (s, y) = (
1

2
t2, x).

Then

(∂s + i∂y)u(s, y) =
1√
2s
f(s, y) in {(s, y) ∈ R1+1 : 2s+ x2 < r2

0}.

Note that the operator on the LHS is the Cauchy–Riemann operator for the pair
(Reu, Imu), so u is holomorphic in s+ iy in the domain where f = 0. In particular,
by the first property in (2.15),

u is holomorphic in s+ iy in U+,

where

U := {(s, y) ∈ R1+1 : (rn − δn)2 < 2s+ x2 < (rn + δn)2}, U+ := U ∩H+.

Moreover, since u is odd in t, it follows that u extends continuously to 0 on U ∩
∂H+ = {(0, y) ∈ R1+1 : (rn − δn)2 < y2 < (rn + δn)2}. By the Schwarz reflection
principle, the continuous extension

u(s, y) =

{
u(s, y) (s, y) ∈ U ∩H+,

u(−s, y) (s, y) ∈ U ∩ {s ≤ 0},

defines a holomorphic function on the reflected domain U . But since u = 0 on
U ∩ ∂H+, it follows that u = 0 on the whole domain U by analytic continuation.
The desired statement (2.17) follows by making the inverse change of variables
(s, y) 7→ (t, x). �

Theorem 2.12 shows that we cannot expect an all encompassing local existence
(i.e., existence of a locally defined solution) result for even linear systems of first-
order PDEs, in the class of smooth solutions.

2.4. Introduction to Hamilton–Jacobi equation. In this section we study the
Hamilton–Jacobi equation, which is an important example of a fully nonlinear first-
order PDE. The equations reads as follows:

(2.18) ∂tu+H(x,Du) = 0,

where u : (0,∞)t × Rdx → R is the unknown, and H : Rd × Rd → R is called the
Hamiltonian. Here, Du = (∂x1u, . . . , ∂xdu) is the spatial part of the differential of
u.
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2.4.1. Method of characteristics: local classical solution and its breakdown. We
study the initial value problem

(2.19)

{
∂tu+H(x,Du) = 0 in (0,∞)t × Rd,

u = g on {t = 0}.

The characteristic equations are:

(2.20)

{
ẋj = ∂pjH(x, p),

ṗj = −∂xjH(x, p),

which are completely decoupled from the equation for z:

(2.21) ż =
∑
j

pj∂pjH.

Equation (2.20) is a celebrated equation in classical mechanics, namely, Hamilton’s
equations – we will study the deeper reason why this connection arises in what
follows. For the moment, we observe that the method of characteristics gives us
a unique regular local (in time) solution u : [0, T ) × Rd → R to (2.19) for some
T > 0. The following example shows that, in general, the regular solution u cannot
be continued globally (i.e., for all times t > 0).

Example 2.13. Consider d = 1 and H(x, p) = 1
2p

2. Then (2.18) becomes

∂tu+
1

2
(∂xu)2 = 0.

Differentiating this equation, we see that v(t, x) := ∂xu(t, x) obeys the equation

∂tv + v∂xv = 0,

which is the (inviscid) Burgers equation. We now reproduce the well-known proof
that, in fact, the solution to the inviscid Burgers equation with any initial function
v(t = 0) ∈ C2(R) with a point with negative slope leads to a finite time breakdown
(singularity).

Assume that v ∈ C2([0, T ) × R) solves the Burgers equation. Note that the
characteristic equations are:

ṫ = 1, ẋ = z, ż = 0, ṗt = −pxpt, ṗx = −p2
x.

Thanks to ṫ = 1, we may use t in place of the parameter s for the characteristic

curves. By separation of variables, px = (px)0
1+t(px)0

, which blows up in finite time if

(px)0 = ∂xu(x0) < 0. It follows that v fails to be C1 in finite time if v(t = 0) has
negative slope at some point.

Returning to the Hamilton–Jacobi equation, we conclude that the unique regular
solution u to (2.19) with d = 1 and H = 1

2p
2 necessarily breaks down in finite time

if g′′(x0) < 0 at some point x0 ∈ R.

Despite the possible spontaneous breakdown of the regular, or classical, solution
u, it is often of interest to find a notion of a generalized, or weak, solution that
remains valid afterward and is unique (more ambitiously, leading to well-posedness
of the IVP). Unfortunately, there is no known general method for obtaining a
satisfactory notion of weak solutions; this task depends highly on the problem at
hand.
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The goal of this lecture is to exhibit an exemplar case, where we can write down
a formula for an appropriate weak solution using ideas from calculus of variations
or optimization, which is an important tool for studying nonlinear PDEs in gen-
eral. More precisely, we will study the origin of the Hamilton–Jacobi equations in
classical mechanics, which would involve some discussion of calculus of variations.
Then we will discover that this story provides an inspiration for the formula for an
appropriate weak solution, called the Hopf–Lax formula, which will be useful later.

(This is, in fact, a part of a bigger story that goes under the name of viscosity
solutions, but we will have to wait until we pick up adequate tools – maximum
principle and theory of parabolic PDEs – to properly develop the theory. We will
return to this topic in Math 222B.)

2.4.2. Review of Lagrangian mechanics: calculus of variations (or optimization).
This is a good place to go back and read about the action principle formulation for
Newton’s equations in Section 1.4. There, we discussed Lagrange’s refomulation
of Newton’s second law with a conservative force. More generally, consider the
following action functional :

S[q] =

∫
I

L(x(t), ẋ(t)) dt

where I is an interval, x : I → Rd is the unknown (generalized position variable)
and L : Rd×Rd → R is called the Lagrangian. As stated earlier, the action principle
in classical mechanics says:

the path x(t) followed by the particle is that for which the action
is minimized, or more precisely, is stationary.

The necessary condition for a path x(t) to be a local minimizer of S[x] is that it is
stationary under all compactly supported variations, i.e.,

d

dε
S[x+ εϕ]

∣∣∣
ε=0

= 0 for all ϕ ∈ C2
c (I).

This leads to the Euler–Lagrange equation for the functional S:

(2.22) − d

dt

(
∂L

∂vj

)
(x, ẋ) +

(
∂L

∂xj

)
= 0.

Indeed, when L(x, v) = 1
2v

2 − V (x), we obtain Newton’s equations ẍj = −∂jV (x)
for j = 1, . . . , d, as we have seen in Section 1.4.

2.4.3. Lagrangian to Hamilton–Jacobi: dynamical programming. Hamilton (and
also Jacobi) tried to reformulate the d-many second-order ODEs (2.22) in terms
of a single scalar first-order PDE. The idea was to consider the following: Given
(t, x) ∈ R× Rd, define

A(t, x) := {x ∈ C2([0, t];Rd) : x(t) = x}.

For the purpose of this derivation, let us assume that:

(∗) there exists a neighborhood U of (0, 0) such that for each (t, x) ∈ U , there exists

a unique minimizer x(t,x) ∈ A(t, x) of
∫ t

0
L(x(s), ẋ(s)) ds, which furthermore

depends smoothly on (t, x).
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In fact, by using the Euler–Lagrange equation and the Fundamental Theorem of
ODEs, this can be proved rigorously, but we shall not discuss the proof.

For (t, x) ∈ U , define

u(t, x) =

∫ t

0

L(x(t,x)(s), ẋ(t,x)(s)) ds.

This function is called Hamilton’s principal action. An alternative way to charac-
terize u is:

u(t, x) = inf
x∈A(t,x)

{∫ t

0

L(x(s), ẋ(s)) ds

}
.

To proceed, we use note that, for each 0 < h < t, we must have

u(t, x) = inf
x∈A(t,x)

{∫ t

t−h
L(x(s), ẋ(s)) ds+ u(t− h,x(t− h))

}
.

or equivalently,

(2.23) 0 = inf
x∈A(t,x)

{∫ t

t−h
L(x(s), ẋ(s)) ds+ u(t− h,x(t− h))− u(t, x)

}
.

This is an example of dynamical programming ; since u(t, x) is the minimal action
from time 0 to t, its restriction to [t − h, t] must also be minimal. For each x ∈
A(t, x), note that∫ t

t−h
L(x(s), ẋ(s)) ds+ u(t− h,x(t− h))− u(t, x)

= h

L(x, ẋ(t))− ∂tu(t, x)−
∑
j

ẋj(t)∂xju(t, x)

+O(h2)

by Taylor expansion for u and x. We now claim that:

(2.24) inf
v∈Rd

L(x, v)− ∂tu(t, x)−
∑
j

vj∂xju(t, x)

 = 0.

Indeed, this claim can be motivated by dividing the previous identity by h and tak-
ing the infinimum over all x ∈ A(t, x), observing that this expression now depends
only on ẋ(t) =: v.

Proof of (2.24). First, using the optimal trajectory x(t,x), we see that

L(x, ẋ(t,x)(t))− ∂tu(t, x)−
∑
j

ẋj(t,x)(t)∂xju(t, x) = 0.

Thus, (LHS of (2.24)) ≤ 0. Now, for the purpose of contradiction, suppose that it
is strictly negative. Then there exists η > 0 and v ∈ Rd such that

L(x, v)− ∂tu(t, x)−
∑
j

vj∂xju(t, x) = −η < 0.

Consider the trajectory x(s) = x − (t − s)v in A(t, x). For any h > 0, By Taylor
expansion, ∫ t

t−h
L(x(s), ẋ(s))ds+ u(t− h,x(t− h))− u(t, x)
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= h(L(x, v)− ∂tu(t, x)−
∑
j

vj∂xju(t, x)) +O(h2),

where the implicit constant is independent of h. By choosing h sufficiently small,
we can ensure that∫ t

t−h
L(x(s), ẋ(s))ds+ u(t− h,x(t− h))− u(t, x) ≤ −1

2
hη < 0,

which contradicts (2.23). �

Since ∂tu is independent of v, we can move it to the LHS and conclude that

∂tu = inf
v∈Rd

L(x, v)−
∑
j

vj∂ju

 =: −H(x, ∂ju).

This completes the derivation of the Hamilton–Jacobi equation under (∗).

Remark 2.14. A similar computation holds if

u(t, x) = min
x∈A(t,x)

{∫ t

0

L(x(s), ẋ(s)) ds+ g(x(0))

}
.

When L is C1 in (x, v) and convex in v for each x,

H(x, p) = − inf
v∈Rd

L(x, v)−
∑
j

vjpj

 = −L(x, v) + v · p
∣∣∣
v=v(x,p)

,

where ∂vL(x, v(x, p)) = p by calculus. By convexity, v∗(x, p) is unique. In the
special case L = 1

2 |v|
2 − V (x), we see that v(x, p) = p, so

H(x, p) =
1

2
|p|2 + V (x).

2.4.4. Duality between Hamiltonian and Lagrangian: the Legendre transform. The
preceding derivation motivates the study of the Legendre transformation

L∗(p) := sup
v∈Rd
{−L(x, v) + v · p}.

Recall that when L = 1
2 |v|

2−V (x), then H = L∗ = 1
2p

2+V (x) (here and below, the
variable x is frozen when taking the Legendre transform). Moreover, by the same
computation, H∗ = L∗∗ = L! This relation is not a coincidence; in fact, L∗∗ = L

provided that L is a convex function with L(v)
|v| → ∞ as |v| → ∞, and there are

good geometric reasons why.
We begin with a review of convex functions.

Definition 2.15. We say that f : Rd → R is convex if for every x 6= y ∈ Rd and
0 ≤ τ ≤ 1,

f(τx+ (1− τ)y) ≤ τf(x) + (1− τ)f(y).

We say that f is strictly convex if the inequality is strict for all x, y ∈ Rd and
0 < τ < 1.

Some important properties of convex functions are:

• Closure under taking sum or multiplying by a positive number. Let f, g be convex
functions, and λ > 0. Then λf and f + g are convex.



28 SUNG-JIN OH

• Closure under taking supremum. The supremum of any collection of convex
functions, as long as it is finite, is convex.

• Continuity. Any convex function f : Rd → R is continuous3.
• Jensen’s inequality. Let f : R → R be convex. For any open bounded subset U

and u ∈ L1(U ;R), we have

f

(
1

|U |

∫
u(x) dx

)
≤ 1

|U |

∫
f(u(x)) dx.

• Supporting hyperplanes. Let f : Rd → R be convex. Then for each x ∈ Rd, there
exists p ∈ Rd such that

f(y) ≥ f(x) + p · (y − x) for all y ∈ Rd.

In particular, if f is differentiable at x, then r = Df(x).
• Existence of a unique minimizer. If f : Rd → R is strictly convex, then there

exists a unique minimizer of f .

Let L : Rd → R be a convex function such that lim|v|→∞
L(v)
|v| = +∞, and recall

the definition of the Legendre transformation,

L∗(p) := sup
v∈Rd

{p · v − L(v)} .

Observe that the set we are taking the supremum over is nonempty thanks to

lim|v|→∞
L(v)
|v| = +∞, and finite by the convexity of L. We have seen one inter-

pretation of this transformation, in the special case when L is differentiable and
strictly convex:

(0) If L is differentiable and strictly convex, then L∗(p) = p · v(p)−L(v(p)) where
v(p) is the critical point DL(v(p)) = p, which is unique thanks to strict con-
vexity.

We also have the following additional, more geometric, characterizations:

(1) L∗ finds (minus) the z-intercept of the hyperplane with normal (p, 0) that
touches the graph of L from below in Rdv × Rz.

(2) On the other hand, L∗(p) is the supremum of (trivially) convex functions v ·
p− L(x, v).

Using these two geometric observation, we see that L∗∗(v) is the supremum of all
hyperplanes that lie below the graph of L(v) in Rdv.

At this point, it is not difficult to show the following result:

Proposition 2.16. If L is convex and lim|v|→∞
L(v)
|v| = +∞, then L∗ is convex

and lim|v|→∞
L∗(p)
|p| = +∞. Moreover, L = L∗∗.

Proof. Proof of the first assertion. Indeed, L∗ is the supremum of convex func-
tions on Rdp, so it is convex. Moreover, given any λ > 0, we have

L∗(p) = sup
v∈Rd
{−L(v) + p · v} ≥ λ|p| − L(λ p

|p| ) ≥ λ|p| − max
Bλ(0)

L

where we have chosen v = λ p
|p| in the first inequality. Hence lim inf |p|→∞

L∗(p)
|p| ≥ λ.

Since λ > 0 was arbitrary, lim|p|→∞
L∗(p)
|p| =∞.

3This strongly uses the fact that f is finite everywhere.
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Proof of the second assertion. Since L∗∗(v) is the supremum of all hyperplanes
that lie below the graph of L(v) in Rdv, clearly L∗∗ ≤ L. On the other hand, given
any point (v, z) below the graph of L, we can always find a supporting hyperplane at
(v, L(v)) which is above (v, z); so L∗∗ has the same graph as L (i.e., L∗∗ = L). �

2.4.5. From Hamilton–Jacobi to Hamiltonian and Lagrangian mechanics. With these
knowledges, we may now discuss how solving the Hamilton–Jacobi equation leads to
an easy integration of the ODEs (2.22). In what follows, we work with L such that,

for each x ∈ Rd, L(x, ·) is differentiable, strictly convex and lim|v|→∞
L(x,v)
|v| = +∞.

We observe that the projected characteristics necessarily coincide with the min-
imizing trajectory x(t). Indeed, if x∗ is the minimizing trajectory, then

u(t, x∗(t)) =

∫ t

0

L(x∗(s), ẋ∗(s)) ds

∂tu(t, x∗(t)) +
∑
j

ẋj∗(t)∂xju(t, x∗(t)) = L(x∗(t), ẋ∗(t))

Let x = x∗(t). Since L = H∗,

−H(x,Du(t, x)) +
∑
j

ẋj∗(t)∂xju(t, x) = − min
p∈Rd

{H(x, p)− ẋ∗(t) · p} .

We may check that H is strictly convex. Then, by the uniqueness of the minimizer,
it follows that

∂xju(t, x) = pj , ẋj∗ = ∂pjH(x, p),

which is the desired conclusion.

(Exercise: Prove that H = L∗ is strictly convex if L is everywhere differentiable.
It is useful to introduce the notion of a subdifferential of L: p ∈ ∂L(v) if and only if
there exists a supporting hyperplane with normal p at v. Note that (i) p ∈ ∂L(v) if
and only if v ∈ ∂H(p), and (ii) L is differentiable at v if and only if ∂L(v) consists
of exactly one element.)

To close the full circle, note that the same relations show that the x-component of
Hamilton’s equations coincide with the minimizing trajectory x(t) for S. We have,
in fact, just shown the equivalence of three formulations of classical mechanics
(Lagrangian, Hamiltonian, Hamilton–Jacobi)!

2.4.6. Hopf–Lax formula. Now, start from H = H(p) that is convex in p and
H(p)
|p| →∞ as |p| → ∞. Define L(v) = H∗(v).

u(t, x) = inf
x∈A(t,x)

{∫ t

0

L(ẋ(s)) + g(x(0))

}
.

By convexity,

(2.25) u(t, x) = min
y∈Rd

{
tL(x−yt ) + g(y)

}
.

This is called the Hopf–Lax formula.
It turns out that u(t, x) defined by (2.25) obeys the following nice properties:

• as long as g is Lipschitz, u is a well-defined Lipschitz function such that u(0, x) =
g(x);

• at every point (t, x) where u is differentiable, the Hamilton–Jacobi equation is
satisfied (in this sense, u may be thought as a weak solution);
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• u(t, x) turns out to be unique among an adequate class of weak solutions.

All these facts are proved in Section 3.3.3 in [Eva10]. However, with the little
tools we have at this point, all these (especially the uniqueness assertion) would
require seemingly ad-hoc arguments. We will postpone the proper discussion of
this topic until Math 222B, when we talk about viscosity solutions to (2.19). If you
are interested, you may consult Chapter 10 of [Eva10].
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Intermission

The goal of the remainder of the course is to introduce three fundamental tools
for studying PDEs: distribution theory, Fourier transform and Sobolev spaces. At
the same time, using these tools, we will also study the following basic second-order
linear scalar PDEs:

• The Laplace equation. For u : Rd → R or C,

∆u = 0.

• The wave equation. For u : R1+d → R or C,

�u = (−∂2
t + ∆)u = 0.

• The heat equation. For u : R1+d → R or C,

(∂t −∆)u = 0.

• The Schrödinger equation. For u : R1+d → C,

(i∂t −∆)u = 0.

Distribution theory (Section 3) provides a unified and natural framework for
studying PDEs. In this theory, the concept of a function is generalized so as to
allow for meaningful differentiation of otherwise non-differentiable functions (e.g.,
think of f(x) = |x|). Distribution theory furnishes a natural way to formulate
the notion of a generalized solution to a PDE, as well as important concepts for
linear PDEs such as the fundamental solution and Green’s function (both will be
discussed in more detail below).

The Fourier transform (Section 8) is particularly useful for analyzing constant-
coefficient linear PDEs like the ones above, since it simultaneously diagonalizes all
constant-coefficient linear partial differential operators. As we will see, distribution
theory also provides a natural framework for studying Fourier transforms in general
as well.

Finally, the last theme that will be pointed out is the miraculous cancellations
that happen when we multiply each equation with a suitable function and perform
an integration by parts. These cancellations form the basis of the so-called energy
method (Sections 10 and ??), which turns out to be the most reliable method to
study variable-coefficient and/or nonlinear PDEs. The desire to develop wellposed-
ness theory based on the energy method will motivate us to study the theory of
Sobolev spaces (Section 11).



32 SUNG-JIN OH

3. Introduction to the theory of distributions

Distribution theory allows us to meaningfully differentiate functions that are not
classically differentiable. In a sense, it is a completion of differential calculus. The
theory was pioneered by L. Schwartz in the mid-20th century, but actually the
related ideas have already been used by physicists and engineers.

3.1. An example from electrostatics. To motivate the theory, let us discuss an
example from physics, or more specifically, electrostatics.

The subject of electrostatics deals with the relationship between an electric field
E : U → R3 and an electric charge distribution ρ : U → R (i.e.,

∫
V
ρdx gives the

total electric charge inside the domain V ) in a domain U ⊆ R3 when nothing varies
in time. The main equations of the theory are:

• The Gauss law

∇ ·E = ρ in U,

• The electrostatic law

∇×E = 0 in U.

If the electrostatic law is satisfied on U = R3, then as we learn in vector calculus,
there exists an electric potential φ : R3 → R such that E = −∇φ. The Gauss
law for the electric potential becomes the Poisson equation:

−∆φ = ρ in R3.

A basic problem in electrostatics is to determine the electric potential φ from
a given charge distribution ρ. Here is the physicist’s way of solving this problem:
– When the charge distribution ρ consists of a finite sum of point charges qk

placed at yk ∈ R3 for k ∈ {1, . . . ,K}, i.e., ρ =
∑K
k=1 qk(point charge at yk)

then by linearity, φ must be given by the sum of the electric potentials of
the point charges. Again by linearity and translation invariance, the electric
potential of the point charge qk at yk is qkφ0(x− yk), where φ0 is the electric
potential of the (positive) unit point charges at the origin. Therefore,

φ =

K∑
k=1

qkφ0(x− yk).

– Next, consider a general a smooth charge distribution ρ. Let us view it as the
“continuous sum of point charges ρ(y) at y ∈ R3”. By linearity, φ should be
“continuous sum of the electric potentials ρ(y)φ0(x−y) of these point charges”.
In other words,

φ(x) =

∫
ρ(y)φ0(x− y) dy.

– Now it only remains to determine the electric potential φ0 of a (positive) unit
point charge at 0. By the rotational symmetry of the problem, φ0 must be
radial, i.e., φ = φ(r) in the polar coordinates on R3 (r2 = (x1)2+(x2)2+(x3)2).
For any r > 0, the total amount of charge inside the ball B(0, r) is 1, since
there is only the unit point charge at 0. By the Gauss law and the divergence
theorem,

1 =

∫
B(0,r)

∇ ·E =

∫
∂B(0,r)

ν ·E.
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Since ν(x) = x
|x| for x ∈ ∂B(0, r), ν · ∇φ = ∂rφ in the polar coordinates.

Moreover, since φ is radial, ∂rφ is constant on ∂B(0, r). Therefore,

1 = −
∫
∂B(0,r)

ν · ∇φ = −4πr2∂rφ(r),

or in other words,

∂rφ(r) = − 1

4πr2
.

(Actually, this is Coulomb’s inverse square law!) For physical reasons, it is
reasonable to normalize φ so that φ(r)→ 0 as r →∞. Then by integration,

φ(r) =
1

4π

1

r
, or equivalently, φ(x) =

1

4π

1

|x|
.

– In sum, the electric potential on φ in R3 corresponding to a given charge
distribution ρ in R3 is

φ(x) =
1

4π

∫
1

|x− y|
ρ(y) dy.

This clever procedure has a few jumps that are difficult to justify with usual
calculus, such as the notion of a point charge, representation of ρ(x) as the
“continuous sum of point charges” and the electrostatic potential of a point
charge. However, we do not want to give up on these nice ideas! As a natural
setting in which the above argument can be made rigorous (and also generalized),
we will introduce the concept of a distribution.

3.2. Definition of a distribution, first take. The basic idea of a distribution
is as follows. Consider a continuous function u : U → R. The most obvious way to
characterize u is by its pointwise values u(x), i.e., two continuous functions u and
v on U are the same if and only if u(x) = v(x) for all x ∈ U . Equivalently, we may
also characterize f in terms of the weighted averages

〈u, φ〉 =

∫
uφ dx,

where the weight φ varies over a vector space of functions on U that is

(1) “nice enough” so that 〈u, φ〉 is well-defined for each φ; and
(2) “rich enough” so that, for instance, 〈u, φ〉 = 〈v, φ〉 for all φ in this space if and

only if u = v.

Observe that φ 7→ 〈u, φ〉 is a linear functional on this vector space. The weights φ
are also called test functions.

The power of this viewpoint lies in the simple observation that, in fact, if the test
functions are “nice enough”, then the local weighted average 〈u, φ〉 makes sense for
a much larger class of objects than just the continuous functions. For instance, if
φ’s are assumed to be continuous, then 〈u, φ〉 naturally makes sense for any measure
u that vanishes outside a compact subset K of U .

We arrive at the notion of a distribution u by following the above idea to an
extreme: Throw away the pointwise values of u and keep only the linear functionals
φ 7→ u(φ) defined on a suitable vector space of test functions. It is a generalization
of the notion of a continuous function in the sense that, when u is a continuous
function, u(φ) is given by the weighted average u(φ) = 〈u, φ〉 =

∫
uφdx.
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What is then the suitable vector space of φ’s? First, it would be nice if each φ is
infinitely differentiable, or smooth. Second, it would also be nice if each φ vanishes
outside a compact set. For later purposes, it is useful to formalize this point with
the following definition:

Definition 3.1 (Support of a continuous function). Let f ∈ C(U). The support of
f , denoted by supp f is the closure of the subset of U where f is non-zero, i.e.,

supp f = {x ∈ U : f(x) 6= 0}.

We say that f is compactly supported if supp f is compact.

The space of all smooth (i.e., infinitely differentiable) functions φ : U → R that
are compactly supported (i.e., suppφ is compact) is denoted by C∞c (U). Using
C∞c (U) as the space of test functions, we (almost) arrive at the standard definition
of a distribution:

Definition 3.2 (Distribution; rough version). A distribution u in U is a linear
functional u : C∞c (U)→ R that is “continuous.”

The continuity condition is a natural regularity condition to impose on u to
avoid crazy counterexamples. In order to make precise the notion of continuity in
Definition 3.2, we need to discuss the notion of convergence (i.e., topology) of the
space C∞c (U); this is one of the topics of the next subsection.

3.3. The space of test functions C∞c (U). To properly formulate the notion of
continuity in Definition 3.2, we now turn to the description of the space C∞c (U)
of smooth and compactly supported functions in U . We have chosen this space so
that its elements are “nice”. According to the discussion in the previous subsection,
in order for Definition 3.2 to be reasonable, we would like to demonstrate that the
space C∞c (U) is “rich enough” as well; for instance, if u and v are continuous
functions on U such that 〈u, φ〉 = 〈v, φ〉 for all φ ∈ C∞c (U), then we better have
u = v.

We start with the simplest question, namely, can we construct a single example
of a smooth function on Rd whose support belongs to B(0, 1)? Here is one way to
construct such an example. Consider the function ϕ : R→ R defined by

ϕ(x) =

{
e−

1
x x > 0

0 x ≤ 0.

It is not difficult to check that ϕ is infinitely differentiable and suppϕ = [0,∞).
Next, consider

φ(x) = ϕ
(
1−

(
(x1)2 + · · ·+ (xd)2

))
.

Since φ is the composition of two smooth functions, φ ∈ C∞(Rd). Moreover,

since 1 −
(
(x1)2 + · · ·+ (xd)2

)
≥ 0 if and only if x ∈ B(0, 1), it follows that with

suppφ ⊂ B(0, 1).
To generate more examples, let us introduce the idea of convolution:

Definition 3.3 (Convolution). Let f be a continuous function in U and φ ∈
C∞c (U). We define the convolution of f and φ by

f ∗ φ(x) =

∫
f(y)φ(x− y) dy.
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As we will see below, the convolution operation can be generalized to more
general f and φ.

Let us quickly go over a few important properties of convolution. First, note
that ∗ is commutative:

f ∗ φ(x) =

∫
f(x− y)φ(y) dy =

∫
f(y)φ(x− y) dy = g ∗ f(x).

Next, even if f is merely continuous (so in particular, non-differentiable), note
that its convolution f ∗φ with φ ∈ C∞c (Rd) is smooth. Indeed, by the formal chain
of identities

∂xj (f∗φ)(x) = ∂xj

∫
f(y)φ(x−y) dy =

∫
∂xj (f(y)φ(x−y)) dy =

∫
f(y)∂xjφ(x−y) dy,

we see that, provided that the order of the differentiation and the integration can
be interchanged (the second equality), we may arrange so that each x-derivative of
f ∗ φ(x) falls only on φ(x− ·), which still belongs to C∞c (U). The hypothesis that
f is continuous and φ ∈ C∞c (Rd) is sufficient to justify this interchange.

Another important property of convolution is:

supp f ∗ φ ⊆ supp f + suppφ,

where by A+B for two subsets A,B ⊆ Rd, we mean

A+B = {a+ b ∈ Rd : a ∈ A, b ∈ B}.
In particular, if supp f is compact, then f ∗ φ is also compactly supported. To see
how this inclusion is proved, take a point x ∈ Rd such that f ∗ φ(x) 6= 0. Then the
integral

f ∗ φ(x) =

∫
f(y)φ(x− y) dy

must be non-zero, which means that there exists some y ∈ {y : f(y) 6= 0} ⊆ supp f
and x − y ∈ {z : φ(z) 6= 0} ⊆ suppφ. Thus, {x : f ∗ φ(x) 6= 0} ⊆ supp f + suppφ.
Taking the closure of both sides, we arrive at the desired conclusion.

Lemma 3.4. Let f ∈ Ck(Rd), 0 ≤ k <∞. Let φ be a smooth function with support

contained in B(0, 1) and
∫
φ = 1. Set φδ(x) = δ−dφ(δ−1x) and let

fδ(x) = φδ ∗ f(x) =

∫
δ−dφ

(
x− y
δ

)
f(y) dy =

∫
f(x− δz)φ(z) dz.

Then

• The functions fδ are C∞ and supp fδ ⊆ supp f +B(0, δ).
• For |α| ≤ k, we have ∂αfδ → ∂αf uniformly on each compact set as δ → 0.

Proof. By definition, the regularity and support properties of fδ in the statement
of Lemma 3.4 are clear. The key is to prove the uniform convergence assertion.

Let us first consider the case k = 0. Let L be a compact subset of U . We write

φδ ∗ f(x)− f(x) =

∫
φδ(y)f(x− y) dy −

∫
φδ(y)f(x) dy

=

∫
φ(z) (f(x− δz)− f(x)) dz,

where in the first equality, we used the property that
∫
φδ = 1, and in the second

equality, we used the change of variables y = δz. For each fixed z, f(x−δz)−f(x)→
0 as δ → 0 by the continuity of f . Moreover, for z ∈ suppφ, which is compact,
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and x in the compact set L, f(x − δz) − f(x) → 0 as δ → 0 uniformly. Thus we
can exchange the order of the limit limδ→0 and the integration, and conclude that
φδ ∗ f(x)→ f(x) uniformly on L, as desired.

In the case 0 < |α| ≤ k, we begin by writing

Dα(φδ ∗ f)(x)−Dαf(x) =

∫
φδ(y)Dαf(x− y) dy −

∫
φδ(y)Dαf(x) dy

=

∫
φ(z) (Dαf(x− δz)−Dαf(x)) dz,

where the point is that we let up to k derivatives fall on f . At this point, we may
adapt the argument in the case k = 0 and prove Dα(φδ ∗ f)(x) − Dαf(x) → 0
uniformly on any compact subset L of U ; we omit the straightforward details. �

As a consequence, we have a huge space of test functions, which closely follows
the behavior of continuous compactly supported functions. The space of continuous
compactly supported functions is very rich, as we learned in point-set topology
(recall Urysohn’s lemma, etc.). From Lemma 3.4 and “richness” of C(U), it is
not difficult to show C∞c (U) is “rich enough” so that, in particular, if u and v are
continuous functions on U such that 〈u, φ〉 = 〈v, φ〉 for all φ ∈ C∞c (U), then u = v.

We are finally ready to specify the topology of C∞c (U). Instead of an abstract
description, let us describe how sequential convergence is defined:

Definition 3.5. A sequence φj ∈ C∞c (U) converges to φ ∈ C∞c (U) if there exists
a compact set K ⊂ U such that suppφj , suppφ ⊆ K and

lim
j→∞

sup
x∈K
|Dαφj(x)−Dαφ(x)| = 0

for every multi-index α.

Remark 3.6 (For those who are familiar with functional analysis). The topology on
C∞c (U) is the strongest (i.e., smallest) topology such that for each compact subset
K ⊂ U , the space

C∞c (K) = {φ : φ ∈ C∞, suppφ ⊆ K}
equipped with the complete invariant (i.e., d(φ− ϕ,ψ − ϕ) = d(φ, ψ)) metric

d(φ, ψ) =

∞∑
n=0

2−n
pn(φ− ψ)

1 + pn(φ− ψ)
, pn(φ) = sup

α:|α|=n
sup
x∈K
|Dαφ(x)|,

(in fact, (C∞c (K), d) is a Fréchet space) embeds continuously into C∞c (U).

3.4. Definition of a distribution, second take, and some basic concepts.
We are now ready to give the precise definition of a distribution, following L. Schwartz.

Definition 3.7. A distribution u on U is a linear functional u : C∞c (U) → R
that is continuous in the following sense: For any sequence φj ∈ C∞c (U) such that
φj → φ ∈ C∞c (U) in the sense of Definition 3.5, then u(φj)→ u(φ).

It is customary to write D′(U) for the space of distributions on U . Also, the
pairing u(φ) of the linear functional u and a test function φ is usually written in
the form

u(φ) = 〈u, φ〉,
motivated by the notation in the case u is continuous.
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A useful reformulation of Definition 3.7 that does not directly involve Defini-
tion 3.5 (but of course, they are deeply related!) is as follows:

Lemma 3.8. A linear functional u : C∞c (U) → R is a distribution if and only if
it is bounded in the following sense: For any compact set K ⊂ U , there exists an
integer N and a constant C = CK,N such that for all φ ∈ C∞c (U) with suppφ ⊆ K,
we have

(3.1) |〈u, φ〉| ≤ C
∑
|α|≤N

sup
x∈K
|Dαφ(x)|.

Proof. That boundedness implies (sequential) continuity is obvious. To show the
converse, we argue by contradiction.

Suppose that u : C∞c (U) → R is a distribution, but not bounded. Then there
exists a compact set K ⊂ U such that for all integers N and C > 0, there exists
φN,C ∈ C∞c (U) such that

|〈u, φN,C〉| ≥ C
∑
|α|≤N

sup
x∈K
|DαφN,C(x)|.

Choosing C = N , we arrive at a sequence φN = φN,N obeying

(3.2) |〈u, φN 〉| ≥ N
∑
|α|≤N

sup
x∈K
|DαφN (x)|.

Now put

ψN (x) :=
1

N
∑
|α|≤N supy∈K |DαφN (y)|

φN (x).

Then suppψN ⊆ K and |DβψN (x)|N ≤ 1
N for x ∈ K and |β| ≤ N . By Defini-

tion 3.5, we see that ψN → 0 in C∞c (U). Since u is a distribution, 〈u, ψN 〉 → 0,
but this property contradicts (3.2) that implies instead |〈u, ψN 〉| ≥ 1. �

Using Lemma 3.8, we can introduce the concept of the order of a distribution.

Definition 3.9 (Order of a distribution). Let u ∈ D′(U). If there is an integer N
such that (3.1) holds for all compact set K ⊂ U and some C = CK , then we say
that u has order ≤ N . The smallest such N is called the order of the distribution
u.

Another useful concept to keep in mind is that of the support of a distribution.

Definition 3.10 (Support of a distribution). We say that a distribution u ∈ D′(U)
vanishes in an open subset V ⊆ U if 〈u, φ〉 = 0 for every test function φ such that
suppφ ⊂ V . Let

Vmax =
⋃
{V : V is an open subset of U in which u vanishes}.

The support of u, denoted by suppu, is defined as the complement of Vmax, i.e.,

suppu = U \
(⋃
{V : V is an open subset of U in which u vanishes}

)
.

At this point, let us cover some first examples of distributions.

• Locally integrable functions. We say that a function u : U → R is locally integrable
if it is measurable and absolutely integrable on every compact subset K of U with
respect to the Lebesgue measure (i.e.,

∫
K
|f | < ∞); we denote by L1

loc(U) the
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space of such functions. Any locally integrable function u defines a distribution
by

〈u, φ〉 :=

∫
uφ dx,

where the RHS is well-defined thanks to local integrability. It is usual to abuse
the notation and use the same letter u to refer to the distribution defined by the
function u. Clearly, all distributions arising in this fashion has order 0. When u
is continuous, the support of u as a continuous function agrees with the support
of u as a distribution.

To give more specific examples, any continuous function or any essentially
bounded measurable function is a distribution. A singular function on Rd of the
form

u(x) =
1

|x|α

with α < d is locally integrable, so it is a distribution. However, when α ≥ d, it
does not

• (Signed) Borel measures. Any signed Borel measure µ on U defined a distribution
by

〈µ, φ〉 =

∫
φ(x) dµ(x).

Again, we use the same letter µ to denote the distribution defined by µ. All
distributions arising in this fashion again has order 04. The support of µ as a
distribution coincides with the support of µ as a signed Borel measure.

An important example of this type of a distribution is the delta distribution
(or more colloquially, the delta function) at y, which is defined by

〈δy, φ〉 = φ(y).

It corresponds to the atomic measure with total measure 1 at y ∈ Rd. From this
example, we can make sense of the charge distribution ρ of point charges qi at
yi:

ρ =
∑
i

qiδyi .

• Higher order examples. The simplest example of a N -th order distribution on Rd
is

〈u, φ〉 = ∂αφ(0)

where α is a multi-index of order |α| = N . The support of this distribution is
{0}.

More interesting examples of distributions will be given after we discuss the basic
operations and limit theorems for distributions.

4In fact, although we will not prove it, it turns out that every distribution of order zero on U
is a continuous linear functional on C0(U), which may be identified with a signed Borel measure

on U .
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3.5. Basic operations for distributions. We now discuss how to generalize basic
operations for smooth functions to the case of distributions. As we will see, the
basic idea is as follows:

Basic principle (the adjoint method): An operation A on smooth functions
are generalized to distributions by computing the adjoint operation A′ defined by∫

U

(Au)φ dx =

∫
U

u(A′φ) dx ∀φ ∈ C∞c (U), ∀u ∈ C∞(U),

such that A′φ ∈ C∞c (U), then defining

〈Au, φ〉 := 〈u,A′φ〉 ∀φ ∈ C∞c (U), ∀u ∈ D′(U).

• Multiplication by smooth function. Given u ∈ D′(U) and f ∈ C∞(U), we define

〈fu, φ〉 := 〈u, fφ〉, ∀φ ∈ C∞c (U).

Indeed, this definition is motivated by the fact that for u ∈ C∞(U) and φ ∈
C∞c (U),

〈fu, φ〉 =

∫
U

(fu)φ =

∫
U

u(fφ)

and the observation that fφ ∈ C∞c (U). Moreover, it is not difficult to check that
φn → φ in C∞c (U) implies fφn → fφ in C∞c (U), which makes φ 7→ 〈fu, φ〉 indeed
a distribution.

• Differentiation. Given u ∈ D′(U), we define

〈∂ju, φ〉 := −〈u, ∂jφ〉, ∀φ ∈ C∞c (U).

Indeed, for u ∈ C∞(U) and φ ∈ C∞c (U), we have

〈∂ju, φ〉 =

∫
U

∂juφ = −
∫
U

u∂jφ

by integration by parts. Note moreover that φn → φ in C∞c (U) implies ∂jφn →
∂jφ in C∞c (U), so that φ 7→ 〈∂ju, φ〉 is indeed a distribution.

It is worth emphasizing that every distribution is differentiable with the above
simple definition. So distribution theory is an extension of the usual differen-
tial calculus, where every object (including any continuous functions, which are
distributions) is differentiable. Distribution theory is the minimal among such
extensions, in the sense that every distribution is locally a (in general, high order)
derivative of a continuous function; this is the structure theorem for distributions,
which we will cover later.

• Convolution with a smooth compactly supported function. Given u ∈ D′(Rd) and
f ∈ C∞c (Rd), we define

〈f ∗ u, φ〉 := 〈u, f ∗′ φ〉 ∀φ ∈ C∞c (U),

where ∗′ is the “adjoint” convolution defined by

f ∗′ φ(x) =

∫
Rd
f(y − x)φ(y) dy =

∫
Rd
f(y)φ(x+ y) dy.

Indeed, for u ∈ C∞, note that

〈f ∗ u, φ〉 =

∫
Rd

(f ∗ u)(x)φ(x) dx

=

∫
Rd

∫
Rd
f(x− y)u(y)φ(x) dydx
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=

∫
Rd
u(y)

(∫
Rd
f(x− y)φ(x) dx

)
dy

= 〈u, f ∗′ φ〉.
It can be checked in a straightforward manner (although it is more complicated
than the preceding two operations) that φ 7→ 〈f ∗ u, φ〉 is continuous.

In fact, by the condition f ∈ C∞c (Rd), f ∗u is more than merely a distribution.

Lemma 3.11. For f ∈ C∞(Rd) and u ∈ D′(Rd), f ∗ u is a smooth function
(i.e., f ∗ u ∈ C∞(Rd)). In fact,

Dα(f ∗ u)(x) = ((Dαf) ∗ u)(x)

for any multi-index α.

Proof. Let us first check that f ∗ u is a continuous function. Note that the
expression

f ∗ u(x) =

∫
Rd
f(x− y)u(y) dy = 〈u, f(x− ·)〉

already makes sense for u ∈ D′(Rd), since f(x− ·) ∈ C∞c (Rd). By the continuity
property of u in Definition 3.7, it follows that f ∗ u(x) is continuous. Moreover,
it agrees with the distribution f ∗ u as defined above.

To see that f ∗ u is smooth, the idea is to work with difference quotients. Let
us demonstrate the idea in detail in the case |α| = 1; the rest of the proof is a
straightforward extension of this case.

Let ei be the unit vector in the positive direction along the xi-axis, and consider
the directional difference quotient

1

h
(f ∗ u(x+ hei)− f ∗ u(x)) =

〈
u,

1

h
(f(x+ hei − ·)− f(x− ·))

〉
.

It is not difficult to check that 1
h (f(x+ hei − ·)− f(x− ·)) → ∂if(x − ·) in the

C∞c (Rd) topology. Thus, by the continuity property of u in Definition 3.7, it
follows that

∂i(f ∗ u)(x) = lim
h→0

1

h
(f ∗ u(x+ hei)− f ∗ u(x))

= lim
h→0

〈
u,

1

h
(f(x+ hei − ·)− f(x− ·))

〉
= 〈u, ∂if(x− ·)〉 = ((∂if) ∗ u)(x).

This proves that f ∗ u is differentiable and Dα(f ∗ u)(x) = ((Dαf) ∗ u)(x) when
|α| = 1, as desired. �

An analogue of Lemma 3.4 holds in this case as well; let us hold off the discus-
sion of this result until we introduce the notion of convergence of distributions.

The property of the convolution regarding the supports remains valid in this
case, too.

Lemma 3.12. For f ∈ C∞(Rd) and u ∈ D′(Rd), we have

supp(f ∗ u) ⊆ supp f + suppu.

Proof. To prove this, it suffices to prove the contrapositive: If z 6∈ supp f+suppu,
then z 6∈ supp(f ∗ u). Equivalently, we need to show that if z− supp f = {z− x :
x ∈ supp f} ⊆ Rd \ suppu, then f ∗ u(z) = 0. Since f ∗ u = 〈u, f(x− ·)〉 by
Lemma 3.11, the last statement is obvious. �
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3.6. More examples. Here are more examples of distributions on R.

• Heaviside function. Consider

H(x) =

{
1 when x > 0

0 when x ≤ 0.

Since H is locally integrable, it defines a distribution.
Note the following computation:

H ′ = δ0,

where δ0 is the delta distribution at 0.
To see this, we recall the definition of differentiation of a distribution and

compute as follows: For φ ∈ C∞c (R),

〈H ′, φ〉 = −〈H,φ′〉 = −
∫
H(x)φ′(x) dx

= −
∫ ∞

0

φ′(x) dx

= φ(0)− lim
x→∞

φ(x) = φ(0),

where we used the fundamental theorem of calculus on the second line, and the
compact support property of φ on the last line.

Remark 3.13. This simple computation will be generalized below when we com-
pute the derivative of the characteristic function of a C1 domain, which in turn
will lead to the distribution-theoretic proof of the divergence theorem.

• Principal value distribution. We start with the following question: Although 1
x is

not locally integrable (so it does not directly define a distribution), can we find
a distribution u ∈ D′(R) that agrees with 1

x (i.e., u− 1
x vanishes) in the open set

R \ {0}?
There are many ways to go about this question, but a good idea is to notice

that the indefinite integral of 1
x , namely log |x|, is locally integrable so that it

defines a distribution. Then we define the desired distribution u by

u =
d

dx
log |x|,

where the differentiation is taken in the sense of distributions. Such a distribution
is called the principal value distribution, and is denoted by pv 1

x . It can be shown
that

〈pv

(
1

x

)
, φ〉 = lim

ε→0+

(∫ ∞
ε

1

x
φ(x) +

∫ −ε
−∞

1

x
φ(x) dx

)
.

Indeed, consider a test function φ ∈ C∞c (R) and choose L large enough so that
suppφ ⊂ (−L,L). We compute

〈pv
(

1

x

)
, φ〉 = −

∫ ∞
−∞

log |x|φ′(x) dx

= −
∫ L

0

log |x|(φ(x)− φ(0))′ dx−
∫ 0

−L
log |x|(φ(x)− φ(0))′ dx

=

∫ L

−L

1

x
(φ(x)− φ(0)) dx.
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Splitting (−L,L) into (−L,−ε) ∪ (−ε, ε) ∪ (ε, L), we see that∫ L

−L

1

x
(φ(x)− φ(0)) dx

= lim
ε→0+

(∫ L

ε

1

x
(φ(x)− φ(0)) dx+

∫ ε

−ε

1

x
(φ(x)− φ(0)) dx+

∫ −ε
−L

1

x
(φ(x)− φ(0)) dx

)

= lim
ε→0+

(∫ L

ε

1

x
(φ(x)− φ(0)) dx+

∫ ε

−ε

∫ 1

0

φ′(σx) dσ dx+

∫ −ε
−L

1

x
(φ(x)− φ(0)) dx

)

= lim
ε→0+

(∫ L

ε

1

x
φ(x) dx+

∫ −ε
−L

1

x
φ(x) dx

)
,

where on the last line, we used∣∣∣∣∫ ε

−ε

∫ 1

0

φ′(σx) dσ dx

∣∣∣∣ ≤ 2 sup
x
|φ′(x)|ε→ 0 as ε→ 0,∫ −ε

−L

1

x
φ(0) +

∫ L

ε

1

x
φ(0) = 0.

If we do not take ε→ 0, then we obtain an estimate on 〈pv 1
x , φ〉 implying that

the order of pv 1
x is ≤ 1. To see that its order is exactly 1, we use the following

result:

Lemma 3.14. Let u be a distribution on R that agrees with 1
x on (0,∞). Then

its order is at least 1.

Proof. For the purpose of contradiction, suppose that the order of u is 0. Then
there exists C > 0 such that

|〈u, φ〉| ≤ C sup
x∈[−2,2]

|φ(x)|

for all φ ∈ C∞c (R) with suppφ ⊆ [−2, 2]. Now take φ(x) =
∑J
j=0 ϕ(2jx), where

J is a parameter that we will choose later and ϕ ∈ C∞c (R) obeys |ϕ| ≤ 1,
suppϕ ⊂ (1, 2) and

∫
ϕdx
x > 0. Then on the one hand, by the assumption,

〈u, φ〉 =

J∑
j=0

∫ 2−j+1

2−j

1

x
ϕ(2jx) dx = (J + 1)

∫ 2

1

ϕ(x)
dx

x
,

which can be made arbitrarily large by taking J → ∞. On the other hand,
since ϕ(2jx)’s have disjoint supports, we have |φ| ≤ 1 and therefore |〈u, φ〉| ≤ C
independent of J . This is a contradiction. �

Finally, we remark that pv 1
x is not the unique distribution that agrees with

1
x in R \ {0}; however, as we will see below, all such distributions are of the form

pv 1
x +

∑K
k=0 ckδ

(k)
0 for some K ≥ 0 and coefficients ck ∈ R.

3.7. Sequence of distributions. We now discuss the notion of convergence of a
sequence of distributions.

Definition 3.15. A sequence un ∈ D′(U) converges to u ∈ D′(U) if for all φ ∈
C∞c (U), we have

〈un, φ〉 → 〈u, φ〉.
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When such a convergence holds, we say that un ⇀ u in the sense of distributions.
The key “sequential completeness” theorem for distributions is as follows.

Theorem 3.16. Let un be a sequence of distributions on U with the following
property: For each φ ∈ C∞c (U), the sequence 〈un, φ〉 converges as n → ∞. Then
there exists a distribution u ∈ D′(U) characterized by the property

(3.3) 〈u, φ〉 = lim
n→∞

〈un, φ〉, ∀φ ∈ C∞c (U).

For every compact set K ⊂ U , there exist N and C (independent of n) such that
(3.1) holds for all un and u. Moreover, if φn → φ in C∞c (U), then 〈un, φn〉 → u(φ).

This theorem is very useful in two regards: First, when we check the existence
of the limit of 〈uj , φ〉 for each φ ∈ C∞c (U), the continuity of the limit u follows
immediately, which is more cumbersome to check directly. Second, it implies that
we can always “distribute the limits” in limn→∞〈un, φn〉 = 〈limn→∞ u, limn→∞ φn〉.

If we consider a sequence of continuous linear functionals un on a Banach space
X, then the analogous result is a consequence of the uniform boundedness theorem,
which ensure that any family {u}u∈U of continuous linear functionals on X that is
pointwise bounded (i.e., {u(x)}u∈U is bounded for each x ∈ X) is always equicon-
tinuous. Unfortunately, C∞c (U) is not a Banach space, but a similar idea turns out
to be true.

Proof. (Optional; for those who are familiar with functional analysis) It suffices to
check the continuity of u on C∞c (U) as defined above. For any compact subset K
of U , note that (3.3) holds for all φ ∈ C∞c (K). Since C∞c (K) can be endowed with
a complete invariant metric (see Remark 3.6), we can apply the uniform bounded-
ness principle (or the Banach–Steinhaus theorem; see, for instance, [Rud91, Theo-
rem 2.6]). As a result, there exists NK and CK independent of n such that each
un obeys

(3.4) 〈un, φ〉 ≤ CK
∑
|α|≤NK

sup
x∈K
|Dαφ(x)|

for φ ∈ C∞c (K). Taking n→∞, the limit u obeys the same bound. Moreover, since
K is an arbitrary compact subset of U , by Lemma 3.8 it follow that u is continuous
on C∞c (U), as desired. Finally, the conclusion that 〈un, φn〉 → 〈u, φ〉 follows from
the uniform bounds (3.4). �

Observe that “term-wise differentiation” is a triviality in distribution theory.

Lemma 3.17. If un ⇀ u, then Dαun ⇀ Dαu (both in the sense of distributions).

Proof. It suffices to check the case |α| = 1, i.e., Dα = ∂j . Since un ⇀ u in the
sense of distributions, for all φ ∈ C∞c (U) we have

〈un,−∂jφ〉 → 〈u,−∂jφ〉
The left- and the right-hand sides are 〈∂jun, φ〉 and 〈∂ju, φ〉, respectively, so the
claim follows. �

Equipped with these theoretical tools, let us discuss some concrete examples of
convergence in the sense of distributions.

• The dominated convergence theorem allows us to connect pointwise convergence
to that in the sense of distributions.
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Lemma 3.18. Suppose that un(x) ∈ L1
loc(R) satisfies un(x)→ u∞(x) as n→∞.

If there exists v ∈ L1
loc(R) such that

|un(x)| ≤ v(x) for almost every x ∈ R,

then

ut ⇀ u∞ as t→∞ in the sense of distributions.

Proof. Indeed, for any φ ∈ C∞c (U), we have

unφ→ uφ for a.e. x ∈ U, |unφ(x)| ≤ v(x)|φ(x)| for a.e. x ∈ U

where v|φ| is integrable since v ∈ L1
loc(U) and φ is bounded and has a compact

support. Thus, by the dominated convergence theorem, 〈un, φ〉 =
∫
unφdx →∫

uφ dx = 〈u, φ〉 as desired. �

For example, if we take h(x) to be a smooth function such that h(x) = 1 on
[1,∞) and supph ⊂ [0,∞), then

hδ(x) = h(δ−1x)→ H(x),

both pointwisely and in the sense of distributions.
• When there are rapid oscillations, convergence in the sense of distributions may

capture some cancellation that pointwise convergence does not. Take, for exam-
ple,

un(x) = einx for x > 0, un(x) = 0 for x ≤ 0.

Then un(x) does not have any pointwise limit for x ∈ (0,∞) \ 2πZ. However,

un ⇀ 0 as n→∞ in the sense of distributions.

Indeed,

〈un, φ〉 =

∫ ∞
0

einxφ(x) dx

=

∫ ∞
0

1

in
∂xe

inxφ(x) dx

=
i

n
φ(0) +

∫ ∞
0

i

n
einx∂xφ(x) dx→ 0 as n→∞.

• In the preceding example, we see that if we normalize

vn(x) = neinx for x > 0, vn(x) = 0 for x ≤ 0,

then

vn ⇀ iδ0 as n→∞ in the sense of distributions.

Indeed, for any φ ∈ C∞c (R),

〈vn, φ〉 =

∫ ∞
0

neinxφ(x) dx

= iφ(0) + i

∫ ∞
0

einxφ′(x) dx

= iφ(0)− φ′(0)

n
−
∫ ∞

0

1

n
einxφ′′(x) dx→ iφ(0) as n→∞.
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3.8. Approximation of a distribution by C∞ (or C∞c ) functions. Let us
start with a simple computation that underlies the mollification procedure using
convolution.

Lemma 3.19 (Approximation of the identity). Let φ ∈ C∞c (Rd) and φδ = δ−dφ(δ−1x).
Then

φδ ⇀

(∫
φ(x) dx

)
δ0 as δ → 0 in the sense of distributions.

Proof. To see this, for every ψ ∈ C∞c (Rd), we compute

〈φδ, ψ〉 =

∫
δ−dφ(δ−1x)ψ(x) dx

=

∫
φ(z)ψ(δz) dz,

where we made the change of variables z = δ−1x. By the dominated convergence
theorem, it follows that∫

φ(z)ψ(δz) dz →
∫
φ(z) dzψ(0) as δ → 0,

which is equivalent to the above claim. �

As a consequence of the last computation, we obtain the following useful result:

Proposition 3.20. Let φ ∈ C∞c (Rd) satisfy
∫
φ = 1. For every δ > 0, define

φδ(x) = δ−dφ(δ−1x). Then

φδ ∗ u ⇀ u as δ → 0 in the sense of distributions.

Proof. We need to show that, for all ψ ∈ C∞c (U)

〈φδ ∗ u, ψ〉 → 〈u, ψ〉 as δ → 0.

Recall that 〈φδ ∗ u, ψ〉 = 〈u, φδ ∗′ ψ〉 and

φδ ∗′ ψ(y) =

∫
φδ(x− y)ψ(x) dx = 〈φδ(· − y), ψ〉.

By the preceding computation, it follows that the RHS→ ψ(y) as δ → 0. Moreover,
writing

〈φδ(· − y), ψ〉 = 〈φδ, ψ(·+ y)〉
it is not difficult to verify that Dα〈φδ(· − y), ψ〉 → Dαψ(y) for every y ∈ suppψ
and α. It follows that 〈φδ(· − y), ψ〉 → Dαψ(y) in C∞c (U). Then by the continuity
of U , the desired conclusion follows. �

Note that φδ ∗ u’s are smooth functions that approximate u in the sense of
distributions. By taking an additional cutoff, we may approximate u ∈ D′(U) by
smooth and compactly supported functions in C∞c (U) in the sense of distributions.
More precisely, take a sequenceKn of compact subsets of U such thatKn ⊂ intKn+1

and ∪nKn = U . Then define χn ∈ C∞c (U) such that χn = 1 on Kn and suppχn ⊂
intKn+1 (the construction of such χn is easily achieved by starting with a continuous
function with similar properties, then applying mollification). For some sequence
δn → 0 to be chosen below, we take as our approximating sequence

un = φδn ∗ (χnu).
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Note that the convolution is well-defined, since χnu is now a compactly supported
distribution in D′(U). Moreover, choosing δn < dist(Kn+1, ∂U), we may ensure
that suppun ⊂ U using Lemma 3.12. Using Proposition 3.20 and the properties of
χn, it is not difficult to prove that:

Proposition 3.21. For any u ∈ D′(U), the sequence un defined above converges
to u ∈ D′(U) in the sense of distributions. Hence, C∞c (U) is dense in D′(U).

These properties present us another way to generalize operations on smooth
functions to distributions:

Basic principle (the approximation method): Let A be an operation on
smooth (resp. and compactly supported) functions. Then A is generalized to a
distribution u ∈ D′(U) by considering a sequence uj in C∞(U) (resp. C∞c (U))
that approximates u in the sense of distributions, and then “defining” Au to be
limn→∞Aun.

For this method to work, limn→∞Aun needs to be independent of the choice of
un. For many basic operations of interest (including those discussed above), this
property holds thanks to the “continuity” property of the operation. In practice,
this method is often the more useful and flexible way to define basic operations on
distributions.

Let us close this subsection with a simple example where the idea of approxima-
tion suggests a straightforward proof of a statement regarding distributions:

Lemma 3.22. If u ∈ D′(U) such that ∂ju = 0, then u is a constant.

Proof. Let us first take the case U = Rd, which is very simple. By Proposition 3.20,
we have φδ ∗u ⇀ u as δ → 0 in the sense of distributions (following the notation of
the proposition). On the other hand, ∂j(φδ ∗ u) = φδ ∗ ∂ju = 0, so each φδ ∗ u is a
constant, which we denote by Cδ. Thus, 〈φδ ∗ u, ψ〉 = Cδ

∫
ψ dx is convergent for

every ψ ∈ C∞c (Rd), from which it follows that Cδ is convergent and u = limδ→0 Cδ.
In the case of a general domain U , we take the approximating sequence un =

φδn ∗ (χnu), where χn and δn are chosen as above. On the one hand, it converges
to u in the sense of distributions. On the other hand, for every fixed n0, since
χn(x) = 1 for x ∈ Kn0

for n > n0, we have

∂jun(x) = ∂j(φδn ∗ (χnu))(x) = 0 for all x ∈ Kn0
and n > n0.

Thus, un is a constant on Kn0
for n > n0. By a similar argument as before, it

follows that for any ψ ∈ C∞c (Kn0), 〈un, ψ〉 → CKn0
ψ for some constant CKn0

.
Since n0 is arbitrary, it follows that C = CKn0

is independent of Kn0 and we have

〈u, ψ〉 = limn→∞〈un, ψ〉 = Cψ for any ψ ∈ C∞c (U), as we wished. �

It is instructive to come up with a proof of this lemma that only uses the adjoint
method (i.e., the definition 〈∂ju, φ〉 = −〈u, ∂jφ〉), and compare it with the preceding
straightforward proof.

3.9. Differentiation of the characteristic function. As an application of the
theory developed so far, let us generalize the computation H ′(x) = δ0 to higher
dimensions. Given a set U ⊂ Rd, we introduce its characteristic function 1U
defined by

1U (x) =

{
1 when x ∈ U
0 when x ∈ Rd \ U.
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Proposition 3.23. Let U be an open domain in Rd with a C1 boundary. Then

∂j1U = −(ν∂U )jdS∂U ,

where dS∂U is the (Euclidean) surface element on ∂U .

Here, by the notation dS∂U , we mean the distribution

〈dS∂U , φ〉 =

∫
∂U

φ|∂U dS∂U .

(In other words, view dS∂U as a Borel measure supported on ∂U .)
Before getting to the proof, let us note that Proposition 3.23 furnishes a proof

of the divergence theorem for smooth vector fields. Indeed, if bj ∈ C∞(Rd), then∫
U

divbdx = 〈1U ,
∑
j

∂jb
j〉 = −

∑
j

〈∂j1U , bj〉 =

∫
∂U

νjb
j dS.

In fact, Proposition 3.23 is equivalent to the divergence theorem for smooth vector
fields. However, we will present an independent proof. The idea will be to use a
suitable approximating sequence of 1U .

Proof. Note that ∂j1U is supported in ∂U . Our strategy is to first find a covering
∂U by finitely many open balls Bα (i.e., ∂U ⊂ ∪αBα) such that 〈∂j1U , φ〉 may be
easily computed for φ ∈ C∞c (Bα). Then we will use a smooth partition of unity to
piece together these local computations.

By the definition of a domain with a C1 boundary, for every x0 ∈ ∂U we can
find rx0

> 0 such that, after suitably rearranging and reorienting coordinates, we
have

B(x0, rx0
)∩∂U = {xd = γ(x1, . . . , xd−1)}, B(x0, rx0

)∩U = {xd < γ(x1, . . . , xd−1)}

for some C1 function γ. By compactness, we can find finitely many points xα and
balls Bα = B(xα, rxα) with this property, such that ∂U ⊂ ∪αBα.

Let us fix one ball Bα. Let h be a smooth function that equals 1 on [1,∞) and
supph ⊂ (0,∞).

1U = lim
δ→0

h(δ−1(γ(x1, . . . , xd−1)− xd)) in Bα

pointwisely, and thus also in the sense of distributions (by the dominated conver-
gence theorem). For any φ ∈ C∞c (U) with suppφ ⊂ Bα,

〈∂j1U , φ〉 = lim
δ→0
〈∂j
(
h(δ−1(γ(x1, . . . , xd−1)− xd))

)
, φ〉

= − lim
δ→0
〈ν̃jδ−1h′(δ−1(γ(x1, . . . , xd−1)− xd)), φ〉

where

ν̃ = ∇(xd − γ(x1, . . . , xd−1)) = (−∂1γ, . . . ,−∂d−1γ, 1)

points outwards of U . If we freeze (x1, . . . , xd−1), then δ−1h′(δ−1(γ(x1, . . . , xd−1)−
xd)) ⇀ δγ(x1,...,xd−1)(x

d) (as distributions in xd). Thus,

〈∂j1U , φ〉 = −
∫
ν̃j(x

1, . . . , xd−1)φ(x1, . . . , xd−1, γ(x1, . . . , xd−1)) dx1 · · · dxd−1.

Now note that

ν̃ = (−∂1γ, . . . ,−∂d−1γ, 1) = ν
√

1 + |∇γ|2,
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where ν is the outward unit normal to ∂U , whereas we recall from multivariable
calculus that √

1 + |∇γ|2 dx1 . . . dxd−1 = dS on ∂U.

Thus, it follows that

〈∂j1U , φ〉 = −
∫
∂U

νj φ|∂U dS,

for φ ∈ C∞c (Bα).
Finally, to piece together the local computations, we use a smooth partition of

unity χα adapted to Bα. More precisely, there exists a family {χα} ⊂ C∞c (Rd) such
that suppχα ⊂ Bα, and

∑
α χα(x) = 1 in a neighborhood of ∂U(⊂ ∪αBα). Such

a family of functions can be constructed by starting with a continuous partition of
unity χ̃α adapted to Bα, which is easier to construct, and then taking χα = ϕδ ∗χα
for ϕ ∈ C∞c (Rd) with

∫
ϕ = 1 and a suitably small δ > 0. To ensure the last

property, note that
∑
α χα(x) = ϕδ ∗

∑
α χ̃α(x) = 1 if δ is small enough so that

B(x, δ) ⊂ {x :
∑
α χ̃α(x) = 1}.

Given any φ ∈ C∞c (U), we write φ =
∑
α χαφ and apply the local computation

in Bα to each χαφ. Then the desired result follows. �

3.10. Operations between distributions; simple cases. We may now ask if
we can make sense of operations between distributions. Let us cover some simple
(but useful, as we will see) situations when this can be done.

• Integral of a compactly supported distribution. For any test function u ∈ C∞c (U),∫
u(y) dy = 〈u, 1〉. This (unary) operation can be extended to compactly sup-

ported distributions in the following simple way. First, observe that u ∈ D′(U)
has compact support, then u can be tested against any smooth function φ ∈
C∞(U).

Lemma 3.24. Let u ∈ D′(U) be a distribution with compact support. Let χ ∈
C∞c (U) be such that χ = 1 on suppu. Then

u = χu.

Moreover, for any f ∈ C∞(U), if we define

〈u, f〉 := 〈u, χf〉,

then this definition is independent of χ.

We omit the straightforward proof.
Let u ∈ D′(U) be a distribution with compact support. By Lemma 3.24, it

follows that 〈u, 1〉 is well-defined. We introduce the notation∫
u = 〈u, 1〉.

Note that this notation is consistent with the usual notion of integration for
u ∈ C∞c (U). In fact, we will often abuse the notation and write

∫
u(y) dy for the

LHS as well, when it helps to clarify the dependence of
∫
u on parameters.

We note a very simple lemma, whose easy proof we will omit, which allows us
to perform “integration by parts” for distributions:
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Lemma 3.25. Let u ∈ D′(U) be a distribution with compact support. Then for
any j, ∫

∂ju = 0.

• Multiplication of two distributions with disjoint singular supports. The product
of two distributions u, v ∈ D′(U) is, in general, not well-defined. However, if for
every x ∈ U at least one of u or v is a smooth function in a neighborhood V
of x (say u), then locally we are in the same situation as before (i.e., defining
multiplication of a smooth function and a distribution) so uv should be well-
defined.

To formalize this idea, we introduce the notion of the singular support :

Definition 3.26 (Singular support of a distribution). Let u ∈ D′(U). The
singular support of u is defined to be the complement of the union of all open
sets on which u coincides with a smooth function, i.e.,

sing suppu = U \
(⋃
{V : V is an open subset of U on which u ∈ C∞(V )}

)
.

With this definition, we can formulate and prove the following result:

Proposition 3.27. Let u, v ∈ D′(U) such that sing suppu ∩ sing supp v = ∅.
Then the product uv is well-defined.

Proof. Take approximating sequences un and vn in C∞c (U) of u and v, respec-
tively. Our goal is to show that

lim
n→∞

unvn

is well-defined in the sense of distributions. For this purpose, by Theorem 3.16,
it suffice to show that, for every φ ∈ C∞c (U),

lim
n→∞

∫
unvnφ dx

is well-defined.
Note that, since sing suppu and sing supp v are disjoint closed sets in U ⊆ Rd,

there exists χ ∈ C∞(Rd) such that χ = 1 on sing supp v and suppχ∩sing suppu =
∅. We split φ = χφ + (1 − χ)φ, and note that supp(χφ) ∩ sing suppu = ∅ while
supp((1− χ)φ) ∩ sing supp v = ∅.

By the construction and Lemma 3.4, it follows that, for every α, Dαun →
Dαu uniformly on every compact set K such that K ∩ sing suppu = ∅. Thus
unχφ → uχφ in C∞c (U). Then by Theorem 3.16,

∫
unvnχφ dx → 〈v, χuφ〉.

Similarly,
∫
unvnχφ dx→ 〈u, (1− χ)vφ〉. Putting these two statements together,

the conclusion follows. �

In fact, this theorem could be proved more quickly using the adjoint method.
However, the approximation method is more flexible, in that the same recipe can
be used to justify the definition of uv even when Proposition 3.27 does not apply.
Here is one example:
– Product of surface elements on transversal hyperplanes. On R2, take

〈u, φ〉 =

∫
φ(0, y) dy, 〈v, φ〉 =

∫
φ(x, 0) dx.
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With the notation as before, we may write u = dS{x=0} and v = dS{y=0}.
Clearly, sing suppu = {x = 0} and sing supp v = {y = 0}, so that sing suppu∩
sing supp v 6= ∅. However, since

u = lim
δ→0

δ−1h′(δ−1x), v = lim
δ→0

δ−1h′(δ−1y)

where h is a smooth function with h = 1 on [1,∞) and supph ⊆ [0,∞), we
wish to define (approximation method)

uv“ = ” lim
δ→0

δ−2h′(δ−1x)h′(δ−1y).

According to an earlier example, the limit on the RHS equals δ0 on R2; thus
uv = δ0 is well-defined.

• Convolution with a compactly supported distribution. Next, we turn to the task
of defining the convolution of two distributions u, v ∈ D′(Rd). Again, in general,
this operation is not well-defined. However, we have the following result:

Proposition 3.28. Let u, v ∈ D′(Rd) such that at least one of u or v has a
compact support. Then u ∗ v is well-defined. Moreover, we have

u ∗ v = v ∗ u

and

supp(u ∗ v) ⊆ suppu+ supp v.

Proof. Take approximating sequences un = ϕ2−n ∗ u and vn = ϕ2−n ∗ v. In view
of Theorem 3.16, we wish to show that, for every φ ∈ C∞c (Rd),

lim
n→∞

∫
un ∗ vn(x)φ(x) dx

is well-defined.
Let us assume that v is compactly supported; the other case is similar. As we

have seen before,∫
un ∗ vn(x)φ(x) dx =

∫
un(y)

(∫
vn(x− y)φ(x) dx

)
dy

=

∫
un(y)

(∫
vn(z)φ(z + y) dz

)
dy

For each fixed y ∈ Rd, we have
∫
vn(z)φ(z + y) dz → 〈v, φ(·+ y)〉 by the conver-

gence vn → v. Differentiating in y, we obtain the same conclusion for any deriva-
tives. Finally, by (a variant of) Lemma 3.12, we see that there exists a compact set
K that contains the supports of

∫
vn(z)φ(z+y) dz and 〈v, φ(·+ y)〉 (both viewed

as functions of y). It follows that
∫
vn(z)φ(z+y) dz → 〈v, φ(·+ y)〉 = v ∗′ φ(y) in

C∞c (Rd). Finally, by Theorem 3.16, it follows that limn→∞
∫
un ∗vn(x)φ(x) dx =

〈u, v ∗′ φ〉, as desired.
At last, the properties u ∗ v = v ∗ u and supp(u ∗ v) ⊆ suppu + supp v easily

follow from the corresponding properties for functions via approximation; we
omit the straightforward verification. �

Again, the adjoint method would have led to a quicker proof, but we followed
the approximation method since it provides a strategy for defining u ∗ v in more
general situations.
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As an application of Proposition 3.28, we note that the convolution with δ0 is
well-defined for any distribution u ∈ D′(Rd). In fact,

δ0 ∗ u = u ∗ δ0 = u.

3.11. Fundamental solutions and representation formula (optional). The
purpose of this subsection is to motivate the concept of a fundamental solution, and
explain the general strategy for using fundamental solutions to understand a linear
PDE problem. The arguments here will mostly be formal (i.e., without proof), but
they will motivate how we approach constant coefficient linear scalar PDEs (e.g.,
the Laplace and the wave equations) later, where we will indeed follow and justify
(parts of) the strategies outlined here.

Consider a linear scalar differential operator P on Rd, which is of the form

Pu =
∑

α:|α|≤k

aα(x)Dαu.

Let us assume that each aα is C∞(Rd). Its formal adjoint is given by

P ′v =
∑

α:|α|≤k

(−1)|α|Dα(aαv).

Indeed, 〈Pu, v〉 = 〈u,P ′v〉 if one of u or v is in D′(Rd) and the other is in C∞c (Rd).
We are interested in the question of the existence of a solution to the inhomoge-

neous problem

(3.5) Pu = f,

and also in the question of its uniqueness.

Fundamental solutions and the problem of existence. Let us first consider the prob-
lem of existence, and proceed by an analogy with (finite dimensional) linear algebra.
If u and f belonged to finite dimensional vector spaces U and F, respectively, and
P : U→ F is a linear operator, then we can find a solution to (3.5) by the following
procedure in linear algebra:

(1) find a set of vectors {di} that spans the space where f belongs;
(2) for each i, find a solution ei to Pei = di;
(3) for f =

∑
cidi, write u =

∑
ciei, which solves Pu = f by linearity.

Let us try to follow this strategy for (3.5). For the moment, let us take f to be
as nice as it can be, e.g., f ∈ C∞c (Rd). To motivate the notion of a fundamental
solution, let us start by recalling the identity

f(y) = δ0 ∗ f(y) =

∫
δ0(y − x)f(x) dx =

∫
δy(x)f(x) dx,

where the last two integrals should be interpreted as 〈δ0(y − ·), f〉 and 〈δy, f〉. (Note
that, as we saw in the last subsection, this identity makes sense for any distribution
u, too!) This identity suggests that f belongs to the “span” of {δy}, so by linearity,
once we know a solution to Pu = f with f equal to the delta distributions, then
we can find a solution u to (3.5).

Motivated by the preceding considerations, we make the following definition:

Definition 3.29. For each y ∈ Rd, we define a fundamental solution Ey for P at
y to be a distribution Ey ∈ D′(y) satisfying

PEy = δy.
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It should be emphasized that a fundamental solution is usually not unique. In-
deed, if Ey is a fundamental solution at y, then Ey+h for any homogeneous solution
Ph = 0 is also a fundamental solution at y; conversely, any fundamental solution
at y would be of the form Ey + h for some h satisfying Ph = 0.

For a sufficiently nice (say, smooth and compactly supported) f , we formally
define

u[f ]“ = ”

∫
f(y)Ey(x) dy.

The expectation is that

Pu[f ]“ = ”

∫
f(y)PEy(x) dy = f(x);

or succinctly, that f 7→ u[f ] is a left-inverse for P. In practice, each “ = ” must be
justified in a case-by-case basis.

Fundamental solutions and the problem of uniqueness (representation formula).
Amusingly, fundamental solutions, which are primarily vehicles for proving exis-
tence, are also useful for investigating uniqueness of a solution to (3.5). To see this,
we again start by reviewing a similar procedure in linear algebra.

Let U and F be finite dimensional vector spaces, and let P : U→ F be a linear
operator. Given a vector u ∈ U, let us try to determine u from Pu. Let U′ and
F′ be the dual vector spaces of U and F, respectively, and consider the adjoint
P ′ : F′ → U′ of P defined by

〈Pu, g〉 = 〈u,P ′g〉, for all u ∈ U, g ∈ F′.

Let {(d′)i} span the space U′. Then in order to determine u, it suffices to determine
〈u, (d′)i〉 for each i. Suppose for each i, we know a solution (e′)i to

P ′(e′)i = (d′)i.

Then

〈u, (d′)i〉 = 〈u,P ′(e′)i〉 = 〈Pu, (e′)i〉.
Hence, we see how the existence of solutions (e′)i to the adjoint problem leads to a
representation formula for u in terms of Pu!

Let us now return to the case of PDEs. Suppose that for each x ∈ Rd, there
exists a fundamental solution (E′)x to the adjoint problem

P ′(E′)x = δx.

For a distribution u that is sufficiently regular (say, smooth) and compactly
supported, we perform the following formal manipulation:

u(x) = 〈u, δx〉
= 〈u,P ′(E′)x〉

“ = ”〈Pu, (E′)x〉.

Again, “ = ” needs to be justified on a case-by-case basis. The compact support
property of u (in addition to sufficient regularity) is important to not generate
any boundary terms. When this identity can be justified, we say that we have a
representation formula for u in terms of Pu. To express the expectation succinctly:

f 7→ (x 7→ 〈f, (E′)x〉) should be a left-inverse for P.
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Fundamental solutions and representation formula for boundary value problems. A
variant of the preceding procedure leads to a strategy for deriving a representation
formula for a solution u to a boundary value problem on a domain U . Suppose that
U is a C1 domain and

Pu = f in U.

The strategy for finding a representation formula for u in terms of Pu in U and the
data on ∂U is to justify the following formal manipulation:

u(x) = 〈u, δx〉
= 〈1Uu,P ′(E′)x〉

“ = 〈1UPu, (E′)x〉+ · · · .

In the remainder · · · , we expect to see only u|∂U , . . . , Dαu|∂U for |α| ≤ k− 1 since
at least one derivative must fall on 1U , which we computed in Proposition 3.23.

The constant coefficient case. When the the coefficients aα in the definition of P
are constant, there is a natural way to generate fundamental solutions at y ∈ Rd
starting from one of them. The key idea is that in the constant coefficient case, P
is translation invariant, i.e.,

P(u(· − y)) = (Pu)(· − y).

Thus, given a fundamental solution E0 at δ0, it follows that its translate

Ey = E0(· − y)

satisfies PEy = δy; in other words, Ey is a fundamental solution at y ∈ Rd.
Moreover, the formal adjoint P ′ of P is given by

P ′ =
∑

α:|α|≤k

aα(−1)|α|Dα.

or equivalently,

P ′(u(− ·)) = (Pu)(− ·).
Therefore, we see that

(E′)x = E0(x− ·)
is a fundamental solution for P ′ at x, i.e., P ′(E′)x = δx.

Using the fundamental solutions Ey and E′x generated from E0 in the above
fashion, the formal formulas that we discussed before take the form of convolution.

• Existence. The proposed formula for u[f ] is

u[f ](x)“ = ”

∫
f(y)Ey(x) dy =

∫
f(y)E0(x− y) dy = E0 ∗ f(x).

In particular, by Proposition 3.28, the last expression always makes sense when
f is a compactly supported distribution. Thus,

Proposition 3.30. Let P be a constant coefficient partial differential operator
on Rd. Let E0 be a fundamental solution for P at 0, and let f be a compactly
supported distribution. Then

u[f ] = E0 ∗ f,

solves Pu = f .
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• Representation formula for a compactly supported u. Recall that the proposed
representation formula for u(x) is

u(x) = 〈u, δx〉 = 〈u,P ′(E′)x〉
“ = ”〈Pu, (E′)x〉.

With the above choices of (E′)x,

〈u,P ′(E′)x〉 = u ∗ PE0(x), 〈Pu, (E′)x〉 = (Pu) ∗ E0(x).

So the justification of the representation formula (or more concretely, “ = ”)
amounts to justifying the passage of the derivatives in P from E0 to u in the
convolution, i.e.,

u(x) = u ∗ PE0(x)“ = ”(Pu) ∗ E0(x).

This is possible when u is compactly supported. Thus,

Proposition 3.31. Let P be a constant coefficient partial differential operator
on Rd. Let E0 be a fundamental solution for P at 0, and let u be a compactly
supported distribution. Then

u = E0 ∗ Pu.

• Representation formula for a u solving a boundary value problem. Let U be a
C1 domain (not necessarily bounded), and let u ∈ C∞(U) (i.e., u extends to a
smooth function to an open set V ⊃ U). In this case, the proposed representation
formula for u(x) for x ∈ U is

u(x) = 〈δx, u〉 =

∫
P ′(E′)xu1U

“ =

∫
(E′)xPu1U + · · · ,

so as before, the justification of the representation formula amounts to justifying
the passage of the derivatives in P from E0 to u in the convolution, i.e.,

u(x) = PE0 ∗ u1U (x)“ = ”E0 ∗ (Pu)1U (x) + · · · .

The omitted terms · · · would involve the values of Dαu on ∂U with |α| ≤ k − 1
since at least one derivative would fall on 1U .

One useful special case to keep in mind is when U is a bounded domain; in
that case, by Proposition 3.31 we have

u = E0 ∗ P(u1U ) = E0 ∗ ((Pu)1U ) + B,

where the boundary integrals should be contained in

B = E0 ∗ P(u1U )− E0 ∗ ((Pu)1U ).

It remains to use the product rule to compute B, and justify that they indeed
give rise to well-defined integrals on ∂U ; the latter step involves checking that
E0(x− ·) and its derivatives have good properties on ∂U . We will carry out this
abstract procedure in concrete cases (the Laplace and the wave equations) below.

Remark 3.32. It is worth noting that every constant coefficient scalar linear partial
differential operator has a fundamental solution; this is the celebrated theorem of
Malgrange–Ehrenpreis [Rud91, Theorem 8.5]. However, this theorem per se does
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not tell us much about how the solution looks like. Moreover, fundamental solutions
need not exist in the general linear case5.

Examples. Finally, let us discuss a simple example to illustrate the strategies de-
scribed above.

• The operator ∂x on R: A fundamental solution for ∂x (which has constant coef-
ficients) on R is

∂xH(x) = δ0.

Moreover, any fundamental solution E(x) has the property that ∂x(E −H) = 0.
Thus, a general fundamental solution is given by E(x) = H(x) + C.

Let us carry out the strategies outlined above for this simple example. For
concreteness, we use the fundamental solution H(x).
– Existence. For f ∈ C∞c (R), we define

u[f ](x) :=

∫
f(y)H(x− y) dy = f ∗H(x).

Then ∂xu[f ](x) = (f ∗ ∂xH) = f , as desired. Alternatively, note that

u[f ](x) =

∫
f(y)H(x− y) dy =

∫ x

−∞
f(y) dy,

so ∂xu[f ](x) = f by the fundamental theorem of calculus.
– Representation formula for a “nice” u in R. For u ∈ C∞c (R), we compute

u(x) = u ∗ δ0(x)

= u ∗ ∂xH(x)

= ∂xu ∗H(x)

=

∫ x

−∞
∂xu(y) dy,

which is the desired representation formula.
– Representation formula for a u solving a boundary value problem. Consider an

open interval I = (a, b) and suppose u ∈ C∞(I). We obtain

u(x) = u ∗ δ0(x)

= 1Iu ∗ ∂xH(x)

= ∂x(1Iu) ∗H(x)

= ((δa − δb)u) ∗H(x) + (1I∂xu) ∗H(x)

= u(a) +

∫ x

a

∂xu(y) dy.

The cases of other fundamental solutions H(x) + C are left as an exercise.
One interesting case is when C = −1, in which case supp(H(x)− 1) ⊆ (−∞, 0];
in this case, the formulas for u(x) will be integrated only to the right of x.

5We have already seen a weaker statement along this direction. Given a fundamental solution
E0 satisfying PE0 = δ0, note that u[f ] = f ∗ E0 makes sense for every f ∈ C∞c . Thus, we have
the existence of a smooth solution u[f ] to Pu = f . On the other hand, in HW#1, we saw that

there exists f ∈ C∞c (R2) such that the scalar linear PDE(
(∂2t + t2∂2x)2 + ∂2y

)
u = f

does not have any C4 solutions near 0.
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• The operator ∂kx on R: A fundamental solution for ∂kx (which has constant coef-
ficients) on R is E0 := 1

(k−1)!x
k−1H(x):

∂kx

(
1

(k − 1)!
xk−1H(x)

)
= δ0.

Moreover, any fundamental solution E(x) has the property that ∂kx(E−E0) = 0.

Thus, a general fundamental solution is given by E(x) = E0(x) +
∑k−1
j=0 cjx

j .
Let us carry out the strategies outlined above for this simple example using

the fundamental solution 1
(k−1)!x

k−1H(x); the general case is again left out as an

exercise.
– Existence. For f ∈ C∞c (R), we define

u(x) := f ∗ E0(x).

Again, ∂kxu = (f ∗ ∂kxE0) = f , as desired.
– Representation formula for a “nice” u in R. For u ∈ C∞c (R), we compute

u(x) = u ∗ δ0(x) = u ∗ ∂kxE0 = ∂kxu ∗ E0

=
1

(k − 1)!

∫ x

−∞
∂kxu(y)(x− y)k−1 dy,

which is the desired representation formula.
– Representation formula for a u solving a boundary value problem. Consider an

open interval I = (a, b), and suppose u ∈ C∞(I). We now start computing as
before, but move ∂x from E0 to u carefully so that at most one derivative falls
on 1I each time:

u(x) = u ∗ δ0(x)

= 1Iu ∗ ∂kxE0(x)

= ∂x(1Iu) ∗ ∂k−1
x E0(x)

= ((δa − δb)u) ∗ ∂k−1
x E0(x) + (1I∂xu) ∗ ∂xk−1E0(x)

= ((δa − δb)u) ∗ ∂k−1
x E0(x) + ∂x(1I∂xu) ∗ ∂xk−2E0(x)

= · · · =
k−1∑
j=0

((δa − δb)∂jxu) ∗ ∂k−j−1
x E0(x) + (1I∂

k
xu) ∗ E0(x).

Note also that ∂k−j−1
x E0 = 1

j!x
jH(x). It follows that

(3.6) u(x) =

k−1∑
j=0

1

j!
∂jxu(a)(x− a)j +

1

(k − 1)!

∫ x

a

∂kxu(y)(x− y)k−1 dy.

The representation formula is nothing but the Taylor expansion of u at a to
order k − 1, with the integral form of the remainder!

Soon, we will carry out (some of) the strategies outlined above for the important
second order scalar PDEs, namely the Laplace, the heat and the wave equations (the
Schrödinger equation will be discussed after we introduce the Fourier transform).
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4. The Laplace equation

The subject of this section is the Laplacian on Rd,

−∆u = −
d∑
j=1

∂2
j u

and the associated Laplace (or Poisson) equation,

−∆u = 0 (or −∆u = f).

In this section, we will focus on finding a fundamental solution E0 for −∆, based on
the symmetries enjoyed by −∆, and then try to derive key properties of solutions
to the Laplace equation using fundamental solutions by following the strategies in
Section 3.11. Other important ways to study the Laplace equation, namely the
Fourier and energy (or variational) methods, will be discussed later.

A remark on the conventions. In this section, we will refer to the equa-
tion −∆u = f as the inhomogeneous Laplace equation rather than by the special
name Poisson equation, in order to be consistent with the discussion of other linear
equations.

4.1. Symmetries of −∆ and an explicit fundamental solution. Although
the existence of a fundamental solution can be proved through abstract means (see,
for instance, Remark 3.32), there is no general recipe for actually computing it. In
practice, we need to make an educated guess.

In the case of the Laplacian −∆, our strategy for finding a fundamental solution
will be to make use of the great number of symmetries of −∆ to narrow down the
class of candidates. Since −∆ is a constant coefficient partial differential operator,
it is clearly invariant under the translations x 7→ x− x0, i.e.,

−∆(u(x− x0)) = (−∆u)(x− x0).

Recall from Section 3.11 that this property implies that it suffices to look for a
fundamental solution for −∆ at 0, i.e.,

(4.1) −∆E0 = δ0 in Rd.

Another important class of symmetries of −∆ is rotations: If R is a d × d
orthogonal matrix (i.e., R> = R−1) with detR = 1 (i.e., a rotation matrix on Rd),
then

−∆(u(Rx)) = −∆u(Rx).

Note also that δ0 is invariant under rotations, in the sense of the adjoint method:

〈δ0, φ(R·)〉 = 〈δ0, φ(·)〉 for any φ ∈ C∞c (Rd).

Thus it is natural6 to look for a fundamental solution E0 that is also invariant
under rotations (i.e., radial).

Finally, to pin down a fundamental solution E0, let us make the bold (unjustified
at the moment) assumption that E0 agrees with a smooth radial function E0(r)
outside {0}. Multiplying (4.1) by the characteristic function 1B(0,r) and integrating

6In fact, if one is familiar with the theory of Haar measure on compact Lie groups, then one
can argue that if there exists any solution Ẽ0 to (4.1), we can average Ẽ0 ◦R for R ∈ SO(d) using

the Haar measure to produce E0 that is rotationally invariant!
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(which can be thought of as testing the compactly supproted distribution against
1; see Lemma 3.24), ∫

(−∆E0)1B(0,r) =

∫
δ01B(0,r).

The RHS equals 1B(0,r)(0) = 1. The LHS can be computed as follows:∫
(−∆E0)1B(0,r) =

∑
j

∫
∂j(−∂jE01B(0,r)) + ∂jE0∂j1B(0,r)

= −
∫
ν ·DE0dS∂B(0,r)

= −|∂B(0, r)|∂rE0(r).

For the second equality, we used Proposition 3.23 (essentially the divergence the-
orem) and Lemma 3.25; for the third equality, we used our assumption that E0

agrees with a smooth radial function E0(r) outside the origin. It follows that

(4.2) ∂rE0(r) = − 1

|∂B(0, r)|
= − 1

dα(d)

1

rd−1
.

Integrating this equation in r, we obtain

E0(r) =

{
− 1

2π log r d = 2
1

d(d−2)α(d)
1

rd−2 d ≥ 3.

At this point, we can check that E0(r) indeed solves (4.1) and is locally integrable
near 0 (so that it is a distribution).

Remark 4.1. Note that our derivation is nothing but a distribution-theoretic re-do
of the discussion in Section 3.1; E0 is the electrostatic potential associated to a
point unit charge at 0.

Remark 4.2. Although it is not a symmetry of −∆, another important property of
−∆ is the its homogeneity : For any λ > 0,

−∆(u(λx)) = λ2(−∆u)(λx).

Here we took the shortcut as in Section 3.1, but a more systematic way to derive
E0 would have been to make use of homogeneity to narrow down the candidate for
E0. This strategy will be carried out for the wave equation in Section 7.

4.2. Uses of the fundamental solution E0. We now discuss various applica-
tions of the fundamental solution E0 that we just found. Note that most of these
applications require very soft properties of the fundamental solution, which means
that we can often choose a different fundamental solution adapted to a problem.
Indeed, we will use this freedom to prove the mean value property of harmonic
functions (see Theorem 4.9).

• Existence for the problem −∆u = f in Rd. For a compactly supported
distribution f , the formula

u[f ] = E0 ∗ f
defines a solution to the Laplace equation.

• Uniqueness (or a representation formula) for compactly supported u.
For a compactly supported distribution u on Rd,

u = E0 ∗ (−∆u).
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Indeed,

u = δ0 ∗ u = (−∆E0) ∗ u = E0 ∗ (−∆u),

where the last equality is justified since u is compactly supported (recall our
discussion on the convolution of two distributions).

• Smoothness. From the representation formula. If −∆u = 0, then

−∆(χu) = (−∆χ)u+ 2Dχ ·Du.

u(x) = χ(x)u(x) = E0 ∗ (−∆)(χu) =

∫
E0(x− y)(−∆(χu))(y) dy.

Now, note that E0(x − ·) is smooth away from {x}, and −∆(χu) is supported
away from x.

Theorem 4.3 (Smoothness of harmonic functions). If u ∈ D′(U) is a solution
to −∆u = 0 in U in the sense of distributions, then u is smooth in U .

Proof. Let x0 ∈ U , and consider a smooth function χ such that χ = 1 in a ball
B(x0, δ), where δ > 0 is small enough so that B(x0, δ) ⊂ U , suppχ is compact
and suppχ ⊂ U . We will show that u is smooth in a smaller ball B(x0,

1
4δ).

Even though u is only defined in U , after multiplying by χ, χu is a compactly
supported distribution on Rd. We have the representation formula

χu = E0 ∗ (−∆)(χu).

Indeed, since χu is a compactly supported distribution on Rd, the convolution
E0 ∗ (−∆)(χu) is well-defined and

E0 ∗ (−∆)(χu) = ((−∆)E0) ∗ (χu) = δ0 ∗ (χu) = χu.

Next, note that

(−∆)(χu) = ((−∆)χ)u− 2Dχ ·Du+ χ(−∆)u = ((−∆)χ)u− 2Dχ ·Du.
Observe that each term on the RHS has at least one derivative falling on χ.
Therefore, it vanishes on B(x0, δ) since χ is constant there. It follows that
supp(−∆)(χu) ⊆ Rd \B(x0, δ).

Let χ̃ be a smooth function that equals 1 on B(0, 1
4δ) and supp χ̃ ⊂ B(0, 1

2 ).
By Lemma 3.12 and elementary geometry, we see that

supp(χ̃E0 ∗ (−∆)(χu)) ⊆ supp χ̃E0 + supp(−∆)(χu)

⊆ suppB(0,
1

2
δ) + (Rd \B(x0, δ))

⊆ Rd \B(x0,
1

2
δ),

so χ̃(· − x0)(χ̃E0 ∗ (−∆)(χu)) = 0. Thus,

χ̃(· − x0)u = χ̃(· − x0)(E0 ∗ (−∆)(χu))

= χ̃(· − x0)((1− χ̃)E0 ∗ (−∆)(χu)).

Observe, finally, that (1−χ̃)E0 is smooth since 1−χ̃ vanishes near sing suppE0 =
{0}. It follows that the RHS is smooth, from which it follows that u is smooth
in B(x0,

1
4δ), in which u(x) = χ̃(x− x0)u(x). Since x0 and δ > 0 were arbitrary,

smoothness of u in U follows. �

In what follows, we will call a solution u to −∆u a harmonic function (that u
is always a function follows from Theorem 4.3).
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• Derivative estimates. The last proof can be made quantitative (i.e., in the
form of an inequality for u) in the following way.

Theorem 4.4 (Derivative estimates). Let u be a harmonic function on U . Then

for any ball B(x, r) such that B(x, r) ⊂ U , we have

|Dαu(x)| ≤ Ck
rd+|α| ‖u‖L1(B(x0,r)).

Proof. Let x0 ∈ U and define χr = χ((x− x0)/r), where χ is a smooth function
that equals 1 on B(0, 1

2 ) and suppχ ⊂ B(0, 1). Starting from the representation
formula for χru, we compute

χru(x) = E0 ∗ (−∆)(χru)(x)

= E0 ∗ ((−∆χr)u− 2(Dχr) ·Du) (x)

= E0 ∗ (∆χr)u(x)− E0 ∗D · ((Dχr)u)(x)

= E0 ∗ (∆χr)u(x)−
d∑
j=1

∂jE0 ∗ (∂jχr)u(x).

Note that we moved all derivatives away from u on the RHS. Taking Dα and
evaluating at x = x0, we arrive at

Dαu(x0) = Dα(χru)(x0)

= DαE0 ∗ (∆χr)u(x0)−
d∑
j=1

Dα∂jE0 ∗ (∂jχr)u(x0)

=

∫
DαE0(y)(∆χr)u(x0 − y) dy

= −
d∑
j=1

∫
Dα∂jE0(y)(∂jχr)u(x0 − y) dy.

Observe that supp ∆χr and supp ∂jχr are contained in the annulus Ar := {y ∈
Rd : 1

2 < |y − x0| < 1}. Then by the estimate

sup
y∈Ar

|DβE0(y)| ≤ Cβr−|β|−d+2,

as well as the relation

sup
y∈Ar

|Dβχr(x0 − y)| = r−|β| sup
y: 12<|y|<1

|Dαχ(y)|,

we obtain

|Dαu(x0)| ≤ Cαr−d+|α|
∫
Ar

|u|(x0 − y) dy ≤ Cαr−d+|α|
∫
B(x0,r)

|u|,

which implies the desired estimate. �

Remark 4.5. A similar strategy yields real-analyticity of harmonic functions;
here, the key property of E0 is that it is analytic near every point x 6= 0.

• Liouville’s theorem. From the derivative estimate, we obtain the celebrated
Liouville theorem for harmonic functions:
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Theorem 4.6 (Liouville theorem). Suppose that u is a harmonic function on
the whole space Rd that is bounded. Then u is constant.

Proof. Let M = supy∈Rd |u|, which is finite by hypothesis. For any x ∈ Rd and
r > 0, let us apply the derivative estimate on B(x, r) with |α| = 1. Then

|Du(x)| ≤ Cr−d−1

∫
B(x,r)

|u| ≤ CMr−1

Since u is harmonic on Rd, we can take r → ∞, which implies that Du(x) = 0.
Since x may be chosen arbitrarily, it follows that Du vanishes and thus u is
constant. �

As a consequence, we can classify solutions u to −∆u = f in Rd that “behave
nicely” at infinity:

Corollary 4.7 (Representation formula on Rd). Let f ∈ C(Rd) be compactly
supported.
(1) Let d ≥ 3. Then any bounded solution of −∆u = f has the form

u = E0 ∗ f + c

for some constant c.
(2) Let d = 2. Then any locally integrable solution u of −∆u = f satisfying the

condition
sup
x∈Rd

|Du(x)| <∞

has the form

u = E0 ∗ f +
∑
j

bjx
j + c

for some constants b1, . . . , bd and c.

Note that in the case d = 2, the condition supx∈Rd |Du(x)| < ∞ implies, by
the fundamental theorem of calculus, that u obeys the growth condition |u(x)| ≤
C(1 + |x|) for some constant C > 0.

Proof. When d ≥ 3, u[f ] = E0 ∗ f is bounded; thus the desired theorem follows
by applying Theorem 4.6 to u− u[f ].

When d = 2, Du[f ] = DE0 ∗ f is bounded. Therefore, v := u − u[f ] is a
harmonic function on Rd such that Dv is bounded. Since each component of Dv
is also harmonic, we can apply Theorem 4.6 to conclude that Dv is constant.
Then the desired conclusion follows. �

Finally, we turn to the celebrated mean value property (see Theorem 4.9 for
the statement) for harmonic functions. For us, it will be a consequence of the
representation formula for boundary value problems as in Section 3.11, which is
derived in the following lemma:

Lemma 4.8. Let U be a bounded C1 domain and u ∈ C∞(U). Let Ẽ0 be a
fundamental solution for −∆ at 0. Then for x ∈ U

u(x) =

∫
U

Ẽ0(x− y)(−∆u)(y) dy −
∫
∂U

ν(y) ·DyẼ0(x− y)u(y) dS(y)

+

∫
∂U

Ẽ0(x− y)ν(y) ·Du(y) dS(y),

where ν(y) is the unit outer normal vector to ∂U at y ∈ ∂U .
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By approximation, this formula can be generalized to u that only satisfies C2(U)∩
C1(U), but we will not carry out the details here.

Proof. We begin with the observation that for any fundamental solution Ẽ0 for −∆
at 0, sing supp Ẽ0 = {0}, just like E0; indeed, Ẽ0 − E0 is a harmonic function on
Rd, which is smooth by Theorem 4.3.

Now we compute

u1U = (u1U ) ∗ ((−∆)Ẽ0)

= −
d∑
j=1

(∂ju1U ) ∗ (∂jẼ0)−
d∑
j=1

(u∂j1U ) ∗ (∂jẼ0)

= (−∆u1U ) ∗ Ẽ0 −
d∑
j=1

(∂ju∂j1U ) ∗ Ẽ0 −
d∑
j=1

(u∂j1U ) ∗ (∂jẼ0),

which are all justified since 1U is compactly supported (see Proposition 3.28). Recall

Proposition 3.23, which says ∂j1U = −νjdS∂U . Since sing supp Ẽ0 and supp ∂j1U =
∂U does not contain x ∈ U , it follows that the last two terms are smooth near x
and

−
d∑
j=1

(∂ju∂j1U ) ∗ Ẽ0 −
d∑
j=1

(u∂j1U ) ∗ (∂jẼ0)

=

d∑
j=1

∫
∂U

νj(y)∂ju(y)Ẽ0(x− y) dS(y) +

d∑
j=1

∫
∂U

νj(y)u(y)(∂jẼ0)(x− y) dS(y)

=

d∑
j=1

∫
∂U

νj(y)∂ju(y)Ẽ0(x− y) dS(y)−
d∑
j=1

∫
∂U

νj(y)u(y)∂yj Ẽ0(x− y) dS(y),

as desired. �

We are now ready to prove the celebrated mean-value property of harmonic
functions:

Theorem 4.9. Let u be a harmonic function on U . Then for any ball B(x, r) such

that B(x, r) ⊂ U , we have

u(x) =
1

|∂B(x, r)|

∫
∂B(x,r)

udS(4.3)

=
1

|B(x, r)|

∫
B(x,r)

udy.(4.4)

As we will see in the proof, the key point is that ∂B(0, r) is a level hypersurface
of the fundamental solution E0(y).

Proof. First, we note that the identity u(x) = 1
|B(x,r)|

∫
B(x,r)

udy is a straightfor-

ward consequence of (4.3). Indeed,∫
B(x,r)

udy =

∫ r

0

∫
∂B(x,r′)

udS(y) dr′ = u(x)

∫ r

0

∫
∂B(x,r′)

dS(y) dr′ = u(x)|B(x, r)|.
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Let us focus on proving (4.3). Let Ẽ0 be a fundamental solution for −∆ at 0.
We begin by applying Lemma 4.8 with U = B(x, r), which gives

u(x) =

∫
B(x,r)

Ẽ(x− y)(−∆u)(y) dy −
∫
∂B(x,r)

ν(y) ·DyẼ0(x− y)u(y) dS(y)

+

∫
∂B(x,r)

Ẽ0(x− y)ν(y) ·Du(y) dS(y).

The first term vanishes since u is harmonic. To kill the last term, we choose
Ẽ0(y) = E0(|y|) − E0(r) so that Ẽ0(x − y) vanishes on the sphere ∂B(x, r). To
compute out the second term, we note that ν(y) = y−x

r and

−ν(y) ·DyẼ0(x− y) = −y − x
r
·
(
−x− y

r
E′0(r)

)
= −E′0(r)

on ∂B(x, r). Recalling that E′0(r) = − 1
dα(d)rd−1 = − 1

|∂B(0,r)| , the mean value

property follows. �

Remark 4.10. If we directly apply Lemma 4.8 with the above choice of Ẽ0 for an
arbitrary smooth function u, then

u(x) =
1

|∂B(x, r)|

∫
∂B(x,r)

u(y) dS(y)

+

∫
B(x,r)

(−∆u)(y) (E0(|x− y|)− E0(r)) dy.

This formula can be justified provided that −∆u is continuous in a neighborhood
of x, so that the last term makes sense. It is useful for showing the converse of the
mean value property, i.e., a smooth function u is harmonic in U if and only if it
obeys the mean value property. See also Remark 4.31 for a further application.

4.3. Maximum principles and Harnack’s inequality. From the mean-value
property, we obtain the so-called maximum principles for harmonic functions:

Theorem 4.11 (Maximum principles). Suppose u ∈ C2(U)∩C(U) is harmonic in
U .

(1) Weak maximum principle. We have

max
U

u = max
∂U

u.

(2) Strong maximum principle. Moreover, if U is connected and there exists
x0 ∈ U such that

u(x0) = max
U

u,

then u is constant in U .

Proof. Suppose that u attains a maximum at a point x0 ∈ U , i.e., u(x0) = maxU u.
Then the set

V = {x ∈ U : u(x) = max
U

u}

is nonempty. Clearly, V is a closed subset of V . We claim that V is open as
well. Then by connectedness, U = V , which proves (2). Moreover, (1) is a quick
consequence of (2).
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To prove that V is open, take any x0 ∈ V . By the mean value property, for
sufficiently small r > 0 such that B(x0, r) ⊂ U , we have

0 = u(x0)− 1

|B(x0, r)|

∫
B(x0,r)

udy =
1

|B(x0, r)|

∫
B(x0,r)

(max
U

u− u) dy.

Since maxU u − u ≥ 0 on B(x0, r), it follows that maxU u = u on B(x0, r), i.e.,
B(x0, r) ⊆ V . Hence V is open, as desired. �

From the maximum principle, we obtain:

Theorem 4.12 (Uniqueness of the Dirichlet problem). Let U be a bounded domain,
g ∈ C(∂U) and f ∈ C(U). There exists at most one solution u ∈ C2(U) ∩C(U) to
the boundary value problem {−∆u = f in U,

u = g on ∂U.

Remark 4.13 (For those of you familiar with the Cauch–Kovalevskaya theorem). It
is important (and enlightening) to compare this result with the Cauchy–Kovalevskaya
theorem [Eva10, Section 4.6.3]. Apart from the requirement of analyticity, the
Cauchy–Kovalevskaya theorem requires both the boundary data u|Γ and the nor-
mal derivative ν ·Du|Γ for existence and uniqueness7, whereas Theorem 4.12 only
requires the boundary data u|∂U . How are these facts consistent?

The key difference, which is responsible for this phenomenon, is that the Cauchy–
Kovalevskaya theorem is local (i.e., it gives a unique solution to the boundary value
problem only near the boundary portion Γ), whereas the boundary value problem
in Theorem 4.12 is global (i.e., uniqueness only holds among solutions defined in
the whole domain U). One may try to prescribe both ũ|∂U = g and ν ·Dũ|∂U = h
and appeal to Cauchy–Kovalevskaya to find a solution ũ to −∆ũ = f in U . What
will happen is that unless ν ·Dũ|∂U matches with the unique values given by the
unique solution u defined on the whole U (uniqueness given by Theorem 4.12), ũ
will not be well-defined on the whole U .

The simplest instance of this phenomenon can be seen in the context of the
second order ODE ẍ = 0, when one compares between the initial value problem
(analogous to Cauchy–Kovalevskaya) x(a) = x0, ẋ(a) = y0 and the boundary value
problem (analogous to Theorem 4.12) x(a) = x0, x(b) = x1.

From the mean-value property, we can derive Harnack’s inequality :

Theorem 4.14. Let u be a nonnegative harmonic function on a domain U . For
each connected open set V such that V is compact and V ⊂ U , there exists a positive
constant C = C(d, V, U) such that

max
V

u ≤ C min
V

u.

Harnack’s inequality should be thought of as the quantitative version of the
strong maximum principle. Indeed, if u is a nonnegative harmonic function, then
the strong maximum principle applied to −u tells you the qualitative fact that
u(x) > 0 for all x ∈ U ; in particular, minV u > 0. Harnack’s inequality gives us a

quantitative lower bound, in terms of V and supV u, for minV u.

7Note that for the Laplace equation, any boundary data is noncharacteristic.
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Proof. Let r = 1
4 dist(V, ∂U). Consider x, y ∈ V such that |x− y| ≤ r. Then by

the triangle inequality, B(y, r) ⊆ B(x, 2r). Therefore, we have

u(x) =
1

|B(x, 2r)|

∫
B(x,2r)

udz ≥ 1

2d|B(x, r)|

∫
B(y,r)

udz =
1

2d
u(y).

Now since V is connected and V is compact, we can cover V by finitely many (say,
N -many) open balls {Bi}Ni=1 of radius r

2 . As we have seen, for each i, we have

u(x) ≥ 2−du(y) for any x, y ∈ Bi. For any pair (x, y) ∈ V , we may find distinct
balls Bi1 , . . . , BiM and points xij ∈ Bij such that

x = xi0 , xij−1 , xij ∈ Bij (j = 1, . . . ,M), xiM = y.

Then interweaving the above bound in each ball,

u(x) ≥ 2−dMu(y) ≥ 2−dNu(y),

where we used the trivial bound M ≤ N (the number of balls involved ≤ the total
number of balls). Taking the infimum in x and the supremum in y, we obtain the
theorem with C = 2dN . �

4.4. Green’s function for the Dirichlet problem. We now turn to the discus-
sion of Green’s functions, which are fundamental solutions for the Dirichlet problem
for −∆ (recall that in Theorem 4.12, we saw that the solution is unique). As we will
see, they allow us to derive a representation formula for the solution to the Dirichlet
problem. Moreover, under suitable assumptions, we can turn the table around and
use the representation formula to write down the solution to the Dirichlet problem
(Poisson’s integral formula).

Let us start with the definition of a Green’s function.

Definition 4.15. Let U be domain. We say that G(x, y) is a Green’s function on
U if G(·, y) ∈ D′(U) ∩ C1(U \ {y}) and8{

−∆G(·, y) = δy in U,

G(·, y) = 0 on ∂U.

Note that G(x, y)− E0(x− y) is harmonic in U , so it is unique (Theorem 4.12)
and smooth for x ∈ U \ {y} for each y ∈ U (Theorem 4.3). Since E0 is smooth
outside {0}, it follows that G(·, y) is smooth in U \ {y}.

Remark 4.16 (Existence of Green’s function). If we know, by some means, the
existence of a solution u ∈ C∞(U) ∩ C1(U) to the homogeneous Dirichlet problem

(4.5)

{−∆u = 0 in U

u = g on ∂U,

for g ∈ C∞(∂U), then there exists a Green’s function. Indeed, for every y ∈ U ,
we can solve (4.5) with gy(x) = −Γ(x − y) to obtain a solution uy(x) and write
G(x, y) = E0(x − y) + uy(x). Soon, we will be able to complete the circle and
conclude (modulo technicalities on regularity assumptions) that the existence of a
Green’s function implies the existence of a solution to (4.5); so the two statements
can be thought of as being equivalent.

8Here, we are deviating from the notation in Evans’s book, but we will quickly show that the
definitions here and in Evans’s book are equivalent.



66 SUNG-JIN OH

A sufficient condition for the existence of Green’s function as in Definition 4.15 is
that U is a bounded C1,α domain9 10. Existence theory for (4.5) is known for much
rougher domains (e.g., C1 or even Lipschitz), but the regularity of the solution u
near boundary is much worse. So in such rough domains, Green’s function G(x, y)
can still be constructed according to the above procedure, but its behavior for
x ∈ ∂U be more delicate (in particular, it may not be in C1(U \ y)).

Uniqueness and symmetry of Green’s function. Interestingly, the existence of a
Green’s function gives another proof of uniqueness. Along the way, we also obtain
the useful result that G is symmetric in x, y (i.e., G(x, y) = G(y, x)). Both results
are ultimately due to the fact that −∆ is symmetric (i.e., 〈−∆u, v〉 = 〈u,−∆v〉 for
u, v ∈ C∞c (U)).

Lemma 4.17. Suppose that there exists a Green’s function G(x, y) on a C1 domain
U . Then

G(x, y) = G(y, x) for any x, y ∈ U.

As a corollary, we see that

(4.6)

{
−∆G(x, ·) = δx in U,

G(x, ·) = 0 on ∂U.

Note that this is the adjoint of the problem in Definition 4.15.

Lemma 4.18. Suppose that there exists a Green’s function G(x, y) on a C1 domain
U . If G′(x, y) is also a Green’s function on U , then

G(x, y) = G′(x, y).

Proof of Lemmas 4.17 and 4.18. We follow the ideas used in the derivation of a
representation formula in a boundary value problem. Formally, the manipulation
we wish to perform is as follows: For any two Green’s functions G′, G on U ,

G′(x, y) = δx[G′(·, y)]

=

∫
U

(−∆zG(z, x))G′(z, y) dz

=

∫
U

G(z, x)(−∆zG
′(z, y)) dz

−
d∑
j=1

∫
G(z, x)∂zjG

′(z, y)∂zj1U dz +

d∑
j=1

∫
∂zjG(z, x)G′(z, y)∂zj1U dz

= δy[G(·, x)]

= G(y, x).

If we apply the proof to the same Green’s function, then we obtain the symmetry
property of any Green’s function. Then for two different Green’s functions, we have
G′(x, y) = G(y, x) = G(x, y), which is the desired uniqueness statement.

9For k ∈ N and 0 < α < 1, we say that f is Ck,α(U) if f is continuously differentiable and

supx,y∈U :|x−y|≤1
|Dαf(x)−Dαf(y)|

|x−y|α < ∞. We say ∂U is Ck,α regular if, after suitably relabeling

and reorienting the coordinate axes, ∂U locally coincides with the graph of a C1,α function.
10For instance, [GT01, Problem 2.12] for the existence of a solution u ∈ C2(U)∩C(U) to (4.5)

with g ∈ C(∂U). Then by [GT01, Chapter 6, Notes], u ∈ C1,α(U) provided that ∂U is C1,α

regular and g ∈ C1,α(∂U).
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A precise justification of the preceding formal manipulation is as follows (al-
ternatively, one can also proceed by approximating the two Green’s functions by
smooth objects via mollification). Let χ be a smooth cutoff that equals 1 on B(0, 1)
and 0 outside B(0, 2). Introduce two smooth cutoffs

χx(z) = χ(ε−1(z − x)), χy(z) = χ(ε−1(z − y)),

where ε > 0 is chosen so that suppχx ∩ suppχy = ∅, while suppχx, suppχy ⊂ U .
To begin with, observe that for any fixed y, G(x, y) and G′(x′, y) are harmonic

and thus smooth on U \ {y}. Therefore

G′(x, y) = δx[χxG
′(·, y)]

=

∫
U

(−∆z) (χx(z)G′(z, y))G(z, x) dz

=

∫
U

(−∆z) (χx(z)G′(z, y))G(z, x) dz +

∫
U

(1− χx)(z)G′(z, y)(−∆zG(z, x)) dz

where we used (1− χx)(−∆z)G(z, x) = 0 for the last equality. Splitting G(z, x) =
(1− χy(z))G(z, x) + χy(z)G(z, x), and using the properties suppχx ∩ suppχy = ∅
and (1− χy)(−∆z)G

′(z, y) = 0, the last line equals

−
∫
U

(−∆z) ((1− χx)(z)G′(z, y)) (1− χy)(z)G(z, x) dz

+

∫
U

(1− χx)(z)G′(z, y)(−∆z) ((1− χy)(z)G(z, x)) dz

+

∫
U

G′(z, y)(−∆z) (χy(z)G(z, x)) dz.

The third term equals δy(χy(z)G(z, x)) = G(y, x). For the first two terms, since
the integrand is smooth thanks to the cutoffs, and since the support of the cutoffs
are disjoint from ∂U , we may apply integration by parts (or equivalently Proposi-
tion 3.23) to conclude

−
∫
U

(−∆z) ((1− χx)(z)G′(z, y)) (1− χy)(z)G(z, x) dz

+

∫
U

(1− χx)(z)G′(z, y)(−∆z) ((1− χy)(z)G(z, x)) dz

=

d∑
j=1

∫
G(z, x)∂zjG

′(z, y)∂zj1U dz +

d∑
j=1

∫
∂zjG(z, x)G′(z, y)∂zj1U dz

= 0,

where we used G(z, x) = G′(z, y) = 0 for z ∈ ∂U on the last line. �

Green’s function and existence for the Dirichlet problem (Optional). Suppose that
there exists a Green’s function G(x, y) on U . Then following the first strategy in
Section 3.11, given a function f on U , the formula

u[f ](x) =

∫
U

G(x, y)f(y) dy

should give us a solution to the inhomogeneous Dirichlet problem

(4.7)

{−∆u = f in U,

u = 0 on ∂U.
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This procedure is not difficult to justify when f is a continuous function such that
supp f ⊂ U . The key step is to understand the regularity properties of G(x, y). If
we write

h(x, y) = G(x, y)− Γ(x− y)

then by the symmetry of Green’s function (Lemma 4.17), we see that h(x, y) is
harmonic in x ∈ U for each fixed y ∈ U and vice versa. Going through a similar
argument as in Theorem 4.3, it can be shown that h(x, y) is smooth in U × U .
Moreover, by the regularity of G(x, y) near ∂U , it follows that h(·, y) ∈ C1(U) for
each fixed y ∈ U and vice versa (by Lemma 4.17). These properties are sufficient
to justify the definition and the desired properties of u[f ] when f ∈ C(U) and
supp f ⊂ U .

The formula still works for f that is nontrivial on ∂U , but in order to justify the
desired properties (especially, to prove u[f ](x) → 0 as x → x0 ∈ ∂U) we need to
know more about the behavior of G(x, y) as both x, y approach a same boundary
point x0 ∈ ∂Ω. Let us not go deeper into this issue here.

Remark 4.19 (From homogeneous to inhomogeneous Dirichlet problem). Let us
point out that, by a fairly general trick, solving the homogeneous Dirichlet problem
(4.5) can be reduced to solving the inhomogeneous Dirichlet problem with zero
boundary data (4.7), at least when the boundary values g(x) are smooth enough.
The idea is to first find an extension g̃ of g to U , and then consider v = u− g̃. Then
(4.5) transforms to −∆v = −∆g̃ in U and v = 0 on ∂U , which is in the same form
as (4.7).

This shows that the existence of Green’s function is essentially equivalent to
solvability of (4.5) or (4.7), modulo specific regularity assumptions and properties
of G(x, y) as x, y → ∂Ω.

Representation formula for the Dirichlet problem (Poisson integral formula). We
now derive a representation formula for the solution to the Dirichlet problem using
Green’s function.

Theorem 4.20 (Poisson integral formula). Let U be a C1 domain and suppose
that there exists a Green’s function G(x, y) on U . Then for any u ∈ C2(U)∩C(U),
we have

u(x) = −
∫
∂U

u(y)ν(y) ·DyG(x, y) dS(y) +

∫
U

(−∆u)(y)G(x, y) dy.

In case −∆u = 0, this representation formula is often called the Poisson integral
formula for harmonic functions, and the function K(x, y) := ν(y) · DyG(x, y) on
∂U is called the Poisson kernel.

Proof. In the following computation, all derivatives are taken with respect to y.
First, we assume that u ∈ C∞(U) and repeat the derivation of the representation
formula for a boundary value problem. Formally, we manipulate as follows:

u(x) =

∫
δx(y)u(y)1U (y) dy

=

∫
(−∆G(x, y))u(y)1U (y) dy

=

d∑
j=1

∫
∂jG(x, y)∂ju(y)1U (y) dy
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+

d∑
j=1

∫
∂jG(x, y)u(y)∂j1U (y) dy

=

∫
G(x, y)(−∆u)(y)1U (y) dy

−
d∑
j=1

∫
G(x, y)∂ju(y)∂j1U (y) dy

+

d∑
j=1

∫
∂jG(x, y)u(y)∂j1U (y) dy.

Here, unlike what we had before, G(x, y) = 0 for y ∈ ∂U . Thus the second to last
term, which involves ∂ju on ∂U , vanishes. We are left with

u(x) = −
∫
∂U

u(y)ν(y) ·DG(x, y) dS(y) +

∫
U

(−∆u)(y)G(x, y) dy.

We leave the rigorous justification, which may proceed like the proof of Lem-
mas 4.17–4.18, as an exercise. The case of a more general solution u follows from
approximation. �

When Green’s function G(x, y) is known, the Poisson integral formula suggests
us a way to find a solution to the homogeneous Dirichlet problem (4.5), namely, to
simply write down the Poisson integral formula

u(x) = −
∫
∂U

ν(y) ·DyG(x, y)g(y) dS(y)

and check that it is a solution. This procedure works for a wide class domains
and g [Dah79], but its justification requires more information about the behavior
of ν(y) · DyG(x, y) as x approaches ∂U than we have right now. Instead, we
will concentrate on simple examples of U , for which G(x, y) can be written down
explicitly, and then verify this assertion on a case-by-case basis.

Remark 4.21. We remark that the existence of a representation formula does not
guarantee the existence of a solution to a boundary value problem. Recall, for
instance, that in Complex Analysis, the Cauchy integral formula expresses any
solution f to the Cauchy–Riemann equation in U in terms of the data f |∂U , but
not every continuous function g on ∂U can be the boundary values of a holomorphic
function (e.g., take U = B(0, 1) and g = e−iθ on ∂B(0, 1)).

In the case of the Laplace equation, it is ultimately because of the symmetry
of −∆ that uniqueness (which follows from having a representation formula) is
equivalent to existence!

Computation of Green’s function for some domains: Method of image charges. For
some domains U , Green’s function can be constructed by the method of image
charges. Using the analogies in electrostatics, this method can be summarized as
follows11:

11Note that, as in Evans’s book, we are solving the adjoint problem (4.6) to find Green’s

function, which is equivalent to Definition 4.15 thanks to Lemma 4.17. This choice is more
convenient here, because we will be using it in the context of a representation formula (Poisson

integral formula).
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• To construct G(x, y), start with the potential E0(y − x) corresponding to a unit
point charge at x ∈ U .

• Place other point charges outside U (image charges), with charges qj and loca-
tions {x̄j}, so that the corresponding potential

∑
j qjE0(y − x̄j) exactly cancels

E0(y − x) for y ∈ ∂U . Then G(x, y) = E0(y − x) +
∑
j qjE0(y − x̄j) is Green’s

function that we looked for.

We discuss two cases, namely when U is a half-space or a ball, which involve putting
one image charge.

• Half-space: U = Rd+ = {x ∈ Rd : xd > 0}. In this case, we put an image charge

with charge −1 at x̄, where x̄ is the reflection of x across ∂Rd+, i.e.,

x̄ = (x1, . . . , xd−1,−xd).

Since ∂Rd+ = {yd = 0} is exactly the set of points that are equidistant to x and

x̄, clearly E0(y − x) = E0(y − x̄) for y ∈ ∂Rd+. Therefore,

G(x, y) = E0(y − x)− E0(y − x̄).

From the above expression, let us compute the Poisson kernel on ∂Rd+. Since

−ν(y) ·Dy = ∂yd on ∂Rd+, we first compute ∂ydG(x, y) for x, y ∈ Rd+:

∂ydG(x, y) = ∂yd (E0(y − x)− E0(y − x̄))

= ∂yd |y − x|E′0(|y − x|)− ∂yd |y − x̄|E′0(|y − x̄|)

= − 1

dα(d)

yd − xd

|y − x|d
+

1

dα(d)

yd + xd

|y − x̄|d
.

Now we put y = (y′, 0) and write x = (x′, xd), which makes |y − x| = |y − x̄| =√
|y′ − x′|2 + (xd)2. Thus,

−ν(y) ·DyG(x, y) =
2xd

dα(d)

1

(|y′ − x′|2 + (xd)2)
d
2

.

The following theorem then can be directly verified:

Theorem 4.22. Assume that g ∈ C(Rd−1) ∩ L∞(Rd−1) and for x ∈ Rd+, define

u(x) =
2xd

dα(d)

∫
Rd−1

g(y′)

(|y′ − x′|2 + (xd)2)
d
2

dy′.

Then
(1) u ∈ C∞(Rd+) ∩ L∞(Rd+);

(2) −∆u = 0 in Rd+;

(3) for each point x0 ∈ ∂Rd+, limx→x0
u(x) = g(x0).

The most delicate part is the proof of (3); we need to observe that as xd → 0,
the Poisson kernel is an approximation to the identity. We refer to Evans’s book
for the details of the proof.

• Unit ball: U = B(0, 1). To construct a Green’s function in this case, we use
the following elementary (but very amusing!) geometric fact: Given two points
x, x̄ ∈ Rd, the set of points y such that the ratio between |y − x| and |y − x̄| is
constant is the sphere. More precisely,
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Lemma 4.23. Let x be a point in the unit ball B(0, 1), and define x̄ = x
|x|2 .

Then

∂B(0, 1) = {y ∈ Rd : |y − x| = |x||y − x̄|}.

Proof. Unraveling the definition x̄ = x
|x|2 , we compute

|y − x|2 = |y|2 − 2x · y + |x|2,

|x|2
∣∣∣∣y − x

|x|2

∣∣∣∣2 = |x|2
(
|y|2 − 2

x · y
|x|2

+
|x|2

|x|4

)
= |x|2|y|2 − 2x · y + 1

Equating both sides,

|y|2 − 2x · y + |x|2 = |x|2|y|2 − 2x · y + 1

⇔ (1− |x|2)|y|2 = 1− |x|2.

Since |x| < 1, it follows that the last line is equivalent to |y| = 1, as desired. �

So Green’s function is

G(x, y) = E0(y − x)− E0 (|x|(y − x̄)) ,

where

x̄ =
x

|x|2
.

In other words, we placed an image charge at x̄ with charge −|x|2−d.
Let us compute the Poisson kernel on ∂B(0, 1). In this case, −ν(y) · Dy =

−
∑d
j=1 y

j∂yj , so we begin by computing, for x, y ∈ B(0, 1),

−
d∑
j=1

yj∂yjG(x, y) = −
d∑
j=1

yj∂yjE0(y − x) +

d∑
j=1

yj∂yjE0 (|x|(y − x̄)) .

Note that

∂yjE0(y − x) = ∂yj |y − x|E′0(y − x)

= − (yj − xj)
dα(d)

1

|y − x|d
,

∂yjE0 (|x|(y − x̄)) = ∂yj (|x||y − x̄|)E′0 (|x||y − x̄|)

= − (|x|2yj − xj)
dα(d)

1

|x|d|y − x̄|d
so

−
d∑
j=1

yj∂yjG(x, y) =
|y|2 − x · y
dα(d)

1

|y − x|d
− |x|

2 − x · y
dα(d)

1

|x|d|y − x̄|d
.

Now we restrict y ∈ ∂B(0, 1), on which |y|2 = 1 and |y − x| = |x||y − x̄|. Thus,
for x ∈ B(0, 1) and y ∈ ∂B(0, 1),

ν(y) ·DyG(x, y) =
1− |x|2

dα(d)

1

|y − x|d
.

As before, the following theorem can be proved by computation:
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Theorem 4.24. Assume that g ∈ C(∂B(0, 1)) and for x ∈ B(0, 1), define

u(x) =
1− |x|2

dα(d)

∫
∂B(0,1)

g(y′)

|y − x|d
dS(y).

Then
(1) u ∈ C∞(B(0, 1));
(2) −∆u = 0 in B(0, 1);
(3) for each point x0 ∈ ∂B(0, 1), limx→x0

u(x) = g(x0).

We omit the proof. We remark that this result can be extended to balls of
arbitrary radii by scaling.

4.5. The Cauchy–Riemann equation and holomorphic functions. Let us
now consider an application of our strategies to the Cauchy–Riemann equation

(∂x + i∂y)f = 0,

where f is a complex-valued function on a domain U in C = R2 (i.e., f = u + iv
where u, v are real-valued functions on U). We will also use the notation z = x+iy.
As we will see, the very basic pillars of complex analysis (Morera’s theorem, Cauchy
integral formula, equivalence of complex-differentiability with complex-analyticity)
follow from the strategies outlined in Section 3.11.

In this section, we work with complex-valued distributions on U , which are simply
pairs of real-valued distributions u, v ∈ D′(U), combined in the form f = u + iv.
Given a complex-valued test function φ = Reφ+ i Imφ ∈ C∞c (U ;C), the pairing is
defined as

(f, φ) = 〈u,Reφ〉+ 〈v, Imφ〉+ i(〈v,Reφ〉 − 〈u, Imφ〉),

so that when f is a function, (f, φ) =
∫
fφ dxdy. We will discuss further properties

of complex-valued distributions when we discuss the Fourier transform.
Let us start by deriving the Cauchy–Riemann equation from complex differen-

tiability : We say that f is complex-differentiable at z ∈ C if the limit

lim
w→0

f(z + w)− f(z)

w

exists, where w is a complex number. As usual, f is complex-differentiable on a
domain U ⊆ C if it is complex-differentiable at every point z ∈ U .

If f is complex-differentiable on U , the limit must agree whether w approaches
zero along the real axis (w = h as h→ 0 with h ∈ R) or (w = ih as h→ 0). Thus,

lim
h→0

f(z + h)− f(z)

h
= lim
h→0

f(z + ih)− f(z)

ih
.

If we write z = x+ iy, then the above identity becomes

∂xf(z) =
1

i
∂yf,

so rearranging terms, we arrive at the Cauchy–Riemann equation:

(∂x + i∂y)f = 0.

We will call (∂x + i∂y) the Cauchy–Riemann operator.
Note the following algebraic identities:

(∂x − i∂y)(∂x + i∂y)f = (∂x + i∂y)(∂x − i∂y)f = ∆f.
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The identity (∂x − i∂y)(∂x + i∂y)f = ∆f tells us that the components u, v in
f = u + iv are harmonic if f solves the Cauchy–Riemann equation. The other
identity, (∂x+i∂y)(∂x−i∂y)f = ∆f tells us how to construct a fundamental solution
for the Cauchy–Riemann operator, from a fundamental solution for −∆. Recall
from Section 4.1 that − 1

2π log r is a fundamental solution for −∆, or equivalently,

∆

(
1

2π
log r

)
= δ0.

By the identity (∂x + i∂y)(∂x − i∂y) = ∆, we see that E0 := (∂x − i∂y)
(

1
2π log r

)
is

a fundamental solution for (∂x + i∂y). Note that

E0 = (∂x − i∂y)

(
1

2π
log r

)
=

1

2π

( x
r2
− i y

r2

)
=

1

2π

1

x+ iy
=

1

2π

1

z
.

Hence, we have derived

(∂x + i∂y)

(
1

2π

1

z

)
= δ0.

With the fundamental solution E0 = 1
2π

1
z in our hands, let us carry out the

strategies outlined in Section 3.11. In particular, as in the case of the Laplace
equation, representation formula for a “nice” u (more precisely, compactly sup-
ported), combined with the observation that E0 is smooth outside {0}, leads to the
following regularity result:

Theorem 4.25. If f ∈ D′(U) is a solution to (∂x + i∂y)f = 0 in U (in the sense
of distributions), then f is smooth in U .

We omit the proof, which is very similar to Theorem 4.3. We will call a smooth
solution to the Cauchy–Riemann equation holomorphic. It turns out that Theo-
rem 4.25 is the main thrust behind Morera’s theorem:

Corollary 4.26 (Morera’s theorem). If f is a continuous function on U such that
for every bounded domain Ω such that Ω ⊂ U and ∂Ω is a triangle, then we have

(4.8)

∫
∂Ω

f dz = 0,

then f is holomorphic in U .

In order to prove this corollary, we need to carry out the computation of (∂x +
i∂y)1Ω. Let us record the result as a lemma, since it will be useful again later:

Lemma 4.27. Let U be a domain in C and consider a bounded piecewise C1 domain
Ω ⊂ Ω ⊂ U . For any φ ∈ C∞c (U), we have∫

((∂x + i∂y)1Ω)φdxdy =

∫
∂Ω

iφ(z)dz.

On the LHS, we are using the convention of writing
∫
udxdy for 〈u, 1〉 when u

is a distribution with a compact support. The RHS is the integral of the 1-form
iφ(z) dz = iφ(z) (dx + idy) on the curve ∂Ω with the induced orientation. More
concretely, if (x+ iy)(t) (t ∈ I) is a positively oriented (i.e., Ω is always left to the
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tangent vector ẋ + iẏ(t) at (x + iy)(t)) parametrization of ∂Ω, which can be seen
to be a piecewise C1 curve by the assumption, then∫

∂Ω

iφ(z)dz =

∫
I

iφ(x(t) + iy(t))(ẋ(t) + iẏ(t)) dt.

Proof. We will only carry out the key computation when Ω is a bounded C1 domain;
the piecewise C1 case then follows from a straightforward approximation argument.
By Proposition 3.23,

(∂x + i∂y)1Ω = −(νx + iνy)dS∂Ω,

where νx + iνy is the outer unit normal vector field on ∂Ω and dS∂Ω is the induced
measure on ∂Ω. If (x + iy)(t) is a positively oriented parametrization of ∂Ω, we
have ∫

ϕdS∂Ω =

∫
∂Ω

ϕ(x(t) + iy(t))
√
ẋ2 + ẏ2 dt for ϕ ∈ C∞c (U).

Moreover, the unit tangent vector is τx+iτy = (
√
ẋ2 + ẏ2)−1(ẋ+iẏ), so the outward

unit normal vector is

νx + iνy = −i(τx + iτy) = −i 1√
ẋ2 + ẏ2

(ẋ+ iẏ).

Putting all these together, the lemma follows. �

Proof of Morera’s theorem. First, let us prove the equivalence of (4.8) with the
Cauchy–Riemann equation when f is smooth. For every bounded domain Ω with
Ω ⊂ U such that ∂Ω is a triangle, we have

0 =

∫
∂Ω

f dz = −i
∫

((∂x + i∂y)1Ω) f dxdy = i

∫
(∂x + i∂y)f1Ω dxdy,

where the last equality follows from the definition of the distributional derivative
(to be pedantic, we need f ∈ C∞c (U) to apply Lemma 4.27 and the definition of
the distributional derivative, but here it is okay since 1Ω is compactly supported).
Varying the domain Ω, it is not difficult to show that (∂x + i∂y)f = 0, i.e., f is
holomorphic.

Next, let us consider the case when f is merely continuous. Here, the strategy is
to use the approximation method; we make auxiliary preparations to avoid issues
near the boundary ∂U . Fix an open set V such that V is compact and V ⊂ U .
Then there exists δ0 > 0 such that ∪z∈VB(z; δ0) ⊆ U . Consider the convolution
fδ = f ∗ ϕδ, where ϕδ(z) = δ−2ϕ(δ−1z) and ϕ ∈ C∞c (U) obeys

∫
ϕ = 1 and

suppϕ ⊂ B(0, 1). For any bounded domain Ω such that Ω ⊂ V and ∂Ω is a
triangle and δ ∈ (0, δ0), we have∫

∂Ω

fδ(z) dz =

∫
∂Ω

(∫
f(z − z′)ϕδ(z′) dx′dy′

)
dz

=

∫ (∫
−z′+∂Ω

f(w) dw

)
ϕδ(z

′) dx′dy′,

where on the last line, we used Fubini’s theorem and the change of variables
(z, z′) 7→ (w = z − z′, z′); −z′ + ∂Ω is the set {−z′ + z ∈ C : z ∈ ∂Ω}. Note
that suppϕδ ⊂ B(0, δ) and −z′ + Ω ⊂ U for each z′ ∈ B(0, δ) ⊆ B(0, δ0). There-
fore, by (4.8) applied to each −z′+Ω, the last line vanishes. It follows that for each
δ ∈ (0, δ0), fδ is a smooth function that satisfies the hypothesis of Corollary 4.26
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on V ; hence (∂x + i∂y)fδ = 0 on V by the first part of the proof. Then the dis-
tributional limit f also satisfies (∂x + i∂y)f = 0 on V (i.e., when tested against
φ ∈ C∞c (V )) by Lemma 3.17. Since V is an arbitrary bounded domain such that
V ⊂ U , it follows that f is a solution to the Cauchy–Riemann equation in the sense
of distributions. Finally, by Theorem 4.25, Morera’s theorem follows. �

The representation formula for boundary value problems in Section 3.11 leads
to the Cauchy integral formula:

Theorem 4.28 (Cauchy integral formula). Let f be a holomorphic function on U .
Then for every bounded piecewise C1 domain Ω and z0 ∈ Ω,

f(z0) =
1

2πi

∫
∂Ω

f(z)

z − z0
dz.

Proof. As in the proof of Theorem 4.9, we begin by computing

f1Ω = f1Ω ∗ (∂x + i∂y)E0 = ((∂x + i∂y)f1Ω) ∗ E0 + (f(∂x + i∂y)1Ω) ∗ E0.

The first term vanishes by the Cauchy–Riemann equation. Since sing suppE0 = {0}
and supp(∂x + i∂y)1Ω = ∂Ω, it follows that the second term is smooth near z0 and

f(z0) = f1Ω(z0)

=

∫
(f(∂x + i∂y)1Ω)(z)E0(z0 − z) dxdy

=
1

2πi

∫
∂Ω

f(z)

z − z0
dz,

where on the last line, we used Lemma 4.27 and i
z0−z = 1

i(z−z0) . �

Remark 4.29. If we carry out the computation without using the Cauchy–Riemann
equation, then we obtain the more general formula

f(z0) =
1

2πi

∫
∂Ω

f(z)

z − z0
dz − 1

2π

∫
Ω

(∂x + i∂y)f(z)

z − z0
dxdy,

which may be justified as long as (∂x + i∂y)f is continuous near z0 (the important
point is that the last term should make sense).

The Cauchy integral formula, of course, is where the magic of complex analysis
begins. Here, let us end by just closing the loop that we started at the beginning:

Corollary 4.30. Let f be a continuous function on a domain U ⊆ C. The following
statements are equivalent:

(1) f is complex-differentiable;
(2) f is a solution to the Cauchy–Riemann equation (i.e., f is holomorphic);
(3) f is complex-analytic, i.e., at every point z0 ∈ U , there exists r > 0 and

coefficients cj ∈ C such that

f(z) =

∞∑
j=0

cj(z − z0)j for |z − z0| < r.

Proof. The following is a standard proof in complex analysis. Note that (1)⇒(2)
was shown at the beginning of this subsection and (3)⇒(1) is obvious; it only
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remains to verify (2)⇒(3). Applying the Cauchy integral formula for z ∈ B(z0, r),

where r > 0 is chosen so that B(z0, r) ⊂ U , we have

f(z) =
1

2πi

∫
∂B(z0,r)

f(w)

w − z
dw.

Now the point is that 1
w−z is complex-analytic near z0, from which complex-

analyticity of f should follow. More precisely, we have

f(z) =
1

2πi

∫
∂B(z0,r)

f(w)

w − z0

1

1− z−z0
w−z0

dw

=
1

2πi

∫
∂B(z0,r)

f(w)

w − z0

∞∑
j=0

(
z − z0

w − z0

)j
dw

=

∞∑
j=0

(
1

2πi

∫
∂B(z0,r)

f(w)

(w − z0)j+1
dw

)
(z − z0)j ,

where the two identities make sense as long as∣∣∣∣ z − z0

w − z0

∣∣∣∣ < 1 for w ∈ ∂B(z0, r),

or equivalently, |z − z0| < r. �

Remark 4.31 (Jensen’s formula). Another nice application of the results so far is a
quick proof of Jensen’s formula, which is a basic tool for relating the growth of a
holomorphic function on C with the distribution of its zeroes. For this application,
we will assume more familiarity with complex analysis.

We start by observing that if g is a holomorphic function on U with no zeroes,
then

∆

(
1

2π
log |g|

)
= 0.

Indeed, 1
2π log |z| is harmonic on C\{0} and g is a holomorphic function whose image

is contained in C \ {0}; it follows that their composition 1
2π log |g| is harmonic.

Next, when f is a general non-zero holomorphic function on U , then we can
write

f(z) = g(z)
∏
k

(z − ρk),

where ρk’s are the zeroes of f in U counted with multiplicity (note that there can
be only finitely many of them in each compact set, since f , being complex-analytic,
cannot have accumulated zeroes) and g is holomorphic with no zeroes in U (this
statement can be proved by the Cauchy integral formula and Morera’s theorem).
Thus

(4.9) ∆

(
1

2π
log |f |

)
= ∆

(
1

2π
log |g|

)
+
∑
k

∆

(
1

2π
log |z − ρk|

)
=
∑
k

δρk ,

where we used the preceding observation for g and the fact that 1
2π log |z − ρk| is a

fundamental solution for ∆ at ρk.
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Finally, we apply the general form of the mean value theorem in Remark 4.10 to
(4.9). Then

log |f(0)| = 1

2πR

∫ 2π

0

log |f(Reiθ)|dθ

+

∫
B(0,R)

(−2π)
∑
k

δρk

(
− 1

2π
log |y|+ 1

2π
logR

)
dy

=
1

2πR

∫ 2π

0

log |f(Reiθ)|dθ −
∑

k:|ρk|<R

log
R

|ρk|
.

Rearranging terms, we obtain

1

2πR

∫ 2π

0

log |f(Reiθ)|dθ = log |f(0)|+
∑

k:|ρk|<R

log
R

|ρk|
,

which is the usual form of Jensen’s formula.



78 SUNG-JIN OH

5. Heat equation

In this section we study the heat equation

(5.1) (∂t −∆)u = f,

using fundamental solutions by following the strategies in Section 3.11. One key
difference between (5.1) and the Laplace/Poisson equations (as well as the Cauchy–
Riemann equation) studied in Section 4 is that (5.1) is evolutionary. Therefore, in
the case of the heat equation, we are now interested in the initial value problem,

(5.2)

{
(∂t −∆)u = f in (0,∞)t × Rdx,

u = g on {t = 0} × Rdx,

or the initial-boundary value problem,

(5.3)


(∂t −∆)u = f in (0,∞)t × U,

u = g on {t = 0} × U,
u = h on (0,∞)t × ∂U.

To deal with the evolutionary aspect of the heat equation, it is natural to think
about what is called a forward fundamental solution, which may be thought of
as Green’s function for the initial value problem. To introduce this concept, we
will first consider the simplest class of evolutionary differential equations, namely,
ordinary differential equations (ODEs).

5.1. The idea of forward fundamental solution: a case study for ODEs.
For A ∈ C((−∞,∞)t;RN×N ), consider the first-order linear ODE

d

dt
x(t)−A(t)x(t) = f(t).

We say that Π+(t, s) is a forward fundamental solution (or fundamental matrix ) if

(5.4)


d

dt
Π+(t, s)−A(t)Π+(t, s) = δ0(t− s)I for t ∈ R,

Π+(t, s) = 0 for t ∈ (−∞, s).

The condition Π+(t, s) = 0 for t ∈ (−∞, s) is called the forward (support) condition.
Intuitively, we are looking for a fundamental solution that stays 0 until we reach
the time s, which is where the forcing term is supported.

To make sense of (5.4), we need to extend the idea of distributions to the case of
N -vector (resp. N × N -matrix-valued) functions. At the rudimentary level, these
may be simply thought of as collections of N (resp. N × N) many real-valued
distributions. We may also view them as continuous linear functionals on the
space of N -vector-valued test functions C∞c (I;RN ) (resp. N×N -matrix-valued test
functions C∞c (I;RN×N )), with the duality pairing (in the case of locally integrable
functions) given by

〈v, φ〉 =

N∑
j=1

∫
I

vjφj dt,

resp. 〈A, φ〉 =

N∑
j,k=1

∫
I

Ajkφjk dt

 .

Of course, vector- or matrix-valued distributions on U ⊆ Rd are defined in the same
way.
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Now that we have precisely formulated the meaning of (5.4), we turn to the
natural question: how do we construct a solution to (5.4)? The idea is to introduce
a unit jump at t = s, so that we would see δ0(t − s) after differentiation. More
precisely, we define Π+(t, s) in the following way:

(1) for t < s, we define Π+(t, s) = 0 (forward property);
(2) for t > s, we define Π+(t, s) = Π(t, s), where Π(t, s) is the solution to the

homogeneous ODE

(5.5)

{
∂tΠ(t, s) +A(t)Π(t, s) = 0 for t ∈ R,

Π(s, s) = I at t = s.

By the standard ODE theory, Π(t, s) ∈ C1((−∞,∞)t). Therefore, for every fixed
s, Π+(t, s) is a locally integrable function on (−∞,∞)t and hence a distribution.
Moreover, we have

〈(∂t −A(t))Π+, ϕ〉 = 〈Π+, (−∂t +A∗(t))ϕ(t)〉

=

∫ ∞
s

Π+(t, s)(−∂t +A∗(t))ϕ(t) dt

=

∫ ∞
s

(∂t −A(t))Π+(t, s)ϕ(t) dt+ ϕ(0)

= ϕ(0),

which is exactly the meaning of the expression (∂t −A(t))Π+ = δ0I.
As we have seen in Section 4 (see also Section 7.3), the following is an immediate

consequence of the existence of Π+:

(1) Solution formula, forward solution. For f ∈ L1(R;RN ) with supp f ⊆ {t >
a} for some a ∈ R,

x(t) =

∫ ∞
−∞

Π+(t, s)f(s) ds =

∫ t

a

Π(t, s)f(s) ds.

solves (∂t +A)x = f with x(t) = 0 for t ∈ (−∞, a].

By the forward support property of Π+(t, s), note that the above formula defines
x(t) for any t > a as long as f ∈ L1

loc((−∞,∞);RN ) with supp f ⊆ {t > a}.
Moreover, also observe that

x(t) = Π(t, a)g

solves the homogeneous problem (∂t + A)x = 0 for t ∈ (a,∞) with x(a) = g. By
linearity, we obtain the following:

(2) Solution formula, for inhomogeneous initial value problem. For f ∈
L1
loc(R;RN ) and g ∈ RN ,

(5.6) x(t) =

∫ t

a

Π(t, s)f(s) ds+ Π(t, a)g

is a solution to (∂t + A)x = f on (a,∞) with x(a) = g. We know that such a
solution is unique from the standard theory of ODEs.

We may summarize the above discussion in two ways:

• The forward fundamental solution Π+(t, s) – which is used find a forward solution
to the inhomogeneous problem – is constructed from the solution Π(t, s) to the
initial value problem (5.5) for the homogeneous problem.
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• Conversely, finding the solution Π(t, s) to the initial value problem (5.5) for the
homogeneous problem for t > s amounts to finding the forward solution Π+(t, s)
to the inhomogeneous problem with f = δ0(t− a).

Informally speaking, by thinking about the forward fundamental solution, we have
discovered that the homogeneous problem can be reduced to the (forward) inhomo-
geneous problem, and vice versa. This is usually referred to as Duhamel’s principle
or variation of constants.

Next, we derive representation formulas.

(3) Representation formula, forward solution. For x ∈ C1(R) with supp x ⊆
{t > a} for some a ∈ R,

x(t) =

∫ ∞
−∞

Π+(t, s)(∂s +A(s))x(s) ds =

∫ t

−∞
Π+(t, s)(∂s +A(s))x(s) ds

To prove this, we observe that

Π(s, t)Π(t, s) = I,

hence Π(s, t) = Π(t, s)−1. Using σ1 and σ2 (in this order) to denote the two input
variables of Π = Π(σ1, σ2), it follows that

∂σ2
Π(s, t) = −Π(s, t)∂σ1

Π(t, s)Π(s, t) = Π(s, t)A(t)Π(t, s)Π(s, t) = Π(s, t)A(t),

or more succinctly,

∂sΠ(t, s) = Π(t, s)A(s).

Writing Π+(t, s) = 1(s,∞)(t)Π(t, s) = 1(−∞,t)(s)Π(t, s) and using the fact that
Π(s, s) = I, we obtain

(5.7)

{
−∂sΠ+(t, s) + Π+(t, s)A(s) = δ0(s− t)I for t ∈ Rs,

Π+(t, s) = 0 for s ∈ (t,∞).

For x ∈ C1(R) with supp x ⊆ {t > a}, the following formal computation may be
justified:

xj(t) =
∑
k

〈δ0(s− t)δjk,x
k(s)〉

=
∑
k

∫ ∞
−∞

(−∂sΠ+(t, s) + Π+(t, s)A(s))jkx
k(s) ds

=

∫ ∞
−∞

(Π+(t, s)(∂s +A(s))x(s))j ds.

Remark 5.1. Another way to understand (5.7) is observe that, after taking the
adjoint (as matrices) and exchanging s and t, it is equivalent to the following:{

(−∂t +A∗(t))Π∗+(s, t) = δ0(t− s)I for s ∈ Rt,
Π∗+(s, t) = 0 for t ∈ (s,∞).

In other words, for each fixed s, Π∗+(s, t) is a backward fundamental solution for
−∂t + A∗(t), which is the adjoint of the original operator ∂t + A(t) (as an op-
erator on the space of RN -valued functions, with respect to the pairing 〈u, v〉 =∑N
j=1

∫
I
ujvj dt).

Finally, we also obtain the following statement.
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(4) Representation formula, for inhomogeneous initial value problem.
For x ∈ C1(I) ∩ C(I),

x(t) =

∫ ∞
−∞

Π+(t, s)(∂s +A(s))(x1(a,∞))(s) ds

=

∫ t

a

Π+(t, s)(∂s +A(s))x(s) ds+ Π+(t, a)x(a).

Remark 5.2 (Uniqueness of Π+). It turns out that a forward fundamental solution
is unique in a suitable class of objects, or more precisely, among order zero distri-
butions. To see why this class is natural, observe that when A ∈ C(R;RN×N ), this
is the natural class for which the product AΠ+ makes sense.

The basic observation is that given any two solutions Π+ and Π′+ to (5.4), M :=
Π+ − Π′+ solves the homogeneous equation (∂t + A(t))M(t, s) = 0 with M =
0 on (−∞, s). Then appealing to the uniqueness of the solution x to the ODE
(∂t + A(t))x(t) = 0 with x = 0 on (−∞, a) in the class of order zero distributions
(Exercise: prove this!), It follows that M = 0, i.e., Π+ = Π′+.

5.2. The forward fundamental solution for ∂t −∆: the Gaussian. We now
look for the forward fundamental solution for ∂t−∆, i.e., a solution E+ ∈ D′(R1+d)
to

(∂t −∆)E+(t, x) = δ0(t, x)

with the forward property, i.e.,

E+ = 0 in {t < 0}.

As in Section 5.1, it will be sufficient look for the solution to the following homo-
geneous initial value problem:{

(∂t −∆)E+ = 0 in (0,∞)t × Rd,

E+(0, x) = δ0(x) on {t = 0} × Rd.

As in the case of the Laplace operator, we shall make an educated guess based
on the properties of (∂t −∆). We begin with its symmetries:

• Rotational symmetry: For every orthogonal matrix O, (∂t − ∆)(u(t, Ox)) =
((∂t −∆)u)(t, Ox).

• Scaling (self-similarity): For every µ ∈ R and λ > 0, (∂t−∆)(µu(λ−2t, λ−1x)) =
µλ−2((∂t −∆)u)(λ−2t, λ−1x).

In view of these symmetries, we look for E+(t, x) such that

E+(t, x) = E+(t, |x|) = µ(t)E+(1, |x|
t
1
2

).

How should we choose µ(t)? Another property we observe is that

(∂t −∆)u = 0⇒ ∂t

∫
udx =

∫
∂tudx =

∫
∆udx,

which would vanish provided that u decays sufficiently fast at infinity. Since∫
E+(0, x) =

∫
δ0(x) = 1, it is natural to set µ(t) = t−

d
2 and ask for

E+(t, x) = t−
d
2E+(1, |x|

t
1
2

),

∫
E+(1, x) dx = 1.
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In order to proceed, let us write w(x) := E+(1, |x|). The heat equation on E+(t, x)
becomes the following equation for w:

(∂t −∆)

(
1

t
d
2

w

(
|x|2

t

))

=

−d
2

1

t

1

t
d
2

w − |x|
2

t2
1

t
d
2

w′ −
∑
j

∂j

(
2xj

t

1

t
d
2

w′
)( |x|2

t

)

=

[
−d

2

1

t

1

t
d
2

w − |x|
2

t2
1

t
d
2

w′ − 2d

t

1

t
d
2

w′ − 4|x|2

t2
1

t
d
2

w′′
](
|x|2

t

)
= − 1

t1+ d
2

[
4|x|2

t
w′′
(
|x|2

t

)
+ (2d+

|x|2

t
)w′ +

d

2
w

](
|x|2

t

)
.

Introducing ρ = |x|2
t , we look for a solution to

4ρw′′(ρ) + (2d+ ρ)w′(ρ) +
d

2
w(ρ) = 0.

We may rewrite the above as

4ρw′′(ρ) + 2dw′(ρ) + ρw′(ρ) +
d

2
w(ρ) = 0,

or equivalently,

4(ρdw′)′ + (ρdw)′ = 0.

It follows that, for some constant a,

4ρdw′ + ρdw = a.

For simplicity, we set a = 0 (otherwise, w needs to grow very fast as ρ→∞). Then
we arrive at the ODE

w′ = −1

4
w,

so

w(ρ) = be−
1
4ρ.

Returning to E+(t, x), we arrive at

E+(t, x) =
b

t
d
2

e−
|x|2
4t for t > 0.

To keep
∫
E+(t, x) dx = 1, we select b = 1

(4π)
d
2

.

Let us now verify that E+(t, x) is indeed a forward fundamental solution for
(∂t −∆).

Proposition 5.3. The function

E+(t, x) = 1(0,∞)(t)
1

(4πt)
d
2

e−
|x|2
4t

is a forward fundamental solution for ∂t −∆ in R1+d.

Proof. The forward support property is clear, so we simply need to check that
(∂t −∆)E+ = δ0. Given a test function ϕ ∈ C∞c (R1+d), we compute∫∫

E+(t, x)(−∂t −∆)ϕ(t, x) dtdx
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=

∫ ∫ ∞
0

1

(4πt)
d
2

e−
|x|2
4t (t, x)(−∂t −∆)ϕ(t, x) dtdx

= lim
ε→0+

∫ ∫ ∞
ε

1

(4πt)
d
2

e−
|x|2
4t (−∂t −∆)ϕ(t, x) dtdx

= lim
ε→0+

∫ ∫ ∞
ε

(∂t −∆)
1

(4πt)
d
2

e−
|x|2
4t ϕ(t, x) dtdx

+ lim
ε→0+

∫
1

(4πε)
d
2

e−
|x|2
4ε ϕ(ε, x) dx.

In the last expression, note that the spacetime integral is zero since 1

(4πt)
d
2
e−
|x|2
4t

solves the homogeneous heat equation in {t > 0}. We rewrite the last expression
as ∫

1

(4πε)
d
2

e−
|x|2
4ε ϕ(ε, x) dx =

∫
1

(4πε)
d
2

e−
|x|2
4ε ϕ(0, 0) dx

+

∫
1

(4πε)
d
2

e−
|x|2
4ε (ϕ(ε, x)− ϕ(0, 0)) dx.

The first term is equal to ϕ(0, 0) by our normalization. For the second term, we
may write ϕ(ε, x) − ϕ(0, 0) = O(ε + |x|) by the fundamental theorem of calculus

(where the implicit constant depends on ‖∂ϕ‖L∞). We wish to argue that e−
|x|2
4ε

essentially localizes the integral to {|x| . ε
1
2 }, so this contribution should vanish

as ε→ 0. Indeed,∫
1

(4πε)
d
2

e−
|x|2
4ε (ε+ |x|) dx ≤ ε

∫
1

(4πε)
d
2

e−
|x|2
4ε dx+ ε

1
2

∫
1

(4πε)
d
2

e−
|x|2
4ε
|x|
ε

1
2

dx

= ε

∫
1

(4π)
d
2

e−
|y|2
4 dy + ε

1
2

∫
1

(4π)
d
2

e−
|y|2
4 |y|dy,

where we used a change of variables y = ε−
1
2x on the last line. The last line clearly

vanishes as ε→ 0, which finishes the proof.
�

5.3. Uses of the forward fundamental solution. We now derive some conse-
quences of our discovery of E+.

Solution formula. For f ∈ D′c(R1+d),

u(t, x) =

∫
f(s, y)E+(t− s, x− y) dsdy

is a forward solution to (∂t −∆)u = f . Moreover, for g ∈ D′c(Rd),

u(t, x) =

∫
f(s, y)E+(t− s, x− y) dsdy +

∫
g(y)E+(t, x− y) dy

solves the initial value problem (9.1).

Representation formula. For u ∈ D′c(R1+d), we have

u(t, x) =

∫
(∂t −∆)u(s, y)E+(t− s, x− y) dy.
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Remark 5.4 (Optional: Extension to f, g without compact support). These so-
lution (resp. representation) formulae can be extended to a more general class of
distributions f, g (resp. u). We will say that g ∈ D′(Rd) satisfies the Gaussian
growth condition if, for every A > 0, we have

〈g, (χ>1( xR′ )− χ>1( xR ))e−A|x|
2

〉 → 0 as R,R′ →∞.

For instance, of g ∈ L1
loc(Rd) and |g| ≤ Ce|x|

2−ε
for some C > 0 and ε > 0, then g

satisfies the Gaussian growth condition.
Moreover, for f ∈ D′(R × Rd), we say that f satisfies the Gaussian growth

condition in space if for every η ∈ C∞c (Rt) and A > 0, we have

〈f, η(t)(χ>1( xR′ )− χ>1( xR ))e−A|x|
2

〉 → 0 as R,R′ →∞.

The solution formulae can be extended to f ∈ D′(R1+d) with supp f ⊆ {t > a}
for some a ∈ R and satisfying the Gaussian growth condition in space, and g ∈
D′(Rd) with the Gaussian growth condition. The representation formula can be
extended to u ∈ D′(R1+d) with supp f ⊆ {t > a} for some a ∈ R and satisfying the
Gaussian growth condition in space.

Regularity. From the fact that E+(t, x) is smooth outside of (0, 0), we obtain the
following regularity property of solutions to the heat equation:

Proposition 5.5. If u solves (∂t −∆)u = 0 in U ⊆ R1+d, then u is smooth.

We will skip its proof, since we will discuss the more quantitative version of this
result below.

Derivative bounds and Liouville theorem for ancient solutions. From the
same proof as before, we can derive the following derivative bounds:

Proposition 5.6. Let u be a solution to (∂t − ∆)u = 0 in U ⊆ R1+d. Then for

any (t, x) and R > 0 such that (t−R2, t)×BR(x) ⊆ U , we have

|∂kt ∂αx u(t, x)| ≤ CαR−2k−|α| sup
(s,y)∈(t−R2,t)×BR(x)

|u(s, y)|.

Here, note that we only need the information on u to the past of (t, x). As we
will see, this feature is due to the forward support property of E+.

Proof. Without loss of generality, assume that (t, x) = (0, 0). Note also that it
suffices to consider the case k = 0, since we can always trade ∂t by ∆ using the
equation (∂t −∆)u = 0.

We introduce a spacetime cutoff χ(s, y) ∈ C∞(R1+d) that equals 1 in (− 1
2 ,

1
2 )×

B 1
2
(0) and suppχ ⊆ (−1, 1)×B1(0), and a space cutoff χ(y) ∈ C∞(Rd) that equals

1 in B 1
2
(0) and suppχ ⊆ B1(0). Define

χR(t, x) = χ(R−2t, R−1x), χ
R

(x) = χ(R−1x).

Consider

v(s, y) := u(s, y)χR(s, y).

Note that v agrees with u on (−R2 ,
R
2 ) × BR

2
(0). By the representation formula

(which applies since v is compactly supported),

χR
4

(x)∂αx u(0, x) = χR
4

(x)∂αx v(0, x)
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=

∫∫
χR

4

(x)(∂s −∆)v(s, y)∂αxE+(−s, x− y) dsdy

=

∫ 0

−R2

∫
BR(0)

χR
4

(x)(∂s −∆)v(s, y)∂αxE+(−s, x− y) dsdy,

where we used the support properties of E+ and v. Observe furthermore that

(∂s −∆)v(s, y) = R−2u(s, y)((∂s −∆)χ)(R−2s,R−1y)

−2
∑
j

R−1∂ju(s, y) · (∂jχ)(R−2s,R−1y)

is, in fact, supported in supp ∂χR ⊆ (−R,R)×BR(0)\ (−R2 ,
R
2 )×BR

2
(0). It follows

that

|s|+ |x− y|2 ≥ R2

8
for x ∈ suppχ

R
, (s, y) ∈ supp ∂χR.

In particular,
1

|s|
≤ 8

R2

(
1 +
|x− y|2

|s|

)
.

In this region,

|∂αxE+(−s, x− y)| = 1

(4π|s|) d2

∣∣∣∣∂αx e− |x−y|24|s|

∣∣∣∣
≤ Cα|s|−

d
2−|α||x− y||α|e−

|x−y|2
4|s|

≤ Cα|s|−
d+|α|

2

(
1 +
|x− y|2

|s|

) |α|
2

e−
1
4 (1+

|x−y|2
|s| )

≤ CαR−d−|α|
(

1 +
|x− y|2

|s|

)d+|α|

e−
1
4 (1+

|x−y|2
|s| )

≤ CαR−d−|α|,

where, for the last inequality, we used that sd+|α|e−
1
4 s is uniformly bounded for

all s > 0. Thus, for the contribution of R−2u(s, y)((∂s − ∆)χ)(R−2s,R−1y), we
estimate∣∣∣∣∣
∫ 0

−R2

∫
BR(0)

χR
4

(x)
(
R−2u(s, y)((∂s −∆)χ)(R−2s,R−1y)

)
∂αxE+(−s, x− y) dsdy

∣∣∣∣∣
≤ CαR−2−d−|α| sup

(−R2,0)×BR(0)

|u|
∫ 0

−R2

∫
BR(0)

dyds

≤ CαR−|α| sup
(−R2,0)×BR(0)

|u|.

For the contribution of −2
∑
j R
−1∂ju(s, y) · (∂jχ)(R−2s,R−1y), we first integrate

by parts to write∫ 0

−R2

∫
BR(0)

χR
4

(x)

−2
∑
j

R−1∂ju(s, y) · (∂jχ)(R−2s,R−1y)

 ∂αxE+(−s, x− y) dsdy

=
∑
j

2

∫ 0

−R2

∫
BR(0)

χR
4

(x)R−1u(s, y)∂j
(
(∂jχ)(R−2s,R−1y)∂αxE+(−s, x− y)

)
dsdy,
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which can then be handled as before. �

From the derivative bounds, we obtain Liouville’s theorem for solutions to the
heat equation that exists on an interval that is unbounded to the past (i.e., ancient
solutions).

Theorem 5.7 (Liouville theorem for ancient solutions). If u(t, x) ∈ C(R1+d) solves
(∂t −∆)u = 0 in (−∞, a)× Rd and is uniformly bounded, then u = const.

We skip the simple proof.

Mean value property. Amusingly, we can also derive a mean value property of
solutions to the heat equation, which is not at all obvious.

Theorem 5.8 (Mean value property). For (t, x) ∈ R1+d, define

Er(t, x) = {(s, y) ∈ R1+d : s ≤ t, E+(t− s, x− y) ≥ r−d}.

Let u ∈ C2(U) satisfy (∂t −∆)u = 0 in U . For any (t, x) such that Er(t, x) ⊆ U ,
we have

u(t, x) =
1

4rd

∫∫
Er(t,x)

u(s, y)
|x− y|2

(t− s)2
dsdy.

We will first discuss the key idea behind the proof of this theorem, in particular
how to derive the particular formula. As in the case of the Laplace equation,
our starting point is the following representation formula on a bounded spacetime
domain:

Lemma 5.9. Let u ∈ C2(U) and consider a connected C1 spacetime domain V ⊆
V ⊆ U . Let Ẽ = E+ + h, where h solves (∂t − ∆)h = 0 in R1+d. Then for any
(t, x) ∈ V,

(5.8)

u(t, x) =

∫∫
V
Ẽ(t− s, x− y)(∂s −∆y)u(s, y) dsdy

−
∫∫

∂V
ν0(s, y)Ẽ(t− s, x− y)u(s, y) dσ∂V(s, y)

−
∑
j

∫∫
∂V
νj(s, y)∂yj (Ẽ(t− s, x− y))u(s, y) dσ∂V(s, y)

+
∑
j

∫∫
∂V
νj(s, y)Ẽ(t− s, x− y)∂ju(s, y) dσ∂V(s, y).

Proof. In the following computation, we shall assume that u ∈ C∞(U); the case

u ∈ C2(U) follows by approximation. Note that δ0(t− s, x− y) = (∂t −∆x)Ẽ(t−
s, x− y) = (−∂s −∆y)Ẽ(t− s, x− y), while δ0(t− s, x− y) = δ0(s− t, y − x). We
have

u(t, x) = 〈δ0(s− t, y − x), u(s, y)〉

= 〈(−∂s −∆y)(Ẽ(t− s, x− y)), u(s, y)〉

= 〈1V(s, y)(−∂s −∆y)(Ẽ(t− s, x− y)), u(s, y)〉

= 〈∂s1V(s, y)(Ẽ(t− s, x− y)), u(s, y)〉

+〈1V(s, y)(Ẽ(t− s, x− y)), ∂su(s, y)〉
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+
∑
j

〈∂yj1V(s, y)∂yj (Ẽ(t− s, x− y)), u(s, y)〉

−
∑
j

〈∂yj1V(s, y)(Ẽ(t− s, x− y)), ∂yju(s, y)〉

+〈1V(s, y)(Ẽ(t− s, x− y)),−∆yu(s, y)〉

=

∫∫
V
Ẽ(t− s, x− y)(∂s −∆y)u(s, y) dsdy

−
∫
ν0(s, y)Ẽ(t− s, x− y)u(s, y) dσ∂V(s, y)

−
∑
j

∫
νj(s, y)∂yj (Ẽ(t− s, x− y))u(s, y)dσ∂V(s, y)

+
∑
j

∫
νj(s, y)Ẽ(t− s, x− y)∂yju(s, y) dσ∂V(s, y),

which is the desired conclusion. �

We will also need the following simple version of the coarea formula.

Theorem 5.10 (Corea formula [EG15, Ch. 3]). Let f : Rd → R be Lipschitz
continuous and assume that for a.e. ρ ∈ R the level set

{x ∈ Rd : f(x) = ρ}

is a smooth, (n − 1)-dimensional hypersurface in Rd. Assume also u : Rd → R is
continuous and integrable. Then∫

Rd
u|Df |dx =

∫ ∞
−∞

(∫
{f=ρ}

f dσ

)
dρ.

We are now ready to prove Theorem 5.8.

Proof of Theorem 5.8. Let u ∈ C2(U) solve the heat equation, (∂t − ∆)u = 0.
Without loss of generality, take (t, x) = (0, 0).
Step 1: Derivation of the formula. To derive the mean value formula for u(0, 0), we

apply Lemma 5.9 with Vρ := {E+(−s,−y) ≥ ρ} and Ẽρ := E+ − ρ, so that Ẽρ = 0
on ∂Vρ. Note that the LHS of (5.8) is u(0, 0), while

(RHS of (5.8))

= −
∑
j

∫
∂Vρ

νj(s, y)∂yj (Ẽρ(−s,−y))u(s, y) dσ∂Vρ(s, y)

= −
∑
j

∫
∂Vρ

νj(s, y)∂yj (E+)(−s,−y))u(s, y) dσ∂Vρ(s, y)

=
∑
j

∫
∂Vρ

(∂yj (E+)(−s,−y)))2

|∇s,yE+(−s,−y)|
u(s, y) dσ∂Vρ(s, y)

where

|∇s,yE+(−s,−y)|
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=
[
(∂sE+(−s,−y))2 + (∂y1E+(−s,−y))2 + · · · (∂ydE+(−s,−y))2

] 1
2 .

On the last line, we used the fact that ∂Vρ is a level hypersurface of E+(−s,−y) so

νj(s, y) =
−∂yjE+(−s,−y)

|∇s,yE+(−s,−y)|
.

Observe also that on ∂Vρ, we have

∂yj (E+)(−s,−y)) =
2yj

−4s

[
1

(4π(−s)) d2
e−

|y|2
4(−s)

]
= −y

j

2s
ρ.

Thus, ∑
j

(∂yj (E+)(−s,−y)))2 =
|y|2

4s2
ρ2,

and

(RHS of (5.8))

=

∫
∂Vρ

u(s, y)
|y|2

4s2
ρ2 dσ∂Vρ(s, y)

|∇s,yE+(−s,−y)|
.

To obtain a spacetime integral, we average this expression in ρ−1 for 0 < ρ−1 ≤ R−1.
Since ρ2dρ−1 = −dρ, we obtain

R

∫ R−1

0

(RHS of (5.8)) d(ρ−1)

= R

∫ ∞
R

∫
∂Vρ

u(s, y)
|y|2

4s2

dσ∂Vρ(s, y)dρ

|∇s,yE+(−s,−y)|

= R

∫∫
{E+(−s,−y)≥R}

u(s, y)
|y|2

4s2
dsdy.

Choosing R = r−d, this coincides with the RHS of the mean value formula in
Theorem 5.8!

Step 2. Justification of (5.8). However, we are not done yet since Lemma 5.9 does
not directly apply. Indeed, note that (0, 0) lies only on the boundary of V, not in
its interior as is required by Lemma 5.9. To finish the proof, we need to justify

(5.8) holds for each Vρ and Ẽρ as above.
Fix ρ > 0. Given ε > 0, we consider the following deformation of Vρ:

Vρ,ε = {s < −ε2} ∩ Vρ ∪ [−ε2, ε2)s ×Br(ε),

where r(ε) is defined so that E+(−ε2, r(ε)) = 1

(4πε2)
d
2
e−

r(ε)2

ε2 = ρ. Then Vρ,ε contains

(0, 0), has a piecewise C1 boundary, and

∂Vρ,ε =
(
∂Vρ ∩ {s < −ε2}

)
∪
(
[−ε2, ε2)× ∂Br(ε)

)
∪
(
{ε2} ×Br(ε)

)
.

Let us introduce the abbreviation ∂topVρ,ε :=
(
[−ε2, ε2)× ∂Br(ε)

)
∪
(
{ε2} ×Br(ε)

)
.

Applying Lemma 5.9 (which is now possible since (0, 0) ∈ Vρ,ε), we have

u(0, 0) = −
∑
j

∫
∂Vρ∩{s<−ε2}

νj(s, y)∂yj (Ẽρ(−s,−y))u(s, y) dσ∂V(s, y)
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−
∫
∂topVρ,ε

ν0(s, y)Ẽρ(−s,−y)u(s, y) dσ∂V(s, y)

−
∑
j

∫
∂topVρ,ε

νj(s, y)∂yj (Ẽρ(−s,−y))u(s, y) dσ∂V(s, y)

+
∑
j

∫
∂topVρ,ε

νj(s, y)Ẽρ(−s,−y)∂ju(s, y) dσ∂V(s, y).

By the dominated convergence theorem, we have

−
∑
j

∫
∂Vρ∩{s<−ε2}

νj(s, y)∂yj (Ẽρ(−s,−y))u(s, y) dσ∂V(s, y)

→ −
∑
j

∫
∂Vρ

νj(s, y)∂yj (Ẽρ(−s,−y))u(s, y) dσ∂V(s, y),

as ε → 0, which is already the desired expression. It remains to show that the

integrals on ∂topVρ,ε go to zero. First observe that, from 1

(4πε2)
d
2
e−

r(ε)2

4ε2 = ρ,

r(ε)2

4ε2
= − log ρ(4π)

d
2 − d log ε

so r(ε)2

ε2(− log ε) → d as ε→ 0. Since

∂sE+(−s,−y) = ∂s

(
1

(4π(−s)) d2
e−

|y|2
4(−s)

)

= − 1

(−s)

(
|y|2

4(−s)
− d

2

)(
1

(4π(−s)) d2
e−

|y|2
4(−s)

)
we see that E+(−s, r(ε)) is decreasing on (−ε2, 0) if ε is sufficiently small (namely,

so that r(ε)2

4ε2 −
d
2 > 0). Note also that E+(−s, r(ε)) = 0 for s ≥ 0. It follows

that |Ẽρ(−s,−y)| = E+(−s,−y) − ρ is uniformly bounded (independent of ε) on
∂topVρ,ε. A similar consideration shows that ∂yjE+(−s,−y) is uniformly bounded

by |∂yjE+(−ε2, r(ε))| ≤ r(ε)
2ε2 ρ. Both lead to the desired vanishing statement, in

view of the fact that
∫
∂topVρ∩{s<0} dσ∂V = O(ε2r(ε)d−1) = O(εd+1|log ε|d−1), which

always vanishes faster than r(ε)
ε2 = O( |log ε|

ε ). �

Remark 5.11. The reader is encouraged to also look at the proof of Theorem 5.8 in
[Eva10, Section 2.3], which is elementary and does not require distribution theory.
Meanwhile, the proof presented above, while technical and long when carried out in
full detail, clarifies the derivation of the mean value formula from the fundamental
solution.

Maximum principles in bounded domain. Given U = (a, b) × U , define the
heat boundary of U to be ∂hU = ((a, b)×∂U)∪ ({a}×U). Also, given (t, x) ∈ R1+d

and r > 0, introduce the Br(t, x) := {(s, y) ∈ R1+d : t− r < s ≤ t, |x− y| < r}.

Theorem 5.12 (Maximum principles). Let U be a bounded domain in Rd. Suppose
u ∈ C2(I × U) ∩ C(I × U) solves (∂t −∆)u = 0.
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(1) Weak maximum principle. We have

max
I×U

u = max
∂h(I×U)

u.

(2) Strong maximum principle. Moreover, if U is connected and there exists
(t0, x0) ∈ I × U \ ∂h(I × U) such that

u(t0, x0) = max
I×U

u,

then u is constant in I × U ∩ {t ≤ t0} (i.e., to the past of t = t0).

Proof. We use the mean value formula, Theorem 5.8, to argue as in the case of
the Laplace equation. We focus on the strong maximum principle, since the weak
maximum principle would be a consequence.

Let (t0, x0) ∈ I × U \ ∂h(I × U) with u(t0, x0) = M , where M = maxI×U u.
Then for all sufficiently small r > 0 such that Er(t0, x0) ∈ I × U , the mean value
property implies that

M = u(t0, x0) =
1

4rn

∫
Er(t0,x0)

u
|x0 − y|2

(t0 − s)2
dyds ≤M.

Since 1
4rn

∫
Er(t0,x0)

|x0−y|2
(t0−s)2 = 1 (which can be easily checked by applying the mean

value property to u = 1), it follows that equality holds if and only if u is identically
equal to M in Er(t0, x0).

In order to extend this property, we follow the argument in [Eva10, Section 2.3].
Fix any (s, y) ∈ I ×U with s < t. Note that there exists a polygonal line [x0, x1]∪
· · · ∪ [xn−1 ∪ xn = y] in U that connects x0 and y (here, [x, y] denotes the line
segment between x and y). Select times t0 > t1 > · · · > tn = s and notice that the
(spacetime) polygonal line [(t0, x0), (t1, x1)]∪ · · · ∪ [(tn−1, xn−1), (tn, xn)] lies inside
I × U ∩ {t ≤ t0} and connects (t0, x0) with (s, y).

To conclude the proof, it suffices to show that if u(ti, xi) = M , then u(t, x) = M
on the whole line segment [(ti, xi), (ti+1, xi+1)]. To show this, we set a continuity
argument. Denote by J the subset of [(ti, xi), (ti+1, xi+1)] on which u(t, x) = M .
Let t∗ := min{t : (t, x) ∈ J for some x}. Since J is nonempty, t∗ ≤ ti; since
J is clearly closed, there exists x∗ such that (t∗, x∗) ∈ [(ti, xi), (ti+1, xi+1)] and
u(t∗, x∗) = M . The proof will be complete if we show that t∗ = ti+1. Indeed,
if t∗ > ti+1, then u = M on Er(t∗, x∗) for some r > 0. However, observe that
Er(t∗, x∗) intersects [(t∗, x∗), (ti+1, xi+1)] on a segment of nonzero length. Since
u = M on this intersection, we arrive at a contradiction. �

As a quick corollary of the maximum principle, we obtain the following unique-
ness result.

Corollary 5.13 (Uniqueness of the initial boundary value problem). Let I = (a, b),
U a bounded domain, f ∈ C(I ×U), g ∈ C(U) and h ∈ C(I × ∂U). There exists at
most one solution u ∈ C2(I × U) ∩C(I × U) to the initial boundary value problem

(∂t −∆)u = f in U,

u = g on {a} × U,
u = h on I × ∂U.
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6. More distribution theory

We have already seen the usefulness of fundamental solutions and distribution
theory in the study of various equations, including the Laplace/Poisson equations,
the Cauchy–Riemann equation and the heat equation. In this section, we collect
some more distribution-theoretic tools that is needed to study the wave equation12.

6.1. Change of variables and pullback of distributions. When solving prob-
lems, we often need to change coordinates to better suit our needs. The following
proposition justifies the procedure of change of coordinates for distributions.

Proposition 6.1. Let Φ : X1 → X2 be a diffeomorphism, where X1, X2 are open
subsets of Rd. To every distribution u ∈ D′(X2) on X2, there exists a way to
associate a unique distribution u ◦ Φ ∈ D′(X1) on X1 so that u ◦ Φ agrees with the
usual composition for u ∈ C∞c (X2) ⊆ D′(X2) and the following holds:

The mapping D′(X2)→ D′(X1), u 7→ u ◦ Φ is linear and continuous in u.

In fact, for φ ∈ C∞c (X1), u ◦ Φ is defined by the formula

(6.1) 〈u ◦ Φ, φ〉 =

〈
u,

1

|det Φ|
φ ◦ Φ−1

〉
.

Proof. Uniqueness is clear by density of C∞c (X2) in D′(X2). Let uj ⇀ u be a
sequence of uj in C∞c (X2) converging to u in the sense of distributions. Write
Φ(x) = (y1(x), · · · , yd(x)) and

∂(y1, · · · , yd)
∂(x1, · · · , xd)

= det Φ, and
∂(x1, · · · , xd)
∂(y1, · · · , yd)

= det Φ−1.

For any φ ∈ C∞c (X1), we have

〈uj ◦ Φ, φ〉 =

∫
uj(Φ(x))φ(x) dx

=

∫
uj(y)φ(Φ−1(y))

∂(x1, · · · , xd)
∂(y1, · · · , yd)

dy.

Since φ(Φ−1(y))∂(x1,··· ,xd)
∂(y1,··· ,yd)

is a test function on X2 (Exercise: Verify!), it follows

that the last line goes to〈
u(y), φ(Φ−1(y))

∂(x1, · · · , xd)
∂(y1, · · · , yd)

〉
y

=

〈
u,

1

|det Φ|
φ ◦ Φ−1

〉
,

as desired. �

As an immediate corollary, we have the following linear change of variables for
formula for the delta distribution.

Corollary 6.2. Let Φ : Rd → Rd be a invertible linear transformation. Then we
have

δ0 ◦ Φ =
1

|det Φ|
δ0.

Similarly, we can define the pullback (or the composition) u ◦ f of a distribution
u ∈ D′(R) by a smooth map f : U → R as follows:

12In the actual lectures, we will directly pass to Section 7 and come back to this section
whenever we need more distribution-theoretic tools.
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Proposition 6.3. Let f : U → J be a smooth surjective map with df(x) 6= 0 for
every x ∈ U , where U is an open subsets of Rd and J ⊆ R is an open interval. To
every distribution u ∈ D′(J), there exists a way to associate a unique distribution
u◦f ∈ D′(U) on U so that f∗h agrees with the usual composition for u ∈ C∞c (J) ⊆
D′(J) and the following holds:

The mapping D′(J)→ D′(U), u 7→ u ◦ f is linear and continuous in u.

To define u◦f , let us first consider the case when u ∈ C∞c (J). Fix x0 ∈ U . Since
df(x0) 6= 0, after possibly relabeling the axes, the map Φ : (f(x), x2, x3, . . . , xd) is
a diffeomorphism in a neighborhood Vx0 of x0. For φ ∈ C∞c (Vx0), we have

〈u ◦ f, φ〉

=

∫
u(f(x))ϕ(x) dx

=

∫
u(s)ϕ(Φ−1(s, x2, . . . , xd))

1

|det Φ(Φ−1(s, x2, . . . , xd))|
dsdx2 · · · dxd

=

∫
u(s)

(∫
ϕ(Φ−1(s, x2, . . . , xd))

1

|det Φ(Φ−1(s, x2, . . . , xd))|
dx2 · · · dxd

)
ds

=

〈
u,

∫
ϕ(Φ−1(·, x2, . . . , xd))

1

|det Φ(Φ−1(·, x2, . . . , xd))|
dx2 · · · dxd

〉
.

The last line makes sense even if u is just a distribution.
Motivated by the above consideration, for u ∈ D′(J) and φ ∈ C∞c (Vx0), we

define

〈u ◦ f, φ〉 :=

〈
u,

∫
ϕ(Φ−1(·, x2, . . . , xd))

1

|det Φ(Φ−1(·, x2, . . . , xd))|
dx2 · · · dxd

〉
.

Since this can be done for each x0 ∈ U , we may define 〈u ◦ f, φ〉 for φ ∈ C∞c (U) by
using a smooth partition of unity.

With the above definition in hand, the proof of Proposition 6.3 proceeds as in
Proposition 6.1. We omit the details.

Remark 6.4. In fact, given open subsets X1 ⊆ Rd1 and X2 ⊆ Rd2 , u ◦ f ∈ D′(X1)
can be defined for u ∈ D′(X2) and f : X1 → X2 with Df(x) surjective for every
x ∈ X1 by a similar procedure; see [H0̈3, Theorem 6.1.2].

6.2. Classification of distributions supported at a point: Application of
Taylor expansion. Our goal is to prove the following result.

Theorem 6.5 (Classification of distributions supported at a point). Suppose that
u ∈ D′(U) and suppu = {x0}. Then there exists N ≥ 0 and cα ∈ R for |α| ≤ N
such that

u =
∑

α:|α|≤N

cαD
αδx0

.

As we shall see, that u has finite order is an obvious consequence of Lemma 3.8.
Establishing the following lemma, which follows from Taylor expansion, is the key
step.

Lemma 6.6. Let u ∈ D′(U) satisfy suppu = {x0} and have order at most N . If
ψ ∈ C∞c (U) satisfies Dαψ(x0) = 0 for |α| ≤ N , then 〈u, ψ〉 = 0.



93

Proof. Without loss of generality, assume that x0 = 0 and B(0, 1) ⊂ U (the latter
can be ensured by rescaling the coordinate axes). Since the order of u is ≤ N , on

the compact ball K = B(0, 1) there exists C > 0 such that

(6.2) |〈u, φ〉| ≤ C
∑
|α|≤N

sup
x∈K
|Dαφ(x)| for every φ ∈ C∞c (K).

Let us now localize this estimate. Fix a smooth function χ such that χ = 1 on
B(0, 1

2 ) and suppχ ⊂ B(0, 1). For δ > 0, define χδ(x) := χ(δ−1x). Clearly χδu = u

and there exists C ′ > 0 such that |Dαχδ| ≤ C ′δ−|α| for every α with |α| ≤ N .
Then for every φ ∈ C∞(U), using (6.2), we derive

|〈u, φ〉| = |〈u, χδφ〉| ≤ C
∑
|α|≤N

sup
x∈K
|Dα(χδφ)(x)|

≤ C ′′
∑
|α|≤N

sup
|x|≤δ

δ−N+|α||Dαφ(x)|,(6.3)

where C ′′ depends only on C, C ′ and N .
We claim that the function ψ satisfying the hypothesis of the lemma has the

property that

(6.4) sup
|x|≤δ

|Dαψ(x)| ≤ C ′′′δN+1−|α| for every |α| ≤ N and 0 < δ < 1.

Then by applying (6.3) and taking δ → 0, we would obtain 〈u, ψ〉 = 0 as desired.
To prove (6.4), we use Taylor expansion. For x ∈ Rd, let us apply (3.6) with

k = N + 1 to the function σ 7→ ψ(σx) and take σ = 1. Then

ψ(x) =

N∑
j=0

1

j!

dj

dσj
ψ(σx)

∣∣∣∣
σ=0

+
1

(N + 1)!

∫ 1

0

dN+1

dσN+1
ψ(σx)σN+1 dσ.

The first term involves at most N derivatives on ψ evaluated at x = 0, which
all vanish by the hypothesis. Hence, the first term vanishes. Using d

dσf(σx) =∑
i x

i∂if(σx), we may compute the second term and arrive at13

ψ(x) =

d∑
i1,...,iN+1=1

1

(N + 1)!
xi1 · · ·xiN+1

∫ 1

0

∂i1 · · · ∂iN+1
ψ(σx)σN+1 dσ.

It is easy to check that each
∫ 1

0
∂i1 · · · ∂iN+1

ψ(σx)σN+1 dσ is C∞ on B(0, 1). Since

ψ is the sum of the product of such functions with the monomials xi1 · · ·xiN+1 of
order N + 1, the desired estimate (6.4) clearly follows. �

Proof of Theorem 6.5. Without loss of generality, let x0 = 0. Fix a function χ ∈
C∞c (U) such that χ = 1 in a neighborhood of 0. By the support condition, we have,
for every φ ∈ C∞c (U), that

|〈u, φ〉| = |〈u, χφ〉|.

13Using the multi-index notation, we can write ψ(x) more cleanly as

ψ(x) =
∑

|α|=N+1

1

α!
xα
∫ 1

0
Dαψ(σx)σN+1 dσ

after some simple combinatorics, but it is not necessary.
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Applying Lemma 3.8 to K = suppχ, there exists N ∈ Z≥0 and C > 0 such that

|〈u, φ〉| = |〈u, χφ〉| ≤ C
∑

α:|α|≤N

sup
x∈K
|∂α(χφ)(x)|

≤ C ′
∑

α:|α|≤N

sup
x∈U
|∂αφ(x)|.

In particular, u is order at most N .
For any φ ∈ C∞c (U), we write

χφ(x) = χ(x)
∑

α:|α|≤N

1

α!
Dαφ(0)xα + ψ(x).

Then ψ has the property that Dαψ(0) = 0 for |α| ≤ N . By Lemma 6.6, 〈u, ψ〉 = 0.
Thus,

〈u, φ〉 = 〈u, χφ〉 = 〈u, χ(x)
∑

α:|α|≤N

1

α!
Dαφ(0)xα〉

=
∑

α:|α|≤N

1

α!
〈u, χ(x)xα〉Dαφ(0),

so the theorem holds with cα = (−1)|α|

α! 〈u, χ(x)xα〉. �

6.3. Homogeneous distributions. We now introduce the concept of homogeneity
for distributions. Here, we shall consider complex-valued distributions with a ∈
C (which will be introduced below). Alternatively, we may consider real-valued
distributions with a ∈ R.

6.3.1. General theory. As usual, we start with the case of functions: A smooth
function h on Rd \ {0} is said to be homogeneous of degree a if

h(λx) = λah(x) for every x 6= 0, λ > 0.

We will use the adjoint method to extend this notion to distributions. For this
purpose, note the following computation: If φ ∈ C∞c (Rd \ {0}), then on the one
hand, by change of variables,∫

h(λx)φ(x) dx = λ−d
∫
h(z)φ(λ−1z) dz,

and on the other hand, by homogeneity,∫
h(λx)φ(x) dx = λa

∫
h(x)φ(x) dx.

This computation motivates the following definition:

Definition 6.7. We say that h ∈ D′(R1+d) (resp. D′(R1+d \ {0})) is homogeneous
of degree a ∈ C if for every φ ∈ C∞c (R1+d) (resp. φ ∈ C∞c (R1+d \ {0})) and λ > 0,

λ−d〈h, φ(λ−1·)〉 = λa〈h, φ〉.
We denote by hλ the distribution defined by the LHS of the above equation, i.e.,
〈hλ, φ〉 = λ−d〈h, φ(λ−1·)〉.

As a simple but important example, we note that δ0 on Rd is homogeneous
of degree −d (see Proposition 6.1). Some more basic properties of homogeneous
distributions are:
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• If h is homogeneous of degree a, then Dαh is homogeneous of degree a− |α|;
• If h is homogeneous of degree a, then we have the Euler identity :

(6.5) λ
d

dλ
〈hλ, φ〉 = a〈hλ, φ〉.

If h is a homogeneous function on Rd \ {0} with degree a > −d, then it defines a
unique locally integrable function on Rd. Similarly, a homogeneous distribution h
on Rd \ {0} can be extended uniquely to a homogeneous distribution on the whole
space Rd provided that its degree is greater than −d. In fact, the following more
general result holds:

Lemma 6.8 (Homogeneous extension to the origin). If h ∈ D′(Rd \ {0}) is homo-
geneous of degree a, and a is not an integer less than or equal to −d, then h has a
unique extension to a homogeneous distribution ḣ ∈ D′(Rd) of degree a, so that the

map h 7→ ḣ is continuous.

For a proof, see [H0̈3, Theorem 3.2.3]. When a is an integer such that a ≤ −d,
then there many not(!) exist a homogeneous extension to D′(Rd) of a homogeneous
distribution h ∈ D′(Rd \ {0}); see Theorem 6.13 below.

6.3.2. Families of homogeneous distributions on R. We now discuss the case d = 1.
In this case, there is a general classification result. We begin with the following
uniqueness result:

Proposition 6.9. Let h ∈ D′(R) be a homogeneous distribution of degree a. Then
the following statements hold:

(1) h agrees with a smooth homogeneous function of degree a on R \ {0}.
(2) If a is not a negative integer, h ∈ D′(R) is uniquely determined by h(1) and

h(−1).
(3) If a = −k (a negative integer), then any two homogeneous distributions h, h′ ∈
D′(R) of degree −k with h(1) = h′(1) and h(−1) = h′(−1) differs by a multiple

of δ
(k−1)
0 .

Proof. Statements (2) and (3) follow from Theorem 6.5, so let us focus on the proof
of Statement (1).

If u is a smooth function on (0,∞), then the homogeneity condition says that
u(λ) = λau(1), so 〈u, φ〉 = u(1)〈xa, φ〉. Moreover, introducing ψ ∈ C∞c ((0,∞))
such that

∫
λaψ(λ) dλ = 1, we may write u(1) as the integral

u(1) =

∫
u(λ)ψ(λ) dλ.

In conclusion, for φ ∈ C∞c ((0,∞)), wehave

(6.6) 〈u, φ〉 = 〈u, ψ〉〈xa, φ〉.
Observe that 〈u, ψ〉〈xa, φ〉 is an expression that make sense even if u is merely a
distribution. Hence, our goal is to justify the above for u ∈ D′(R).

Let φ ∈ C∞c ((0,∞)). By the homogeneity condition, we have

〈u, φ〉 = λ−a−1〈u, φ(λ−1·)〉.
Multiplying both sides by λaψ(λ) and integrating in λ, we obtain

〈u, φ〉 =

∫ ∞
0

λ−1〈u, φ(λ−1·)〉ψ(λ) dλ.
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Consider an approximation un ⇀ u where un ∈ C∞c (R). Then∫ ∞
0

λ−1〈un(x), φ(λ−1x)〉ψ(λ) dλ =

∫ ∞
0

λ−1

∫
un(x)φ(λ−1x) dxψ(λ) dλ

=

∫ ∞
0

∫ ∞
0

λ−1un(x)φ(λ−1x)ψ(λ) dλdx

=

∫ ∞
0

∫ ∞
0

µ−1un(x)φ(µ)ψ(µ−1x) dµdx

=

∫ ∞
0

〈un(x), µ−1ψ(µ−1x)〉φ(µ) dµ.

where we changed the variable from λ to µ where λ = x
µ in the third identity.

Taking n→∞, it follows that

〈u, φ〉 =

∫
〈u, µ−1ψ(µ−1·)〉φ(µ) dµ.

But by homogeneity, we have

〈u, µ−1ψ(µ−1·)〉 = µa〈u, ψ〉,

from which (6.6) follows. The case of (−∞, 0) is handled similarly. �

We now consider examples of homogeneous distributions on R.

Example 6.10 (degree a distributions supported in [0,∞), where a ∈ C\{−1,−2, . . .}).
We look for a homogeneous distribution h of degree a with h(−1) = 0 (or equiv-
alently, supported in [0,∞)). When Re a > −1, an obvious example would be the
following:

xa+(x) := 1(0,∞)x
a, Re a > −1.

The condition Re a > −1 makes xa+(x) locally integrable; hence xa+ ∈ D′(R).
Clearly, any homogeneous distribution of degree a with Re a > −1 with h(−1) = 0
is a multiple of xa+.

How do we construct examples with Re a ≤ −1? We can differentiate. For
Re a > 0, we have

〈∂xxa+(x), φ〉 = 〈xa+(x),−∂xφ〉

=

∫ ∞
0

xa(−∂xφ) dx

= −xaφ
∣∣∣∞
0

+

∫ ∞
0

axa−1φ dx

= 〈axa−1
+ (x), φ〉,

or more succinctly,

xa−1
+ (x) =

1

a
∂xx

a
+(x) for Re a > 0.

We can try to extend a 7→ xa+ to more general values of a ∈ C based on this
functional equation. Concretely, we define xa+ by

xa+ :=

(
N∏
i=1

1

(a+ i)

)
∂Nx x

a+N
+
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in the sense of distributions. In order for the product and xa+N
+ to make sense we

require that:

Re a > −1−N, and a is not a negative integer.

Indeed, given a ∈ C \ {−1,−2, . . .}, note that xa+ is well-defined (i.e., it is indepen-
dent of the choice of N as long as Re a > −1 − N). As before, it can be easily
checked that any homogeneous distribution h of order a ∈ C \ {−1,−2, . . .} with
supph ⊆ [0,∞) is equal to xa+ up to a constant.

Example 6.11 (degree a distributions supported in [0,∞) for all a ∈ C). The
previous construction of homogeneous distributions supported in [0,∞) was satis-
factory except for one point, namely, it misses the case a ∈ {−1,−2, . . .}. To fix
this point, let us think of a different way to normalize the family xa+. We define

(6.7) χa+(x) = c(a)xa+(x) for Re a > −1,

with c(a) to be determined below. Then the functional equation becomes

χa−1
+ (x) =

c(a− 1)

ac(a)
∂xχ

a
+(x),

and we have

(6.8) χa+(x) =

(
N∏
i=1

c(a+ i− 1)

(a+ i)c(a+ i)

)
∂Nx χ

a+N
+

for a such that Re a > −1.
To extend χa+ to all a ∈ C, the idea is to choose c(a) in (6.7) so that the factor

on the RHS of (6.8) is 1, i.e., c(a) = (a + 1)c(a + 1). Taking the reciprocals, note
that we are trying to find c such that

1

c(a+ 1)
= (a+ 1)

1

c(a)
.

This is, in fact, exactly the problem of defining the extension (more precisely,
analytic continuation) of the factorial! A well-known solution to this problem is
given by the Gamma function Γ(s), which is defined by

Γ(s) =

∫ ∞
0

e−xxs−1 dx for Re s > 0.

The key property of the Gamma function is that it obeys the functional equation

(6.9) Γ(s+ 1) = sΓ(s),

for Re s > 0. Therefore, choosing

c(a) :=
1

Γ(a+ 1)
for all Re a > −1

implies
c(a) = (a+ 1)c(a+ 1) for all Re a > −1.

as desired.
In conclusion, if we define

(6.10) χa+(x) :=
1

Γ(a+ 1)
xa+(x) for Re a > −1,

then this family of distributions satisfy the functional equation

(6.11) χa+(x) = ∂Nx χ
a+N
+ ,
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for any Re a > −1 and N = 0, 1, . . . ,. As before, we may then take the RHS of the
functional equation as the definition of χa+(x) for a ∈ C, i.e.,

(6.12) χa+(x) := ∂Nx χ
a+N
+ for Re a > −1−N.

It is not difficult to check that this definition is independent of N as long as Re a >
−1−N .

How does χ−a+ (x) look like when a is a negative integer? Note that χ−1
+ (x) =

d
dxχ

0
+(x) = d

dxH(x) = δ0(x). Then by the preceding identity, we see that

(6.13) χ−k+ (x) = δ
(k−1)
0 (x).

Moreover, for negative half-integers, we have

(6.14) χ
− 1

2−k
+ (x) =

dk

dxk
χ
− 1

2
+ =

1√
π

dk

dxk

(
H(x)

1

x1/2

)
For this identity, we used Γ(1

2 ) =
√
π, which in turn follows from integration of a

Gaussian (Exercise: Prove this!).

Remark 6.12. When −k is a negative integer, χ−k+ = δ
(k−1)
0 turns out to be the

unique (up to multiplication by a constant) homogeneous distribution of degree −k
on R supported in [0,∞). See Theorem 6.13 below.

We remark that the families xa− and χa− of homogeneous distributions of degree
a supported in (−∞, 0] can be constructed in an entirely analogous manner starting
from

xa− := 1(−∞,0)(x)(−x)a for Re a > −1,

χa− :=
1

Γ(a+ 1)
x−(a) for Re a > −1.

In fact, the following complete classification of homogeneous distributions on R
holds:

Theorem 6.13. Let h ∈ D′(R) be a homogeneous distribution of degree a.

(1) If a 6∈ {−1,−2, . . .}, then

h = c+x
a
+ + c−x

a
−

for some scalars c+, c−.
(2) If a = −k ∈ {−1,−2, . . .}, then

h = c x−k + c0δ
(k−1)
0

for some scalars c, c0, where x−k is given by the formula

x−k =
(−1)k−1

(k − 1)!
∂kx log |x|.

Note that x−k = x−k on R \ {0}, and x−1 agrees with the principal value
distribution pv 1

x introduced earlier.

As a corollary of this result, we see that χa+ (resp. χa−) is, up to multiplication
by a constant, the unique homogeneous distribution in D′(R) with homogeneity a
such that suppχa+ ⊆ [0,∞) (resp. suppχa− ⊆ (−∞, 0].

Proof (Optional). Statement (1) is obvious from the above construction and Propo-
sition 6.9, so let us concentrate on Statement (2). We need to verify two assertions:
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(i) x−k ∈ D′(R) is homogeneous of degree −k;
(ii) If h ∈ D′(R) is homogeneous of degree −k and supph ⊆ [0,∞), then h =

c0δ
(k−1)
0 for some c0.

Indeed, if we know (i) and (ii), then we may consider u := h − h(−1)x−k, which

must be homogeneous of degree −k and suppu ⊆ [0,∞) by (i), so that u = c0δ
(k−1)
0

for some c0 by (ii).
To verify (i), we check the homogeneity condition for x−k explicitly as follows:

〈x−k, λ−1φ(λ−1·)〉 = − 1

(k − 1)!

∫ ∞
−∞

log |x|∂kx
(
φ(λ−1x)

)
λ−1 dx

= − 1

(k − 1)!

∫ ∞
−∞

log |x|(∂kxφ)(λ−1x)λ−1−k dx

= −λ−k 1

(k − 1)!

∫ ∞
−∞

log λ|z|(∂kxφ)(z) dz

= −λ−k 1

(k − 1)!

∫ ∞
−∞

log |z|(∂kxφ)(z) dz

−λ−k log λ
1

(k − 1)!

∫ ∞
−∞

(∂kxφ)(z) dz

= λ−k〈x−k, φ〉 − λ−k log λ
1

(k − 1)!

∫ ∞
−∞

(∂kxφ)(z) dz.

But observe that the integral in the last expression is zero since φ ∈ C∞c (R), which
proves that x−k is homogeneous of degree −k.

Finally, to prove (ii), suppose that (ii) is false. Then, in view of Proposition 6.9,
there exists h ∈ D′(R) that is homogeneous of degree −k such that supph ⊆ [0,∞)
and h(1) 6= 0. We introduce

x̃−k+ :=
(−1)k−1

(k − 1)!
∂kx(log |x|1(0,∞)(x)).

Note that supp x̃−k+ ⊆ [0,∞) and x̃−k+ = x−k on (0,∞). It follows that h−h(1)x̃−k+

is supported in {0}, and hence by Theorem 6.5 it follows that

h = h(1)x̃−k+ +

J∑
j=0

cj∂
j
xδ0.

To conclude the proof, we will show by computation that this is impossible. Indeed,
proceeding as in the case of x−k, we obtain

〈x̃−k+ , λ−1φ(λ−1·)〉 = λ−k〈x̃−k+ , φ〉 − λ−k log λ
1

(k − 1)!

∫ ∞
0

(∂kxφ)(z) dz

= λ−k〈x̃−k+ , φ〉+ λ−k log λ
1

(k − 1)!
∂k−1
x φ(0).

Note that, in contrast to the case of x−k, we pick up a boundary term at x = 0!
Moreover, since

〈∂jxδ0, λ−1φ(λ−1·)〉 = λ−j−1(−1)j−1∂jxφ(0),

it follows that

〈h, λ−1φ(λ−1·)〉 = h(1)λ−k〈x̃−k+ , φ〉+ h(1)λ−k log λ
1

(k − 1)!
∂k−1
x φ(0)
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+

J∑
j=0

λ−j−1cj(−1)j−1∂jxφ(0).

Hence,

〈h, λ−1φ(λ−1·)〉 − λ−k〈h, φ〉 = h(1)λ−k log λ
1

(k − 1)!
∂k−1
x φ(0)

+
∑

j∈{0,...,J}, j 6=k−1

(λ−j−1 − λ−k)cj(−1)j−1∂jxφ(0).

By homogeneity, this expression must be zero for all φ ∈ C∞c (R). But this implies
that h(1) = 0 (and, in fact, cj = 0 for j 6= k − 1), which is a contradiction. �

Example 6.14 (Optional, using complex analysis: (x ± i0)a). In fact, the
distinguished feature of the two families of distributions xa+ and χa+ are that they
are analytic continuations, i.e., for every φ ∈ C∞c (R),

a 7→ 〈xa+, φ〉 is analytic in C \ {−1,−2, . . .}, and

a 7→ 〈χa+, φ〉 is analytic in C,

and these are the unique extensions of the original family on {Re a > −1} with this
property.

There is another way to naturally define an analytic family of homogeneous
distributions on R, which is to consider the limits

(x± i0)a := lim
ε→0+

(x± iε)a = lim
ε→0+

ea log(x±iε),

where log denotes the principal branch of the logarithm (i.e., log x is real for x > 0
and undefined for x ≤ 0). As we will see, this approach has the advantage of
recovering x−k and ∂k−1

x δ0 (which are the only homogeneous distributions of degree
−k with k = 1, 2, . . . by Theorem 6.13.(2)) in a natural way.

We begin by discussing the existence of this limit in the sense of distributions.
In fact, we have the following general result:

Lemma 6.15. Let I be an open interval in R and consider Ω = {z ∈ C : Re z ∈
I, 0 < Im z < a} for some a > 0. If f is a holomorphic function in Ω such that,
for some N ∈ Z≥0 and C > 0, we have

|f(z)| ≤ C(Im z)−N in Ω,

then f(x+ iε) has a limit f0 ∈ D′(I) as ε→ 0+, i.e.,

lim
ε→0+

〈f(x+ iε), φ(x)〉 = 〈f0(x), φ(x)〉 for all φ ∈ C∞c (I).

Moreover, f0 is of order at most N + 1.

Proof. When N = 0, this proposition is obvious, so suppose that N ≥ 1. Fix z0 ∈ Ω
and consider F (z) :=

∫ z
z0
f(z′) dz′ (contour integral). Then F is holomorphic on Ω,

d
dzF (z) = f(z), and |F (z)| ≤ C ′(Im z)−N+1 ifN > 1, and |F (z)| ≤ C ′(1+log(Im z))
if N = 1. When N = 1, the contour integral G of F is integrable, and we can define
f0 := limε→0G

′′(x + iε). In general, we consider the N -th anti-derivative G of F

(i.e., dN

dzN
G = F , so that dN+1

dzN+1G = f), and define f0 := limε→0
dN+1

dzN+1G(x+ iε). �
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Applying the lemma with f(z) = za = ea log z, we see that (x±i0)a is well-defined
for all a ∈ C. Moreover, observe that for every φ ∈ C∞c (R), a 7→ 〈(x± i0)a, φ〉 is an
entire (i.e., analytic on C) function since it is the limit of entire analytic functions.

How is (x± i0)a related with the previously considered families of homogeneous
distributions? We begin with the easy observation that

(x± i0)a = xa+ + e±iπaxa− for Re a > 0.

By the analyticity of both sides (with respect to a), it follows that

(x± i0)a = xa+ + e±iπaxa− for a ∈ C \ {−1,−2, . . .}.

Moreover, that 〈(x± i0)a, φ〉 is entire also tells us the interesting fact that, for every
negative integer −k, the singular parts of xa+ and e±πaxa− must cancel as a→ −k.
In fact, we have the so-called Plemelj relations:

(6.15) (x± i0)−k = x−k ± πi (−1)k

(k − 1)!
δ

(k−1)
0 .

Let us verify these relations. We begin by observing that

d

da
(x± i0)a = lim

ε→0+

d

da
(x+ iε)a = lim

ε→0+
a(x+ iε)a−1 = a(x± i0)a−1,

and thus it suffices to verify (6.15) for k = −1. We write

(x± iε)−1 =
x

x2 + ε2
∓ i ε

x2 + ε2
.

Concerning the real part, observe that

x

x2 + ε2
= ∂x

(
1

2
log(x2 + ε2)

)
,

and that limε→0
1
2 log(x2+ε2) = log |x| in the sense of distributions, while ∂x log |x| =

x−1 = p.v. 1x . Concerning the imaginary part, observe that (Exercise: Verify!)∫
ε

x2 + ε2
φ(x) dx→ πφ(0) as ε→ 0,

or in other words, ε
x2+ε2 ⇀ πδ0(x) in the sense of distributions.

6.4. General structure theorems for distributions (optional). We continue
the theme of Section 6.2 and present more general structure theorems for distribu-
tions; morally, they tell us that distributions are given locally by the derivatives of
continuous functions. Here, we will only cover the statement of the theorems and
simply cite references for proofs.

From the very definition of the topology of C∞c (U), the following result is
straightforward to derive:

Proposition 6.16. If u ∈ D′(U) has a compact support, then u has a finite order.

Proof. Since suppu is a compact subset of U , there exists a smooth function χ that
equals 1 on suppu and suppχ ⊂ U . Clearly, χu = u. Applying Lemma 3.8 to the
compact set K = suppχ, we see that there exists N and C such that for every
φ ∈ C∞c (U), we have

|〈u, φ〉| = |〈u, χφ〉| ≤ C
∑
|α|≤N

sup
x∈K
|Dα(χφ)(x)|.
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Since
∑
|α|≤N supx∈K |Dα(χφ)(x)| ≤ C ′

∑
|α|≤N sups∈U |Dαφ(x)| with C ′ depend-

ing only on
∑
|α|≤N supx∈K |Dαχ(x)|, we have

〈u, φ〉 ≤ CC ′
∑
|α|≤N

sup
s∈U
|Dαφ(x)|,

which implies that u has order ≤ N . �

Theorem 6.17 (Structure theorem for distributions with compact support). Sup-
pose that u ∈ D′(U) and suppu is compact. Then there exist finitely many contin-
uous functions fα in U such that

u =
∑
α

Dαfα.

We note that, in general, supp fα does not coincide with suppu; a simple example

is the computation δ0 = d2

dx2x+ on R, where x+ = max{0, x}.
For a proof, see [Rud91, Theorems 6.26, 6.27].

Theorem 6.18 (Structure theorem for distributions). Suppose that u ∈ D′(U).
Then for every multi-index α, there exists gα ∈ C(U) such that

• each compact subset K of U intersects the support of only finitely many gα; and
• we have

u =
∑
α

Dαgα.

If u has finite order, then the functions gα can be chosen so that only finitely many
are non-zero.

Theorem 6.18 makes precise the sense in which distribution theory is the comple-
tion of differential calculus: Every continuous function is differentiable, and every
distribution is given locally by a finite sum of derivatives of continuous functions.

For a proof, see [Rud91, Theorem 6.28].

7. The wave equation

The subject of this section is the d’Alembertian on R1+d,

�ϕ = −∂2
t ϕ+ ∆ϕ,

and the associated wave equation,

�ϕ = f.

Our goals are as follows:

• to find an explicit (forward) fundamental solution for �;
• to find a representation formula for the Cauchy problem for �:

(7.1)


�φ = f in R1+d

+ = {(t, x1, . . . , xd) ∈ R1+d : t > 0},

φ = g on ∂R1+d
+ = {0} × Rd,

∂tφ = h on ∂R1+d
+ = {0} × Rd;

• to prove the existence and uniqueness of a solution u to (7.1) under suitable
conditions on f, g, h.
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These three goals are, of course, related. As we have seen in Sections 3.11, 4.2
and 4.4, once we have a fundamental solution, there is a systematic procedure for
deriving solution and representation formulae.

Other important ways to study the wave equation, namely the Fourier and energy
methods, will be discussed later.

Remarks on the notation. In this section, we will use ϕ,ψ to refer to solutions
to the wave equation instead of u, v, since we wish to reserve the letters u, v for the
null coordinates t− r and t+ r, as is standard in the field. We also define

� = −∂2
t + ∆

which differs from the definition used by Evans by a sign. We also write x0 and t
interchangeably.

7.1. Fundamental solutions on R1+1. As a warm-up, we first consider the
(1 + 1)-dimensional case. This case is simple to analyze, but nevertheless gives
us intuition about what to expect in the more difficult case of R1+d for d ≥ 2.

d’Alembert’s formula. In R1+1, the d’Alembertian takes the form

(7.2) � = −∂2
t + ∂2

x.

We can formally factor ∂2
t − ∂2

x = (∂t − ∂x)(∂t + ∂x). It will be convenient if
we find a different coordinate system in which ∂t − ∂x and ∂t + ∂x are coordinate
derivatives. To this end, we consider the null coordinates

(7.3) u = t− x, v = t+ x.

Then we have

(t, x) =

(
u+ v

2
,
v − u

2

)
, ∂u =

1

2
(∂t − ∂x), ∂v =

1

2
(∂t + ∂x).

Hence the d’Alembertian (7.2) takes the simple form

(7.4) � = −4∂u∂v.

Using this idea, now let us solve the equation

�E0 = δ0.

We start by making the change of variables into (u, v) = (t − x, t + x). The
LHS becomes 4∂u∂vE0(u, v). We need to be careful about the RHS; even though
(t, x) = (0, 0) if and only if (u, v) = (0, 0), the delta distribution transforms as

(7.5) δ0(t, x) = 2δ0(u, v).

A quick way to see this14 is to use the approximation method and Lemma 3.19:
Given χ ∈ C∞c (R2) with

∫
χ = 1,

δ0(t, x) = lim
ε→0+

ε−2χ(ε−1t, ε−1x)

= lim
ε→0+

ε−2χ

(
ε−1u+ v

2
, ε−1 v − u

2

)
= δ0(u, v)

∫
χ

(
u+ v

2
,
v − u

2

)
dudv,

14For a more systematic way that doesn’t use Lemma 3.19, see Proposition 6.1.
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where we used Lemma 3.19. But by the change of variables formula for integrals,∫
χ

(
u+ v

2
,
v − u

2

)
dudv =

∫
χ (x, y)

∣∣∣∣det
∂(u, v)

∂(x, y)

∣∣∣∣ dxdy = 2

∫
χ (x, y) dxdy = 2.

In conclusion, we want to solve the equation

(7.6) ∂u∂vE0(u, v) = −1

2
δ0(u, v).

In view of the factorization ∂u∂v, we can impose the ansatz that E0(u, v) is of the
form − 1

2E1(u)E2(v), where

∂uE1 = δ0(u), ∂vE2 = δ0(v),

where δ0(u), δ0(v) are delta distributions on R, so that δ0(u)δ0(v) = δ0(u, v). We
know solutions to ∂uE1 = δ0(u) on R are of the form

E1(u) = 1(0,∞)(u) + c1

where H is the Heaviside function and a constant cu ∈ R. Similar statement applies
to E2(v). Hence

E0(u, v) = −1

2
(1(0,∞)(u) + c1)(1(0,∞)(v) + c2).

Luckily, E0(u, v) is a function, so we can change the variables back to (t, x) in the
usual way and arrive at

E0(t, x) = −1

2
(1(0,∞)(t− x) + c1)(1(0,∞)(t+ x) + c2).

Any choice of the constants c1, c2 ∈ R gives a fundamental solution for � at 0.
However, if we look for a forward fundamental solution (i.e., suppE+ ⊆ {t ≥ 0}),
we are forced to choose c1 = c2 = 0. Hence, we finally arrive at the following
expression for the forward fundamental solution for �:

(7.7) E+(t, x) = −1

2
1(0,∞)(t− x)1(0,∞)(t+ x).

Note that for every compact interval I ⊆ (−∞,∞)t, E+(t, ·) for all t ∈ I is sup-
ported in a common bounded set; in fact, suppxE+(t, ·) ⊆ [−t, t] for t ≥ 0 and
empty for t < 0. This reflects the finite speed of propagation for the wave equation,
i.e., the disturbance at x = 0 at time t = 0 can reach at best |x| ≤ t at time t.

Using the forward fundamental solution E+, we can derive representation and
solution formulae for (7.1).

Theorem 7.1 (d’Alembert’s formula). For any φ ∈ C∞(R1+1
+ ) and (t, x) ∈ R1+1

+ ,
we have the formula
(7.8)

φ(t, x) = −1

2

∫ t

0

∫ x+t−s

x−t+s
�φ(s, y) dyds+

1

2
(φ(0, x−t)+φ(0, x+t))+

1

2

∫ x+t

x−t
∂tφ(0, y) dy.

Conversely, given any initial data (g, h) ∈ C∞(R) and f ∈ C∞(R1+1), there exists
a unique solution φ to the initial value problem (7.1) defined by the RHS of the
formula (7.8) with �φ(s, y) = f(s, y), φ(0, x) = g(x) and ∂tφ(0, x) = h(x).

Since � is symmetric under time reversal t 7→ −t, the same results applies to
R1+1
− = {(t, x) ∈ R1+1 : t < 0}. Of course, the regularity assumptions can be

improved, but let us not worry about it for now.
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As in the preceding sections, we will prove Theorem 7.1 as a consequence of 1)
the existence of a forward fundamental solution and 2) the symmetry of �. We
defer the proof of Theorem 7.1 until Section 7.3, after we find E+ for d > 1.

Remark 7.2. The uniqueness of the choices of c1, c2 is no coincidence. Note that
Theorem 7.1 implies that any solution to �φ = 0 that is supported in {t ≥ 0}
is zero; thus, the uniqueness of the forward fundamental solution follows. This
property is analogous to the symmetry and uniqueness of the Green’s function in
Section 4.4.

7.2. Forward fundamental solution for d > 1. Our goal now is to construct the
forward fundamental solution E+ to the d’Alembertian on R1+d for every d ≥ 1.
We will make an educated guess of the form of E+, based on the symmetries of the
d’Alembertian �.

Symmetries of the d’Alembertian. As we have seen in our study of the Laplace
equation (Section 4.1), symmetries of the operator plays a key role in finding an
explicit fundamental solution, which then opens up the door to a myriad of further
applications. So let us begin our study of � by discussing its symmetries.

Clearly, since � is a constant coefficient partial differential operator, it is in-
variant under translations. Other types of symmetries can be found by requiring
that the space-time origin remains fixed. Note that these symmetries will be useful
for the purpose of finding a solution to �E0 = δ0, since δ0 will be invariant under
those.

The symmetries of � that fixes the space-time origin turn out to be precisely the
linear transformations L : R1+d → R1+d which leave invariant the scalar quantity15

(7.9) s2(t, x) := t2 − |x|2.

These transformations are called Lorentz transformations. (Exercise: From the
defining property s2(t, x) = s2(L(t, x)), show that �(φ ◦ L) = (�φ) ◦ L.) The
Lorentz transformations form a group (by composition), which we will denote by
O(1, d). The group O(1, d) is generated by the following elements:

(1) Rotations. Linear transformation R : R1+d → R1+d represented by the matrix

(7.10) R =


1 0 · · · 0
0
... R̃
0


where R̃ ∈ O(d) is a d× d orthonormal matrix.

(2) Reflection. Linear transformation ρk : R1+d → R1+d (k = 0, . . . , d) defined
by

(7.11) (x0, · · · , xd) 7→ (x0, · · · ,−xk, · · · , xd).

In particular, the reflection of the t = x0 variable is the time reversal symmetry
of �.

15This quantity, of course, has a geometric meaning. It is precisely the ‘space-time distance’
from the origin to the event (t, x) in special relativity.



106 SUNG-JIN OH

(3) Lorentz boosts. These symmetries correspond to choosing another frame of
reference, which travels at a constant velocity compared to the original frame.
If the new frame moves at speed γ ∈ (0, 1) in the x1 direction, then its matrix
representation is

(7.12) Λ01(γ) =



1√
1−γ2

− γ√
1−γ2

0 · · · 0

−γ√
1−γ2

1√
1−γ2

0 · · · 0

0 0
...

... Idd−1×d−1

0 0


All Lorentz boosts then take the form Λ(γ) = cRΛ01(γ)R−1 for some constant
c 6= 0 and rotation R.

For more on Lorentz transformations, we refer to [O’N83, Chapter 9].
Observe that all of the above symmetries are linear maps with determinant ±1

(Exercise: Prove this statement!). Therefore, δ0 is also invariant under these
symmetries. For this reason, it is natural to look for E+ which is invariant under
these symmetries.

Scaling. Although it is not exactly a symmetry of �, we also point out that �
transforms in a simple way under scaling, i.e.,

�(φ(t/λ, x/λ)) = λ−2(�φ)(t/λ, x/λ) for λ > 0.

In view of this property, it is natural to look for E+ which is homogeneous. From
the equation

�E+ = δ0,

observe that the right-hand side, being a delta distribution on R1+d, is homogeneous
of degree −d− 1. Since � lowers the degree of homogeneity by 2, we see that

(7.13) If E+ is homogeneous, then it must be of degree −d+ 1.

A nice feature of assuming E+ to be homogeneous of degree −d + 1, which is
larger than −d − 1, is that then E+ is uniquely determined by its restriction to
R1+d \ {(0, 0)}; see Lemma 6.8.

Heuristic derivation. Motivated by the above consideration, we shall look for E+

that is invariant under rotations, reflections and Lorentz boosts, and which is also
homogeneous of degree −d + 1. Recall that the rotations, reflections and Lorentz
transformations are precisely the linear transformations which leave the scalar quan-
tity s2(t, x) := t2− |x|2 invariant. Note, moreover, that t2− |x|2 is homogeneous of
degree 2. Combined with the earlier observation (7.13), we see that a reasonable
guess is

Ẽ+(t, x) = 1(0,∞)(t)h
− d−1

2 (t2 − |x|2) in R1+d \ {(0, 0)}.
where

(7.14) h−
d−1
2 ∈ D′(R) is homogeneous of degree −d−1

2 ,

and 1(0,∞)(t) has been multiplied to ensure the forward support condition. Here,

the composition of the distribution h
d−1
2 with t2 − |x|2 on R1+d \ {(0, 0)} is to

be interpreted as in Section 6.1. Observe that, since 1(0,∞) is also homogeneous

of degree 0 and Lorentz invariant, Ẽ+ is still homogeneous of degree −d + 1 and
Lorentz invariant.
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To pin down the homogeneous distribution h−
d−1
2 , we note that, in order to

avoid introducing jump discontinuities of Ẽ+ across {t = 0} × Rd \ {(0, 0)} (which

would make it impossible for Ẽ+ to satisfy �E+ = 0 in a neighborhood of that
region), we need

(7.15) supph−
d−1
2 ⊆ [0,∞).

As discussed in Section 6.3, the family of homogeneous of distributions on R with
the above support property that is well-defined for all negative half-integers would
be ha = χa+ (xa+ will not be well-defined when a is a negative integer). Hence, we
choose

(7.16) h−
d−1
2 = χ

− d−1
2

+ ,

which is unique choice up to multiplication by a constant; see Section ??.

Let us finally try to compute �Ẽ+. By construction, �Ẽ+ is a homogeneous
distribution of degree −d− 1. Restricted to R1+d \ {(0, 0)}, we first note that

�Ẽ+ = (−∂2
t + ∆)(1{t≥0}χ

− d−1
2

+ (t2 − |x|2))

= 1{t≥0}(−∂2
t + ∆)χ

− d−1
2

+ (t2 − |x|2),

since ∆ easily commutes with 1{t≥0}, and whenever ∂t falls on 1{t≥0} the result

is zero thanks to the support property of χ
− d−1

2
+ (t2 − |x|2). Using the chain rule,

which is easily justified by approximation by C∞c functions, on R1+d\(0, 0) we have

(−∂2
t + ∆)χ

− d−1
2

+ (t2 − |x|2)

= −∂t(2t(χ
− d−1

2
+ )′(t2 − |x|2))−∇x · (2x(χ

− d−1
2

+ )′(t2 − |x|2))

= −(χ
− d−1

2
+ )′′(t2 − |x|2)4t2 − 2(χ

− d−1
2

+ )′(t2 − |x|2)

+(χ
− d−1

2
+ )′′(t2 − |x|2)4|x|2 − d(χ

− d−1
2

+ )′(t2 − |x|2)

= −4(t2 − |x|2)(χ
− d−1

2
+ )′′(t2 − |x|2)− 2(d+ 1)(χ

− d−1
2

+ )′(t2 − |x|2).

Now by the Euler identity, (χ
− d−1

2
+ )′ satisfies the identity

(7.17) s(χ
− d−1

2
+ )′′(s) = −d+ 1

2
(χ
− d−1

2
+ )′(s).

Therefore, the last line equals 0. In conclusion, �Ẽ+ is a distribution on R1+d that

is supported in {(0, 0)}. By Theorem 6.5, �Ẽ+ is the (finite) linear combination

of the delta distribution and its derivatives. Recalling that Ẽ+ is homogeneous of
degree −d− 1, it follows that

(7.18) Ẽ+ = cδ0,

for some c ∈ R, which is almost what we want!
To complete the derivation, it remains to show that, with the above choice of

χ
− d−1

2
+ , (7.18) holds with c 6= 0; in fact,

�
(

(1(0,∞)χ
− d−1

2
+ (t2 − |x|2)

)
= − 2

π
1−d
2

δ0.
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However, since the precise computation of this constant is rather detached from
our discussion, we will leave its proof as an optional reading (see Section 7.4).

Remark 7.3. Computing the exact constant c requires explicit computation, but
the fact that c 6= 0 (and hence that an appropriate cd exists) can be seen by much
softer methods. For example, it is sufficient to establish the following uniqueness
statement: If E ∈ D′(R1+d) is a solution to �E = 0 with supp E ⊆ {|x| ≤ t}, then
E = 0. This statement can be proved by the Fourier or energy methods, which will
be discussed later and which are independent of the existence of E+.

In conclusion, the homogeneous distribution E+ of degree −d+1 on R1+d, which
takes the form

(7.19) E+ = − 1

2π
d−1
2

1(0,∞)χ
− d−1

2
+ (t2 − |x|2) in R1+d \ {(0, 0)},

where χ
− d−1

2
+ is given by either (6.13) or (6.14), is the forward fundamental solution

for �.

Applications of (7.19). We now discuss applications of the explicit formula (7.19)
for E+. Note that

suppE+ ⊆ {(t, x) ∈ R1+d : |x| ≤ t},
so (7.25) immediately follows. Moreover, we have the following corollary of the
representation formula (Theorem 7.11):

Corollary 7.4 (Finite speed of propagation). Suppose that a forward fundamental
solution E+ with the properties (7.22), (7.23) exists. Let φ ∈ C∞(R1+d) solve the
inhomogeneous wave equation �φ = f with initial data (φ, ∂tφ)|{t=0} = (g, h), and

consider a point (t, x) ∈ R1+d such that t > 0. If

f(s, y) =0 in {(s, y) : 0 < s < t, |y − x| ≤ t− s},
(g, h)(y) =(0, 0) in {y : |y − x| ≤ t}

then φ(t, x) = 0.

Next, note that for d ≥ 3 an odd integer, we have (in R1+d \ {(0, 0)})

E+(t, x) = − 1

2π
d−1
2

1(0,∞)χ
− d−1

2
+ (t2 − |x|2)

= − 1

2π
d−1
2

1(0,∞)δ
( d−3

2 )
0 (t2 − |x|2)

which is supported only on the boundary {(t, x) : |x| = t} of the cone {(t, x) : |x| ≤
t}. Hence a sharper version of Corollary 7.4 holds in this case. This phenomenon is
called the strong Huygens principle; we record the precise statement in the following
corollary.

Corollary 7.5 (Strong Huygens principle). Let d ≥ 3 be an odd integer. Let
φ ∈ C∞(R1+d) solve the inhomogeneous wave equation �φ = f with initial data
(φ, ∂tφ)|{t=0} = (g, h), and consider a point (t, x) ∈ R1+d such that t > 0. If

f(s, y) =0 in {(s, y) : 0 < s < t, |y − x| = t− s},
(g, h)(y) =(0, 0) in {y : |y − x| = t}

then φ(t, x) = 0.
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It turns out that this property does not hold when d ≥ 2 is even. Indeed, then
by (6.14)

E+(t, x) = − 1

2π
d−1
2

1(0,∞)χ
− d−1

2
+ (t2 − |x|2)

= − 1

2πd/2
1(0,∞)

(
d

dxk
H(x)

1

x1/2

)
(t2 − |x|2),

where supp d
dxk

1

x
1/2
+

= [0,∞), so that suppE+ = {(t, x) ∈ R1+d : |x| ≤ t}.

We also note that the continuity assumption (??) can be verified for E+ using
its homogeneity property (the point being that its degree −d + 1 is greater than
−d, so that δt=t0E+ is well-defined for all t0). We leave the straightforward task of
verifying this property as an exercise.

Finally, we specialize to the cases d = 1, 2, 3 and derive classical representation
formulae for the wave equation. Let us use the notation

cd = − 1

2π
d−1
2

.

Explicit computation for d = 1. We now compute the form of the forward
fundamental solution E+ explicitly in dimension d = 1. When d = 1, we have

E+(t, x) = c11(0,∞) χ
0
+(t2 − |x|2) = c11{t>0}H(t2 − |x|2) = c11{(t,x):0≤|x|≤t}.

As c1 = − 1
2 , we recover the previous computation.

Explicit computation for d = 2. Next, we compute the form of the forward
fundamental solution E+ explicitly in dimension d = 2. Recalling the definition of

χ
− 1

2
+ , we have

E+(t, x) =c21(0,∞) χ
− 1

2
+ (t2 − |x|2)

=
c2

Γ( 1
2 )

1(0,∞)
1

(t2 − |x|2)
1
2
+

= − 1

2π
1{(t,x):0≤|x|≤t}

1

(t2 − |x|2)
1
2

,

outside the origin, and at the origin E+ is determined by homogeneity.

Explicit computation for d = 3. Finally, we compute the form of the forward
fundamental solution E+ explicitly in dimension d = 3. Recall that χ−1

+ = δ0;
hence

E+(t, x) = c31(0,∞)(t) δ0(t2 − |x|2) = − 1

2π
1(0,∞)(t) δ0(t2 − |x|2),

outside the origin, and at the origin E+ is determined by homogeneity. Concretely,
〈E+, φ〉 can be computed in the following way.

Lemma 7.6. On R1+3 \ {0}, we have the identity

(7.20) δ0(t2 − |x|2) =
1

2
√

2t
dσC+

0
(t, x)

where C+
0 := {(t, x) : t = |x|, t > 0} is a forward cone and dσC+

0
is the induced

measure on C+
0 .
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Moreover, for φ ∈ C∞((0,∞)× Rd), we have

(7.21) 〈1(0,∞)(t)δ0(t2 − |x|2), φ〉 =

∫ ∞
0

1

2t
〈dσSt , φ〉dt,

where St0 is the sphere {(t, x) : t = t0, |x| = t0} and dσSt0 is the induced measure
on St0 .

Proof. Let (r, ω) be the standard polar coordinates on R3 \ {0}, i.e.,

(r, ω) = (|x|, x|x| ) ∈ (0,∞)× S2.

We employ the coordinate transform Φ(t, r, ω) := (t, s(t, r), ω) on R1+3, which is
defined by

s = t2 − |x|2 = t2 − r2.

Note that Φ : (t, r, ω) 7→ (t, s, ω) is a diffeomorphism in {t > 0, r > 0} and the
change of variables formula reads∫

f(t, r, ω)rd−1 dtdrdσSd−1(ω) =

∫
f(t,
√
t2 − s, ω)

2
√
t2 − s

√
t2 − s

d−1
dtdsdσSd−1(ω).

Then according to the definition of δ0(t2 − |x|2) = δ0 ◦ s in Proposition 6.3, the
following holds: for φ ∈ C∞c ({t > 0, r > 0}), we have

〈δ0(t2 − |x|2), φ〉 =

〈
δ0(s),

∫
φ(t,
√
t2 − s, ω)

2
√
t2 − s

√
t2 − s

d−1
dtdσSd−1(ω)

〉

=

∫
φ(t, t, ω)

2t
td−1 dtdσSd−1(ω).

Note that the formula clearly extends to φ ∈ C∞c ({t > 0}) since the distribution is
supported away from {t > 0, r = 0}. In view of the fact that∫

fdσC+
0

= 2
√

2

∫
f(t, t, ω)td−1dtdσSd−1(ω),

we have

〈δ0(t2 − |x|2), φ〉 =

〈
1

2
√

2t
dσC+

0
, φ

〉
,

which is exactly (7.20). Similarly, since∫
fdσSt =

∫
f(t, t, ω)td−1dσSd−1(ω),

we have

〈δ0(t2 − |x|2), φ〉 =

∫ ∞
0

〈
1

2t
dσStφ

〉
dt,

which is precisely (7.21). �
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7.3. Uses of the forward fundamental solution. Finally, we derive represen-
tation and solutions formulas for the wave equation using the forward fundamental
solution E+ that we just found. Unlike in Sections 4 and 5, E+ is not smooth on
R1+d \ {(0, 0)}, so we need to be a bit more careful.

Recall that a forward fundamental solution E+ satisfies the following properties:

�E+ =δ0,(7.22)

supp E+ ⊆{(t, x) ∈ R1+d : t ≥ 0}.(7.23)

Moreover, by inspecting the form of E+ derived in Sections 7.1 and 7.2, we may ver-
ify the following property: there exists a continuous family of (spatial) distributions
(0,∞)→ D′(Rd), t 7→ E+(t) such that

(7.24) 〈E+, φ〉 =

∫ ∞
0

〈E+(t), φ(t, ·)〉dt

for every φ ∈ C∞c (R1+d). Moreover,

(7.25) suppE+(t) ⊆ Bt(0) for every t > 0,

which is the finite speed of propagation.
For example, we have

(7.26) 〈E+(t), ψ〉 =


− 1

2

∫
|x|<t ψ(x) dx d = 1,

− 1
2π

∫
|x|<t

ψ(x)√
t2−|x|2

dx d = 2,

− 1
4πt

∫
St
ψ dσSt d = 3.

Indeed, these follow from the explicit computations discussed in the previous sub-
section. Using these formulae, Properties (7.24) and (7.25) may be easily verified
for d = 1, 2, 3. For the general case, see [H0̈3, Section 6.2]

We begin by observing the following consequences of the above properties.

Lemma 7.7. The following statements hold.

(1) Define ∂jtE+(t) by the following requirement: for every φ ∈ C∞c ((0,∞)× Rd),
we have ∫ ∞

0

〈∂jtE+(t), ϕ(t, ·)〉dt = (−1)j
∫ ∞

0

〈E+(t), ∂jtϕ(t, ·)〉dt.

Then ∂tE+(t) and ∂2
tE+(t) are belong to the class Ct((0,∞);D(Rd)) (i.e.,

(0,∞)→ D′(Rd), t 7→ E+ is C2 on (0,∞)).
(2) We have

(7.27) lim
t→0+

E+(t) = 0, lim
t→0+

∂tE+(t) = −δ0(x).

Proof. By (7.22), ∂2
tE+(t) = ∆E+(t) for every t > 0, and therefore ∂2

tE+(t) ∈
Ct((0,∞);D(Rd)). By integrating in t, it follows that ∂tE+(t) ∈ Ct((0,∞);D(Rd))
as well. This proves Statement (1).

Next, we prove Statement (2). By (7.22), 〈�E+, φ〉 = φ(0, 0) for any φ ∈
C∞c (R1+d). Using the definition of E+, we also have

φ(0, 0) = 〈E+,�φ〉 =

∫ ∞
0

〈E+(t),−∂2
t + ∆)φ(t, ·)〉dt

=

∫ ∞
0

〈(−∂2
t + ∆)E+(t), φ(t, ·)〉dt
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+ lim
t→0+

〈E+(t), ∂tφ(0, ·)〉 − lim
t→0+

〈∂tE+(t), φ(0, ·)〉

= lim
t→0+

〈E+(t), ∂tφ(0, ·)〉 − lim
t→0+

〈∂tE+(t), φ(0, ·)〉.

Since this identity holds for every φ ∈ C∞c (R1+d), (7.27) follows. �

Remark 7.8. Observe that (7.27) allows us to interpret E+ as the solution to the
homogeneous equation �E+ = 0 in (0,∞)t×Rd with Cauchy data limt→0+E+(t) =
0 and limt→0+ ∂tE+(t) = −δ0 similar to what we have seen in Sections 5.1 and 5.2.

The following lemma, which is a consequence of (7.23) and (7.25), will be our
basic technical tool.

Lemma 7.9. Let f be any distribution with supp f ⊆ {t ∈ [L,∞)} for some L ∈ R.
Then the convolution E+ ∗ f is well-defined.

Moreover, if f ∈ C∞((0,∞)× Rd) and h ∈ C∞(Rd), then

E+ ∗ f =

∫ t

0

E+(t− s) ∗Rd f(s) ds,(7.28)

E+ ∗ (δ0(t)h) = E+(t) ∗Rd h,(7.29)

where ∗Rd refers to the convolution on Rd.

The idea behind Lemma 7.9 is simple to understand when f and E+ are both
assumed to be functions; then by the support property of f and suppE+ ⊆ [0,∞),

E+ ∗ f(t, x)“ = ”

∫∫
E+(t− s, x− y)f(s, y) dsdy

=

∫ ∞
L

(∫
E+(t− s, x− y)f(s, y) dy

)
ds

=

∫∫
1(0,t−L)(t− s)E+(t− s, x− y)f(s, y) dsdy,

where the last line is well-defined thanks to (7.25). Note also that (7.28) and (7.29)
readily follow from (7.24) and the preceding identity.

Proof. Identities (7.28) and (7.29) are straightforward consequences of (7.24); we
omit the proofs. Let us focus on the proof that E+ ∗ f is well-defined.

Without loss of generality, let us set L = 1. For any interval I = (a, b) ⊆ R
(where a, b could be ±∞), denote by χI a smooth function on R1+d such that
χI(t, x) = 1 if tinI and 0 if either t ≤ a− 1 or t ≥ b+ 1. We will show that

χI(f ∗ E+)

is well-defined for any bounded interval I; then by approximation, f ∗E+ can then
be defined.

We will use the adjoint method to define χI(f ∗E+). Given ϕ ∈ C∞c (R1+d), let
us first formally compute:

〈χI(f ∗ E+), ϕ〉“ = ”〈f,E+ ∗′ χIϕ〉
“ = ”〈f,1(0,∞)(E+ ∗′ χIϕ)〉,

where on the second line we used the support property of f . Thus, our task is to
show that

T ′[ϕ] := 1(0,∞)(E+ ∗′ χIϕ)
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is a test function (to be pedantic, we also need to show that T ′ : C∞c (R1+d) →
C∞c (R1+d) is continuous, but this property will be evident). Writing I = (a, b),
introduce the half-open interval J = (b+ 10,∞). Since

supp(g ∗′ h) ⊆ − supp g + supph,

we have

1(0,∞)(χJE+ ∗′ χIϕ) = 0.

Thus,

T ′[ϕ] = 1(0,∞)((1− χJ)E+ ∗′ χIϕ) = 1(0,∞)((1− χJ)χ(−1,∞)E+ ∗′ χIϕ)

where for the last equality, we used (7.23). By (7.25), (1 − χJ)χ(−1,∞)E+ is com-

pactly supported. Since χIϕ ∈ C∞c (R1+d), it follows that its adjoint convolution
with the compactly supported distribution (1−χJ)χ(−1,∞)E+ is smooth and com-

pactly supported; thus T ′[ϕ] ∈ C∞c (R1+d), as desired. �

We are now ready to prove the main results of this subsection. We begin with
the solution formula.

Theorem 7.10 (Solvability of the wave equation). Suppose that a forward funda-
mental solution E+ with the properties (7.22), (7.23) exists. Given g, h ∈ C∞(Rd)
and f ∈ C∞(R1+d), there exists a unique solution φ to the initial value problem
(7.1) defined by

(7.30)

φ := −E+ ∗ (hδ0(t))− ∂t (E+ ∗ (gδ0(t))) + E+ ∗ (f1(0,∞)(t))

= −E+(t) ∗Rd h− ∂tE+(t) ∗Rd g +

∫ t

0

E+(t− s) ∗Rd f(s) ds.

Proof. When g = h = 0, it is clear from (7.22) that E+ ∗ (f1(0,∞)(t)) defines a
forward solution to �φ = f1(0,∞)(t). That −E+(t) ∗Rd h − ∂tE+(t) ∗Rd g (which
equals −E+ ∗ (hδ0(t))−∂t (E+ ∗ (gδ0(t)))) satisfies the homogeneous wave equation
in (0,∞)× Rd with (φ, ∂tφ)(0) = (g, h) follows from the properties of E+(t). �

Next, let us derive a representation formula.

Theorem 7.11 (Representation formula). Given any φ ∈ C∞(R1+d), we have the
formula
(7.31)
φ = −E+ ∗ ∂tφ|{t=0}δ0(t)− ∂t

(
E+ ∗ φ|{t=0}δ0(t)

)
+ E+ ∗ (�φ1(0,∞)(t))

= −E+(t) ∗Rd ∂tφ|{t=0} − ∂tE+(t) ∗Rd φ|{t=0} +

∫ t

0

E+(t− s) ∗Rd �φ(s) ds.

Proof. The second identity is a simple consequence of (7.24), so let us focus on
establishing the first identity. For (t, x) ∈ (0,∞)× Rd, we compute

φ(t, x) =δ0 ∗ φ1(0,∞)(t, x)

=�E+ ∗ φ1(0,∞)

=− ∂2
tE+ ∗ φ1(0,∞)(t) + E+ ∗∆φ1(0,∞)

=− ∂2
tE+ ∗ φ1(0,∞) + E+ ∗ (∂2

t φ)1(0,∞) + E+ ∗�φ1(0,∞),

which are justified thanks to Lemma 7.9. We then compute

− ∂2
tE+ ∗ φ1(0,∞) + E+ ∗ (∂2

t φ)1(0,∞)
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= −∂tE+ ∗ (∂tφ)1(0,∞) − ∂tE+ ∗ φδt=0 + E+ ∗ (∂2
t φ)1(0,∞)

= −E+ ∗ (∂2
t φ)1(0,∞) − E+ ∗ (∂tφ)δt=0 − ∂tE+ ∗ φδt=0 + E+ ∗ (∂2

t φ)1(0,∞)

= −E+ ∗ (∂tφ)δt=0 − ∂tE+ ∗ φδt=0

= −E+ ∗ (∂tφ)δt=0 − ∂t ( E+ ∗ φδt=0) ,

where all computations are justified again thanks to Lemma 7.9. Finally, for φ ∈
C∞(R1+d), note that

φ(t, x)δt=0 = φ|{t=0}(x)δt=0, ∂tφ(t, x)δt=0 = ∂tφ|{t=0}(x)δt=0. �

Let us note that the regularity hypothesis for φ in Theorem 7.11 can be weak-
ened considerably, although we will not pursue the details. Moreover, analogous
statements can be proved in the negative time direction, simply by reversing the
time coordinate t 7→ −t.

We also note that, by a simple variant of the proof of the representation theorem,
we have the uniqueness of the forward fundamental solution E+:

Proposition 7.12. Suppose that a forward fundamental solution E+ with the prop-
erties (7.22), (7.23) exists. Then it is the unique forward fundamental solution, i.e.,
any fundamental solution E with supp E ⊆ {t ≥ 0} equals E+.

Proof. Let E be a forward fundamental solution, i.e., �E = δ0 and supp E ⊆ {t ∈
[0,∞)}. By Lemma 7.9, the convolution E ∗ E+ is well-defined, so that we have

E+ = δ0 ∗ E+ = (�E) ∗ E+(= �(E ∗ E+)) = E ∗�E+ = E ∗ δ0 = E. �

We end this subsection by considering some (important) examples.

d’Alembert’s formula for d = 1. Recall that E+(t, x) = 1
2H(t−x)H(t+x). We

compute

−E+ ∗ hδ0(t) =
1

2
〈H(t− s− (x− y))H(t− s+ x− y), h(y)δ0(s)〉y,s

=
1

2
〈H(t− (x− y))H(t+ x− y), h(y)〉y

=
1

2

∫ x+t

x−t
h(y) dy,

−∂t(E+ ∗ gδ0(t)) =∂t

(1

2

∫ x+t

x−t
g(y) dy

)
=

1

2
(g(x+ t) + g(x− t)),

and

E+ ∗ f1(0,∞) =− 1

2
〈H(t− s− (x− y))H(t− s+ x− y), f(s, y)H(s)〉y,s

=− 1

2

∫ t

0

∫ x+t−s

x−t+s
f(s, y) dy ds.

Hence we obtain d’Alembert’s formula in R1+1 (Theorem 7.1), which is both the
solution and representation formula in this case.
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Explicit computation for d = 2. Recall that

E+(t, x) = − 1

2π
1{(t,x):0≤|x|≤t}

1

(t2 − |x|2)
1
2

,

outside the origin, and at the origin E+ is determined by homogeneity. We may
easily compute

−E+ ∗ (hδt=0)(t, x) =− 〈E+(t− s, x− y), h(y)δ0(s)〉y,s

=
1

2π

∫
{|x|≤t}

h(y)

(t2 − |x− y|2)
1
2

dy

E+ ∗ (f 1(0,∞))(t, x) =〈E+(t− s, x− y), f(s, y)1(0,∞)(s, y)〉y,s

=− 1

2π

∫ t

0

∫
{|x|≤s}

f(s, y)

((t− s)2 − |x− y|2)
1
2

dy ds.

Combined with Theorems 7.11 and 7.10, we recover Poisson’s formula:

Theorem 7.13 (Poisson’s formula). Let φ be a solution to the equation �φ = F
with φ, F ∈ C∞(R1+2). Then we have the formula
(7.32)

φ(t, x) = ∂t

( 1

2π

∫
{|x|≤t}

g(y)

(t2 − |x− y|2)
1
2

dy
)

+
1

2π

∫
{|x|≤t}

h(y)

(t2 − |x− y|2)
1
2

dy

− 1

2π

∫ t

0

∫
{|x|≤s}

f(s, y)

((t− s)2 − |x− y|2)
1
2

dy ds.

where (φ0, φ1) = (φ, ∂tφ)|{t=0} and B0,t(x) is the ball {(0, y) : |x| ≤ t}.
Conversely, given any initial data (φ1, φ2) ∈ C∞(R2) and F ∈ C∞(R1+2), there

exists a unique solution φ to the initial value problem (7.1) defined by the formula
(7.32).

Explicit computation for d = 3. Recall that

E+(t, x) = − 1

2π
1(0,∞) δ0(t2 − |x|2),

outside the origin, and at the origin E+ is determined by homogeneity. Using
Theorems 7.11, 7.10 and Lemma 7.6, now it is not difficult to prove Kirchhoff’s
formula:

Theorem 7.14 (Kirchhoff’s formula). Let φ be a solution to the equation �φ = F
with φ, F ∈ C∞(R1+3). Then we have the formula

(7.33)

φ(t, x) =∂t

( 1

4πt

∫
S0,t(x)

g(y) dσ(y)
)

+
1

4πt

∫
S0,t(x)

h(y) dσ(y)

−
∫ t

0

1

4π(t− s)

∫
S0,t−s(x)

f(s, y) dσ(y)

where (φ0, φ1) = (φ, ∂tφ)|{t=0} and S0,t(x) is the sphere {(0, y) : |y − x| = t}.
Conversely, given any initial data (φ1, φ2) ∈ C∞(R3) and F ∈ C∞(R1+3), there

exists a unique solution φ to the initial value problem (7.1) defined by the formula
(7.33).

Remark 7.15. For an alternative approach to derivation of the classical representa-
tion formulae, which does not use the theory of distributions, we refer the reader
to [Eva10, Chapter 2].
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7.4. Computation of precise constant for E+ (Optional). Here we give a
precise computation of the constant in the forward fundamental solution for the
d’Alembertian. We recall the formula here for the convenience of the reader:

(7.34) E+ = cd1(0,∞)χ
− d−1

2
+ (t2 − |x|2), where cd = − 1

2π
d−1
2

.

This formula can be read off from [H0̈3, Theorem 6.2.1], which in fact applies
to more general constant coefficient second order differential operators. We present
another argument16 here, which is based on the use of the null coordinates (u, v, ω).

We need to recall the following well-known functional equations for the Gamma
function Γ(a):

Γ(a)Γ(b)

Γ(a+ b)
=

∫ 1

0

sa−1(1− s)b−1 ds.(7.35)

Γ(a)Γ(a+ 1
2 ) =21−2a

√
πΓ(2a).(7.36)

The function defined by the RHS of (7.35) is called the Beta function B(a, b); it can
be easily proved by writing out Γ(a)Γ(b) =

∫∞
0

∫∞
0
e−(s+t)sa−1tb−1 dsdt and making

the change of variables s = uv, t = u(1 − v). Equation (7.36), called Legendre’s
duplication formula, can be derived by using (7.35) twice, with an appropriate
change of variables (Exercise: Prove these formulae!).

We also record the following formula concerning the homogeneous distribution
χa+:

χa+ ∗ χb+ =χa+b+1
+(7.37)

This identity is in fact equivalent to (7.35).

Proof of (7.34). First, given g, h ∈ C∞c , note that we have the simple formula (by
integration by parts)

〈�g, h〉 = −
∫
∂tg∂thdtdx+

∫
∇xg · ∇xhdtdx

Suppose that g, h is rotationally invariant. Then in the polar coordinates (t, r, ω),
we see that

〈�g, h〉 = −dα(d)

∫∫
(∂tg∂th−

∫
∂rg · ∂rh)rd−1 dtdr

where dα(d) =
∫
Sd−1 dσ is the d − 1-dimensional volume of the unit sphere Sd−1.

Making another change of variables to the null coordinates17 (u, v, ω) = (t− r, t+
r, ω), we then have the formula

(7.38) 〈�g, h〉 = −dα(d)

∫∫
(∂vf∂ug + ∂uf∂vg)

(v − u
2

)d−1

+
dudv.

Now recall that E+ is a function of t2 − |x|2, which equals uv in the null coor-
dinates. Using g = �E+ = δ0 and h = H(v) = 1{t+|x|≤1}, the identity (7.38) can
then be used to deduce

(7.39) 1 = 〈�E+, 1{|x|+t≤1}〉 = dα(d)

∫∫
∂uE+(uv)∂v1{v≤1}

(v − u
2

)d−1

+
dudv

16This proof is due to P. Isett.
17Note that the normalization is slightly different from Section 7.1, but the idea is the same.
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where the integral is interpreted suitably. (Exercise: Using the support properties
of E+ and 1{v≤1}, show that (7.39) makes sense. Indeed, show that the right-hand
side is the limit

ωd

∫∫
1v+u≥0∂ugj(uv)∂vhj(1− v)(

v − u
2

)d−1
+ dudv as j →∞,

where gj , hj ∈ C∞c (R), gj(x) ⇀ cdχ
− d−1

2
+ (x) and hj(x) ⇀ 1{x>0}, both in the sense

of distributions.)
Now note that

∂uE+ =− 1{v+u>0}cdvχ
− d+1

2
+ (uv),(v − u

2

)d−1

+
=2−d+1(d− 1)!χd−1

+ (v − u),

∂v1v<1 =− δ(1− v).

Substituting these identities into (7.39), it follows that

c−1
d =− 2−d+1(d− 1)! dα(d)

∫∫
χ
− d+1

2
+ (u)χd−1

+ (v − u) du

=− 2−d+1(d− 1)! dα(d)χ
− d+1

2
+ ∗ χd−1

+ (1).

Using the identities

χa+ ∗ χb+ =χa+b+1
+

χa+(1) =
1

Γ(a+ 1)

and the formula dα(d) = 2πd/2

Γ( d2 )
, we see that

(7.40) c−1
d = −2−d+1(d− 1)!

2πd/2

Γ(d2 )

1

Γ(d+1
2 )

.

By Legendre’s duplication formula (7.36) with a = d
2 , we have

Γ

(
d

2

)
Γ

(
d+ 1

2

)
= 2−d+1

√
π(d− 1)!

Substituting the preceding computation into (7.40), we obtain (7.34). �
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8. The Fourier transform

This section is a quick introduction to the Fourier transform, which is a fun-
damental tool not only in the study of PDEs, but also in many other fields in
Mathematics, Science and Engineering.

8.1. Motivation. The Fourier transform is, essentially, a “change-of-basis” trans-
formation in the “space of functions” on Rd, in the following sense. When we
express a function f in terms of its pointwise values {f(y)}y∈Rd , we can think as
if we are using {δ0(x − y)}y∈Rd as the “basis” (of course, we are making a formal
discussion here, not caring about the fact that δ0(x − y) themselves are not func-
tions). Indeed, if f is a continuous function on Rd, then f(x) =

∫
f(y)δ0(x− y) dy

in the sense of distributions (i.e., f lies in the “span” of {δ(x − y)}y∈Rd) and the
coefficients {f(y)}y∈Rd uniquely determine f (i.e., {δ(x− y)}y∈Rd is “linearly inde-
pendent”); this point of view underlied the ideas behind the fundamental solutions
(Section 3.11). The “basis” {δ(x− y)}y∈Rd is nice in that it simultaneously diago-

nalizes multiplication by any (nice enough) functions, i.e., for m ∈ C∞(Rd),

mδ0(x− y) = m(y)δ0(x− y) for every y ∈ Rd,

so operations such as multiplication by a smooth function is easy to understand
with this “basis.” However, differentiation, which is a central operation in the
study of differential equations for obvious reasons, is more difficult to understand.

It turns out that another “basis” is more suitable to understand the operation
of differentiation, namely, {eiξ·x}ξ∈Rd . An important property of these objects is:

∂je
iξ·x = iξje

iξ·x,

so if {eiξ·x}ξ∈Rd were really a “basis” in a similar sense in which {δ0(x−y)}y∈Rd is a

“basis” (i.e., any function can be written in the form
∫
a(ξ)eiξ·x dξ in a unique way),

then all constant coefficient partial differential operators would be simultaneously
diagonalized in {eiξ·x}ξ∈Rd . We are led to the question: Given a function f on Rd,
can we write f uniquely in the form

(8.1) f(x)

(
=

∫
f(y)δ0(x− y) dy

)
=

∫
a(ξ)eiξ·x dξ?

Remarkably, the theory of Fourier transform tells us that the answer is yes. The
Fourier transform F is precisely the “change-of-basis” formula that links {f(y)}y∈Rd
with {a(ξ)}ξ∈Rd , i.e.,

a(ξ) ∝ F [f ](ξ),

where f ∝ g for functions f, g means that f = cg for some non-zero constant c ∈ R.
Let us continue this heuristic discussion to derive the form of F . Experience

from linear algebra tells us that the “change-of-basis” formula should be

F [f ](ξ) ∝
∫
f(y)m(y, ξ) dy

where the “matrix” m(y, ξ) is characterized by

δ0(x− y)“ = ”

∫
m(y, ξ)eiξ·x dξ.
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Let us derive some formal properties of m(y, ξ). By the translation symmetry, we
can easily see that∫
m(y, ξ)eiξ·x dξ“ = ”δ0(x−y)“ = ”

∫
m(0, ξ)eiξ·(x−y) dξ =

∫
m(0, ξ)e−iξ·yeiξ·x dξ,

so if we believe that {eiξ·x}ξ∈Rd forms a basis, we should have

m(y, ξ) = m(0, ξ)e−iξ·y.

In particular, it suffices to consider the case y = 0. Note that δ0(x) has the property
that xjδ0(x) = 0; on the other hand, we have

0 = xjδ0“ = ”

∫
m(0, ξ)xjeiξ·x dξ =

∫
m(0, ξ)

1

i
∂ξje

iξ·x dξ“ = ”i

∫
∂ξm(0, ξ)eiξ·x dξ.

If we believe that {eiξ·x}ξ∈Rd forms a “basis”, then ∂ξjm(0, ξ) should be zero. Thus
m(0, ξ) must be a non-zero constant, i.e.,

δ0(x)“ = ”c

∫
eiξ·x dξ.

Note that, amusingly, at this point we already deduced that m(y, ξ) ∝ e−iξ·y, so
we are led to

F [f ](ξ) ∝
∫
f(y)e−iξ·y dy,

which is the correct form of the Fourier transform (as some of you may have already
learned)!

Let us finally nail down the constant c. We claim that c = 1
(2π)d

, i.e.,

(8.2) δ0(x)“ = ”
1

(2π)d

∫
eiξ·x dξ.

An informal derivation is as follows. In view of the decompositions δ0(x) =

δ0(x1) · · · δ0(xd) and
∫
eiξ·x dξ =

∫
eiξ1x

1

dξ1 · · ·
∫
eiξ1x

1

dξ1, where the delta dis-

tributions on the RHS are on R, we see that c = cd1, where c1 is the constant in
dimension d = 1:

δ0(x)“ = ”c1

∫ ∞
−∞

eiξx dξ on R.

We present two approaches for determining c1 (which is 1
2π ), one using an ap-

proximation procedure to make sense of
∫∞
−∞ eiξx dξ, and another using the formal

algebraic properties of eiξx and the Gaussian.

• An approach using approximation. To make sense of the integral
∫∞
−∞ eiξx dξ, we

“temper” the integrand by multiplying by e−ε|ξ|, integrate in ξ and take the limit
ε→ 0+ (approximation method). This limit may be rewritten as

lim
ε→0+

∫ ∞
−∞

eiξx−ε|ξ| dξ = lim
ε→0+

(∫ 0

−∞
eiξ(x−iε) dξ +

∫ ∞
0

eiξ(x+iε) dξ

)
= lim
ε→0+

(
1

i(x− iε)
− 1

i(x+ iε)

)
.

Note that
1

x∓ iε
=

x

x2 + ε2
± iε

x2 + ε2
,
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so

lim
ε→0+

(
1

i(x− iε)
− 1

i(x+ iε)

)
= lim
ε→0+

2ε

x2 + ε2
= 2

(∫
dt

1 + t2

)
δ0 = 2πδ0,

which implies that c1 = (2π)−1.
• An approach using the Gaussian. For a “nice” function φ on R, we must have

(8.3) φ(0) =

∫
φ(x)δ0(x) dx“ = ”c1

∫∫
φ(x)e−iξx dxdξ.

Let us try to find a φ for which

φ̂(ξ) :=

∫
φ(x)e−iξx dx,

which will be the Fourier transform, can be computed. The idea is to exploit the

properties xeiξx = i∂ξe
−iξx and ∂xe

−iξx = −iξeiξx, which implies that ∂̂xφ(ξ) =

iξφ̂(ξ) and x̂φ(ξ) = i∂ξφ̂(ξ). Thus,

(∂x + x)φ = 0⇔ (∂ξ + ξ)φ̂ = 0.

By separation of variables, a general solution of the ODE (∂x + x)φ = 0 is the

Gaussian de−
1
2x

2

, where d ∈ C is any constant. Therefore, ê−
1
2x

2
= de−

1
2 ξ

2

. To
evaluate the constant d, we take ξ = 0, which implies

d =

∫
e−

1
2x

2

dx =
√

2π,

so

(8.4) ê−
1
2x

2
=
√

2πe−
1
2 ξ

2

.

Now plugging in φ(x) = e−
1
2x

2

in (8.3), we see that

1 = c1

∫ √
2πe−

1
2 ξ

2

dξ = 2πc1.

8.2. The Fourier transform. Our goal now is to make the heuristic discussion
in Section 8.1 precise.

In the remainder of this section, we will be working with complex-valued func-
tions and distributions, for the obvious reason that the elements in {eix·ξ}ξ∈Rd are

complex-valued. Given two complex-valued functions f, g on a domain U in Rd, we
define their Hermitian L2-pairing 〈f, g〉 by

〈f, g〉 :=

∫
U

f(x)g(x) dx.

Note that 〈f, g〉 is (C-)linear in f , but conjugate-linear in g; moreover, 〈f, g〉 =

〈g, f〉. The set of smooth compactly supported complex-valued functions is written
as C∞c (U ;C); the topology on C∞c (U ;C) is given by declaring that fj → f in
C∞c (U ;C) if and only if Re fj → Re f and Im fj → Im f in C∞c (U). In keeping
with this convention 〈f, g〉 =

∫
fg, we define the complex-valued distributions to be

the continuous conjugate-linear functions on C∞c (U ;C), i.e.,

a〈f, φ〉 = 〈af, φ〉 = 〈f, aφ〉, 〈f, φ+ ψ〉 = 〈f, φ〉+ 〈f, ψ〉.
We write D′(U ;C) for the complex-valued distributions on U . It is not difficult
to see that this characterization of a complex-valued distribution f is equivalent
to saying that f is of the form u + iv, where u, v ∈ D′(U). Thus, our entire
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discussion about real-valued distributions carries over to the complex-valued case
without much change.

Motivated by the discussion in Section 8.1, we make the following definition of
the Fourier transform:

Definition 8.1. For a complex-valued function f ∈ C∞c (Rd;C), the Fourier trans-
form of f is

(8.5) F [f ](ξ) = f̂(ξ) :=

∫
Rd
f(y)e−iξ·y dy.

We will equip the space Rdξ with the measure dξ
(2π)d

(we will see the reason why in

a moment) and define the Hermitian L2-pairing for two complex-valued functions
a, b by

〈a, b〉(2π)−1dξ :=

∫
Rd
ab

dξ

(2π)d
.

Let us compute the formal Hermitian adjoint of F . For f, a ∈ C∞c (Rd),

〈Ff, a〉(2π)−ddξ =

∫∫
Rd×Rd

e−iξ·xf(x)a(ξ) dx
dξ

(2π)d

=

∫∫
Rd×Rd

f(x)eiξ·xa(ξ)
dξ

(2π)d
dx

= 〈f,F∗a〉,

where

(8.6) F∗a(x) = ǎ(x) :=

∫
Rd
a(ξ)eiξ·x

dξ

(2π)d
.

Observe that, according to the heuristic discussion in Section 8.1 (see, in particular,
(8.1)), F∗ must be the inverse of F ; we will prove this statement soon. The factor
(2π)d in the measure, of course, is from (8.2).

Remark 8.2. Determining where to put the factor 2π is a well-known nuisance in
dealing with the Fourier transform. Our choice (putting 2π in the measure dξ) is
the oft-used one in PDEs, because we get to keep the simple identity ∂xe

ixξ = iξeixξ

for turning differentiation into multiplication. Another popular choice, often used
by harmonic analysts, is to put 2π in the basis and work with {ei2πξx}.

Note that

F∗[a](x) = (2π)−dF [a](−x).

so statements that we prove for F usually applies (after minor modifications) to
F∗ as well.

Note that F [f ] and F∗[a] are well-defined for f, a ∈ L1(Rd). Moreover, we have
the following simple but important lemma:

Lemma 8.3. Let f ∈ L1(Rd).

(1) Then F [f ] is well-defined by the formula F [f ] =
∫
f(y)e−iξ·y dy. Moreover,

‖F [f ]‖L∞ ≤ ‖f‖L1 .

(2) For any x, η ∈ Rd,

F [f(· − x)](ξ) = e−ix·ξF [f ](ξ), F [f(·)](ξ − η) = F [eiη(·)f ](ξ).
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(3) If both f and ∂jf lie in L1(Rd), then

F [∂jf ] (ξ) = iξjF [f ](ξ).

(4) If both f and xjf lie in L1(Rd), then F [f ] is continuously differentiable in ξj
and

F
[
xjf

]
(ξ) = i∂ξjF [f ](ξ).

Thus, we arrive an important maxim regarding the Fourier transform:

Regularity of f corresponds to decay of f̂ , and vice versa.

Next, we turn to the goal of deriving the Fourier inversion formula, i.e., to
understand F−1. For this purpose, we would like to work with a space of function
that is closed under the Fourier transform (i.e., if f belongs to the space, so does
Ff). The space C∞c (Rd;C) in Definition 8.1 is not adequate for this purpose; it can
be shown that C∞c (Rd;C) is not C∞c (Rd;C) itself. (Exercise: Show that if f and
F [f ] are both compactly supported, then f must be zero. [Hint: First show that
f extends to a complex-analytic function on Cd.]) On the other hand, Lemma 8.3
motivates us to consider the following class of functions:

Definition 8.4 (Schwartz class).

S(Rd;C) = {φ ∈ C∞(Rd;C) : sup
x∈Rd

|xαDβφ(x)| <∞ for every multi-index α, β.}

A sequence φj in S(Rd;C) converges to φ ∈ S(Rd;C) if and only if

|xαDβ(φj − φ)(x)| → 0 as j →∞ for every multi-index α, β.

Remark 8.5 (For those who are familiar with functional analysis). We note that
S(Rd;C) is a Frechét space defined with the semi-norms

pα,β(φ) = sup
x∈Rd

|xαDβφ(x)|.

By Lemma 8.3, it follows that

F : S(Rd;C)→ S(Rd;C).

Since F∗φ(x) = (2π)−dFφ(−x), Lemma 8.3 implies that

F∗ : S(Rd;C)→ S(Rd;C),

as well. Thus, F can be extended to the dual space S ′(Rd;C) by the adjoint
method; the elements in S ′(Rd;C) are what are called tempered distributions. More
precisely,

Definition 8.6 (Tempered distributions).

S ′(Rd;C) = {u : u is a continuous conjugate-linear functional on S(Rd;C)}.

By continuity, we mean

〈u, φj〉 → 〈u, φ〉 as j →∞ whenever φj → φ in S(Rd;C) as j →∞.

Given u ∈ S ′(Rd;C and φ ∈ S(Rd;C), we also introduce the notation

〈u, φ〉(2π)−ddξ := (2π)−du(φ),



123

which coincides with
∫
uφ dξ

(2π)d
when u, φ ∈ S(Rd;C). The extension of the Fourier

transform F to a map S ′(Rd;C) → S ′(Rd;C) by the adjoint method is defined as
follows:

〈Fu, φ〉(2π)−ddξ := 〈u,F∗φ〉 for u ∈ S ′(Rd;C), φ ∈ S(Rd;C).

Similarly, F∗ : S ′(Rd;C)→ S ′(Rd;C) is defined as

〈F∗a, φ〉 := 〈u,Fφ〉(2π)−ddξ for a ∈ S ′(Rd;C), φ ∈ S(Rd;C).

Remark 8.7. As we will see below, in practice the precise definition of F [u] for
u ∈ S ′(Rd;C) using F∗ is of limited utility. Instead, the computation of F [u] often
proceeds by first approximating u by uj ∈ L1(Rd;C) (where the convergence is
in the sense of S ′(Rd;C)), computing F [uj ] by the explicit definition (8.5) (which
works if uj ∈ L1(Rd;C)), then computing the limit F [u] = limj→∞ F [uj ].

Before we continue, let us take a break from the main discussion and study some
basic properties of S(Rd;C) and S ′(Rd;C). Note that

C∞c (Rd;C) ⊂ S(Rd;C), so S ′(Rd;C) ⊂ D′(Rd;C),

where both inclusions are strict, as we can see in the following examples:

• e−|x|2 ∈ S(Rd;C) but 6∈ C∞c (Rd;C), which is not difficult to verify.

• e|x|2 ∈ D′(Rd;C) but 6∈ S ′(Rd;C). To show this, it suffices to find a sequence
φj ∈ C∞c (Rd;C) such that φj → 0 in S(Rd;C) as j →∞, but

〈e|x|
2

, φj〉 → ∞ as j →∞.

For instance, we may take φj = χ(x/2j)e−
1
2 |x|

2

, where χ ∈ C∞c (Rd) is supported
in the annulus {x ∈ Rd : 1

2 < |x| < 4} and equals 1 for 1 < |x| < 2 (Exercise:
Verify!).
• Another example is

u =

∞∑
k=0

δ(k)(x− k) ∈ D′(R;C) but 6∈ S ′(R;C).

In fact, that u 6∈ S ′(R;C) is an instance of the general fact that any tempered
distribution is of finite order. This statement follows from an argument similar
to the proof of Lemma 3.8.

We also make a simple observation that 1 ∈ S ′(Rd;C), and for u ∈ S,

〈u, 1〉 =

∫
u(y) dy,

where the RHS is the usual Lebesgue integral.
Let us come back to the discussion on the Fourier transform. We are now ready

to prove the Fourier inversion formula and the Plancherel theorem, i.e., F−1 = F∗.

Theorem 8.8. The following statements hold.

(1) Fourier inversion in S. For f ∈ S(Rd;C),

(8.7) f = F∗F [f ] = FF∗[f ].

(2) Plancherel. For f ∈ S(Rd;C),

(8.8)

∫
Rd
f(x)g(x) dx =

∫
Rd
F [f ](ξ)Fg(ξ)

dξ

(2π)d
.
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In particular, ‖F [f ]‖L2

(2π)−d
dξ = ‖f‖L2 , so F extends in a unique fashion to

an isometry L2(Rd;C)→ L2
(2π)−ddξ(R

d;C). Similarly, F∗ extends in a unique

fashion to an isometry L2
(2π)−ddξ(R

d;C)→ L2(Rd;C).

(3) Fourier inversion in S ′. For f ∈ S ′(Rd;C),

(8.9) f = F∗F [f ] = FF∗[f ].

Proof. The key assertions are (8.7) and (8.9), which are equivalent (more precisely,
dual) to each other. Once (8.7) is known, then (8.8) follows by f = F∗F [f ] and the
definition of the formal adjoint F∗; the statement for F∗ follows from f = FF∗[f ].

We give two proofs of (8.7) and (8.9), which make the two formal derivations of
(8.2) in Section 8.1 rigorous.

• An approach using approximation. Here, we will prove (8.7). We may write

F∗F [f ] =

∫
eiξ·xF [f ](ξ)

dξ

(2π)d

= lim
ε→0+

∫
e−ε(|ξ1|+···+|ξd|)eiξ·xF [f ](ξ)

dξ

(2π)d
,

which can be easily justified using the dominated convergence theorem and the
fact that F [f ] ∈ S(Rd;C). Now expanding the definition of F [f ] and using
Fubini’s theorem,

lim
ε→0+

∫
e−ε(|ξ1|+···+|ξd|)eiξ·xF [f ](ξ)

dξ

(2π)d

= lim
ε→0+

∫ (∫
e−ε(|ξ1|+···+|ξd|)eiξ·(x−y) dξ

(2π)d

)
f(y) dy

= lim
ε→0+

∫ (∫
e−ε|ξ1|eiξ1(x1−y1) dξ1

2π

)
· · ·
(∫

e−ε|ξd|eiξd(xd−yd) dξd
2π

)
f(y) dy.

Recall that in Section 8.1, we computed the distribution limit

lim
ε→0+

∫
e−ε|ξ|eiξx

dξ

2π
= δ0(x),

so the last line is equal to (of course, f is only in S(Rd;C), but this property is
enough)∫
· · ·
∫
δ0(x1 − y1) · · · δ0(xd − yd)f(y1, . . . , yd) dy1 · · · dyd = f(x1, . . . , xd),

as desired. The identity f = FF∗[f ] follows from the previous case since
F∗[a](x) = (2π)−dF [a](−x).

• An approach using the Gaussian. Here, we will prove (8.9). We claim that

(8.10) δ0 = F∗[1],

which can be thought of as the adjoint-method way of making the formal identity
(8.2) rigorous. Then for any f ∈ S(Rd;C),

f(x) = 〈f, δ0(· − x)〉 = 〈f(·+ x),F∗[1]〉
= 〈F [f(·+ x)](ξ), 1〉(2π)−ddξ

=

∫
F [f(·+ x)](ξ)

dξ

(2π)d
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=

∫
eix·ξF [f ](ξ)

dξ

(2π)d

= F∗F [f ],

as desired. The identity f = FF∗[f ] follows from the previous case since
F∗[a](x) = (2π)−dF [a](−x).

To show (8.10), we will use the algebraic properties of F∗ to first show that

(8.11) F∗[1] = cδ0

for some c ∈ C. By Lemma 8.3 and a duality argument, we have F∗[∂ξja] =

−ixjF∗[a] for any a ∈ S ′(Rd;C). It follows that ixjF∗[1] = F∗[∂ξj1] = 0 for any
j = 1, . . . , d, or equivalently,

〈F∗[1], xjφ〉 = 0 for all φ ∈ S(Rd;C).

Let us fix χ ∈ C∞c (Rd) such that χ(0) = 1. By the fundamental theorem of
calculus, any ψ ∈ S(Rd;C) can be written in the form

ψ(x) = χ(x)

ψ(0) +

d∑
j=1

xj
∫ 1

0

∂jψ(σx) dσ

+ (1− χ(x))ψ(x)

= χ(x)ψ(0) +

d∑
j=1

xjφj(x),

where

φj = χ(x)

∫ 1

0

∂jψ(σx) dσ +
1− χ(x)

xj
ψ(x).

It is not difficult to see that each φj belongs to S(Rd;C). It follows that

〈F∗[1], ψ〉 = 〈F∗[1], ψ(0)χ〉+

d∑
j=1

〈F∗[1], xjφj〉

= 〈F∗[1], χ〉ψ(0),

or equivalently, (8.11) holds with c = 〈F∗[1], χ〉.
Finally, to nail down the constant c, we test (8.11) against e−

1
2 |x|

2

. Then the
RHS is equal to c, whereas the LHS equals

〈F∗[1], e−
1
2 |x|

2

〉 = 〈1,F [e−
1
2 |x|

2

](ξ)〉(2π)−ddξ =

∫
F [e−

1
2 |x|2 ](ξ)

dξ

(2π)d
.

By the one-dimensional computation (8.4), it follows that

F [e−
1
2 |x|

2

](ξ) = F [e−
1
2 (x1)2 ](ξ1) · · · F [e−

1
2 (xd)2 ](ξd) = (2π)

d
2 e−

1
2 |ξ|

2

.

Now
∫
e−

1
2 |ξ|

2

dξ = (2π)
d
2 , so the desired conclusion c = 1 follows. �

Remark 8.9. Observe that in each proof, the heart of the matter is to make sense
of the formal identity (8.2):

δ0(x)“ = ”

∫
eiξ·x

dξ

(2π)d
.

It is a nice exercise to try to come up with other ways to “derive” the formal identity
(8.2) and turn it into a rigorous proof like the above.
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As a quick corollary of Theorem 8.8, we can compute the Fourier transform of
δ0(· − y) and eiξ·(·):

Corollary 8.10. For any y, η ∈ Rd, we have

F [δ0(· − y)](ξ) = e−iξ·y, F [eiη·(·)](ξ) = (2π)dδ0(ξ − η),

F−1[δ0(· − η)](x) = (2π)−deiη·x, F−1[e−i(·)·y](x) = δ0(x− y).

Proof. The assertions F [δ0(· − y)](ξ) = e−iξ·y and F−1[δ0(· − η)](x) = F∗[δ0(· −
η)](x) = eiη·x are easy to compute using the direct (adjoint) definition. The other
two assertions then follow from Theorem 8.8. �

Let us list a few more basic properties of the Fourier transform.

• Convolution and product. Suppose that one of f, g is in the Schwartz class,
and the other is a tempered distribution, e.g., f ∈ S ′(Rd;C) and g ∈ S(Rd;C).
Then f ∗ g(x) = 〈f, g(x− ·)〉 is a well-defined smooth function. Moreover,

(8.12) F [f ∗ g] = F [f ]F [g].

Indeed, when f, g are both in the Schwartz class,

F [f ∗ g] =

∫ (∫
f(y − z)g(z) dz

)
e−iξ·y dy

=

∫ ∫
f(y − z)g(z)e−iξ·(y−z)e−iξ·z dydz

= F [f ](ξ)

∫
g(z)e−iξ·z dz

= F [f ](ξ)F [g](ξ).

The general case can be deduced either by the approximation or the adjoint
method.

By a similar computation, for a ∈ S ′(Rd;C) and b ∈ S(Rd;C), if we define

a ∗(2π)−1dξ b(ξ) :=

∫
a(ξ − η)b(η)

dη

(2π)d
= (2π)−da ∗ b(ξ),

then

(8.13) F−1[a ∗(2π)−1dξ b] = F−1[a]F−1[b].

To summarize,
The Fourier transform turns convolutions into products, and vice versa.

As an application of the preceding property, let us introduce and discuss the
concept of a Fourier multiplier.

Definition 8.11. A linear operator T : S(Rd;C)→ S ′(Rd;C) is called a Fourier
multiplier operator if there exists m ∈ S ′(Rd;C), called the symbol of T , such
that F [Tf ] = mF [f ].

By the preceding property, a Fourier multiplier operator T takes the convolu-
tion form

Tf = K ∗ f,
where K = F−1[m]. From this form, it is evident that T is translation-invariant,
in the sense that

Tf(· − y) = T (f(· − y)) for any y ∈ Rd.
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Moreover, by the Plancherel theorem, we see that if m ∈ L∞, then

‖Tf‖L2 = ‖mf̂‖L2

(2π)−ddξ
≤ ‖m‖L∞‖F [f ]‖L2

(2π)−ddξ
= ‖m‖L∞‖f‖L2

In particular, T is a bounded operator on L2 = L2(Rd;C); with a bit more
work, it is possible to show that ‖T‖L2→L2 = ‖m‖L∞ . Conversely, again by the
Plancherel theorem, it is easy to see that if T is a Fourier multiplier operator
that is bounded in L2, then m ∈ L∞.

It turns out that any translation-invariant linear operator that is bounded on
L2 must be a Fourier multiplier operator:

Proposition 8.12. A bounded linear operator T : L2(Rd;C) → L2(Rd;C) is
translation-invariant if and only if it is a Fourier multiplier operator with a sym-
bol m ∈ L∞(Rd;C).

Proof. Observe that if T is translation-invariant, then for any f, g ∈ S(Rd;C) we
have

f ∗ T [g](x) =

∫
f(y)T [g](x− y) dy

=

∫
T

[∫
f(y)g(· − y) dy

]
(x)

= T [f ∗ g](x).

After conjugation with the Fourier transform, this property should imply that
the conjugated operator S = F−1TF commutes with multiplication (the sense
in which this holds will be made precise below). Our goal is to use this property
to show that the functional

a 7→
∫
S[a] dξ

is a well-defined bounded linear functional on L1(Rd;C). Since Rd is σ-finite, it
would then follow that S[a] = m(ξ)a(ξ) for some m ∈ (L1(Rd;C)′ = L∞(Rd;C)
as desired.

The property f ∗ T [g] = T [f ∗ g] for f, g ∈ S(Rd;C) implies that

(8.14) aS[b] = S[ab]

for a, b ∈ S(Rd;C). Since F , F−1 and T are bounded in L2, S is also bounded
in L2; then by approximation, we can extend (8.14) to a ∈ L∞ and b ∈ L2.

In order to proceed, let us introduce the space L∞comp of bounded measurable

(complex-valued) functions on Rd with compact support. Then for any a ∈
L∞comp, we have S[a] = S[a]1supp a, so

∫
S[a] dξ =

∫
S[a]1supp a dξ is well-defined

(here, we use S[a], 1supp a ∈ L2). Clearly, the functional L∞comp 3 a 7→
∫
S[a] dξ

is linear. It remains to show that, for a ∈ L∞comp,
|S[a]| ≤ C‖a‖L1

for some C > 0 independent of a. By linearity, it suffices to justify this bound
for a nonnegative function a ∈ L∞comp. In this case, by (8.14) and the Plancherel
theorem,

|
∫
S[a] dξ| = |

∫
S[
√
a]
√
adξ| ≤ (2π)d‖

√
a‖2L2 = (2π)d‖a‖L1 ,

as desired. �
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Remark 8.13. Fourier multiplier operators are important since constant coef-
ficient differential operators and their fundamental solutions are such opera-
tors. The study of the boundedness property of Fourier multiplier operators
in translation-invariant functions spaces (e.g., Lp spaces) is a central topic in
harmonic analysis. As we have seen, the L2-boundedness property of Fourier
multiplier operators is easy to understand, thanks to the Plancherel theorem.
Fourier multipliers that arise from the fundamental solution of an elliptic op-
erator turn out to obey nice Lp-boundedness properties as well; these are the
subject of Calderón–Zygmund theory (see, also, the Mikhlin multiplier theorem).
On the other hand, boundedness properties among Lp spaces of the fundamental
solution to (even) the wave equation is much less understood, and their study is
a huge topic in harmonic analysis (the relevant keywords are the local smoothing
conjecture, the restriction conjecture etc.).

• Behavior under linear change of coordinates. Let L be a non-degenerate
linear map from Rd to Rd. Then for f ∈ S(Rd;C),

(8.15) F [f ◦ L](ξ) = (detL)−1F [f ]((L−1)>ξ).

Indeed,

F [f ◦ L](ξ) =

∫
f(Ly)e−iξ·y dy

= (detL)−1

∫
f(z)e−iξ·L

−1z dz

= (detL)−1

∫
f(z)e−i(L

−1)>ξ·z dz = (detL)−1F [f ]((L−1)>ξ).

These properties extend to more general functions f, g, provided that the opera-
tions involved make sense; we leave such generalizations as exercises.

As an application of the preceding formula, we compute the Fourier transform
of a general Gaussian in Rd.

Proposition 8.14 (Fourier transform of Gaussians). Let A be a symmetric pos-
itive definite matrix. Then we have

F [e−
1
2x
>Ax] = (2π)

d
2 |detA|− 1

2 e−
1
2 ξ
>A−1ξ.

The idea is to diagonalize A by an orthonormal matrix to first reduce the
problem to the case when A is a diagonal matrix, and then using the explicit
computation

F [e−
1
2 |x|

2

] = (2π)
d
2 e−

1
2 |ξ|

2

from Section 8.1.

Proof. Since A is symmetric, we may write

A = O>DO,

where O is an orthonormal matrix (i.e., O> = O−1) and D is a diagonal matrix.
Making the change of variables (x, ξ) 7→ (Ox,Oξ) and using the invariance of
x>Ax and ξ>A−1ξ under such a variable change, we may assume that A is
diagonal, i.e.,

A = diag(λ1, . . . , λd),
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where 0 < λ1 ≤ · · · ≤ λd. Define L = diag(
√
λ1, . . . ,

√
λd), so that A = L>L.

Then

e−
1
2x
>Ax = e−

1
2 |Lx|

2

.

Recall from Section 8.1 that

F [e−
1
2 |x|

2

] = (2π)
d
2 e−

1
2 |ξ|

2

.

Thus, by (8.15),

F
[
e−

1
2 |Lx|

2
]

= (2π)
d
2 (detL)−1e−

1
2 |L
−1ξ|2 .

Since detL =
∏d
i=1 λ

1/2
i = (detA)1/2 and |L−1ξ| = ξ>A−1ξ, the claimed formula

follows. �

• Fourier transform of homogeneous distributions.

Proposition 8.15. The Fourier transform of distribution h ∈ S ′(Rd) that is
homogeneous of degree a is homogeneous of degree −a− d.

We leave the proof as an exercise.

Remark 8.16 (Fourier inversion on T and the Poisson summation formula). As an
application of our distribution-theoretic approach to the Fourier transform, let us
give a short derivation of the Poisson summation formula.

By the Fourier inversion theorem on T,

δ0(·) =
∑
k

e2πik(·),

in the sense of distributions. Now pullback both sides by the projection π : R→ T:

π∗δ0(x) =
∑
k∈Z

δ0(x− k),

π∗
∑
k

e2πik(·)(x) =
∑
k∈Z

π∗e2πik(·) =
∑
k∈Z

e2πikx.

So on R, ∑
k∈Z

δ0(x− k) =
∑
k∈Z

e2πikx.

Testing this identity against any f ∈ C∞c (R;C),∑
k∈Z

f(k) =
∑
k∈Z

f̂(k),

which is the Poisson summation formula.

8.3. Applications to the Laplace equation (optional). As a warm-up for what
is to come, we now apply the Fourier transform to the study of the Laplacian −∆.
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Alternative derivation of E0 for d ≥ 3. As the first application, let us give an
alternative derivation of the fundamental solution E0 in Section 4.1 in the case
d ≥ 3, using the Fourier transform.

Note that

−∆E0 = δ0 ⇔ |ξ|2Ê0 = 1.

When d ≥ 3, Ê0 can be defined as the unique (tempered) distribution of homo-
geneity −2 such that

Ê0(ξ) =
1

|ξ|2
in Rd \ {0}.

To compute the inverse Fourier transform, we use the Gaussian.

Ê0(ξ) =
1

|ξ|2
=

∫ ∞
0

e−s|ξ|
2

ds.

It follows that E0 is the homogeneous distribution of degree d − 2 such that in
Rd \ {0},

E0(x) = F−1

[∫ ∞
0

e−s|ξ|
2

ds

]
= (4πs)−

d
2

∫ ∞
0

e−
|x|2
4s ds.

Making the change of variables

t =
|x|2

4s
, so that

dt

t
= −ds

s
,

we see that

(4πs)−
d
2

∫ ∞
0

e−
|x|2
4s ds =

1

(4π)
d
2

4
d−2
2

|x|d−2

∫ ∞
0

t
d−2
2 e−t

dt

t
=

Γ(d−2
2 )

4π
d
2

|x|−d+2.

Now recall that

dα(d) =
2π

d
2

Γ(d2 )
,

and d−2
2 Γ(d−2

2 ) = Γ(d2 ). Thus,

Γ(d−2
2 )

4π
d
2

=
Γ(d2 )

2(d− 2)π
d
2

=
1

d(d− 2)α(d)
.

In conclusion, E0 is the homogeneous distribution of degree d − 2 such that in
Rd \ {0},

E0(x) =
1

d(d− 2)α(d)
|x|−d+2.

Entire tempered harmonic functions. As another application, let us prove a gener-
alization of Liouville’s theorem (Theorem 4.6):

Proposition 8.17. Let u be a harmonic function on Rd that is also a tempered
distribution. Then u is a polynomial.

Proof. Since u ∈ S ′(Rd), we can take the Fourier transform. Then |ξ|2û(ξ) =
0, which implies that suppu ⊆ {0}. By Theorem 6.5, û =

∑
α:|α|≤K cαD

αδ for

some finite K and cα ∈ C; by taking the inverse Fourier transform, we obtain the
proposition. �
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From this result, Liouville’s theorem (Theorem 4.6) immediately follows since the
only bounded polynomials are the constant functions. We also note that, of course,
there exist many harmonic functions on Rd with d ≥ 2 that are not tempered.
Take, for instance, the real part of any entire function (e.g., ez = ex(cos y+ i sin y))
in C = R2.

Poisson integral formula on the half-space. As a final application, let us give an
alternative derivation of the Poisson integral formula on the half-space Rd+.

Let us use the notation x′ = (x1, . . . , xd−1) and t = xd. Let g ∈ S(Rd−1) and let
us look for a harmonic function u on Rd+ such that lim(x,t)→(x0,0) u(x, t) = g(x0).
Clearly, to uniquely specify u, we need some condition on the growth of u as t→∞
(otherwise, for instance, u = ct would be a solution even when g = 0). Let us
require

(8.16) ‖u(·, t)‖L1(Rd−1) is bounded as t→∞.

This condition more stringent than just assuming u ∈ L∞(Rd+)∩C(Rd+), but it will
be convenient for reading off the correct formula.

Denoting the Fourier transform of u in x′ by û(ξ, t), we have

−∂2
t û(ξ, t) + |ξ|2û(ξ, t) = 0.

For each ξ ∈ Rd−1 such that ξ 6= 0, a general solution to this ODE is of the form

û(ξ, t) = a(ξ)e−t|ξ| + b(ξ)et|ξ|.

Thanks to (8.16), we have the pointwise identity û(ξ, t) =
∫
u(x′, t)e−iξ·x

′
dx′ for

each ξ ∈ Rd−1 and t > 0. So if b(ξ) 6= 0, then û(ξ)(t) → ∞, while |û(ξ)(t)| ≤∫
|u(x′, t)eiξ·ξ

′ |dx′ = ‖u(·, t‖L1(Rd−1); this situation is impossible due to (8.16).
Therefore, b(ξ) = 0 for all ξ 6= 0 and

(8.17) û(ξ, t) = û(ξ, 0)e−t|ξ|.

It follows that

u(x′, t) = F−1[e−t|ξ|] ∗ g(x′).

It remains to compute F−1[e−t|ξ|] in Rn where n = d− 1. We proceed in several
steps.

• Step 1: The case n = 1. This case can be handled easily by a direct computation.

F−1[e−t|ξ|] =

∫ 0

−∞
etξeixξ

dξ

2π
+

∫ ∞
0

e−tξeixξ
dξ

2π

=
1

2π

(
1

t+ ix
+

1

t− ix

)
=

1

π

t

t2 + x2
.

• Step 2: Writing e−t|ξ| as an integral of rescaled Gaussians. To compute F−1[e−t|ξ|

on Rn for n > 1, we use a similar idea as in our derivation of the fundamental
solution E0 using the Fourier transform, i.e., we try to look for an identity of the
form

e−t|ξ| =

∫ ∞
0

g(s)e−s|ξ|
2

ds.
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Note that, even though we are interested in this formula for ξ ∈ Rn, the identity
itself only involves |ξ|. Therefore, we may look for such an identity assuming
that ξ ∈ R, which is much easier!

In the remainder of this step, F refers to the Fourier transform on R
and x, ξ ∈ R. From the previous step, we saw that

F−1[e−t|ξ|](x) =
1

π

t

t2 + x2
.

On the other hand,

1

π

t

t2 + x2
=

1

π

∫ ∞
0

te−s(t
2+x2) ds

Taking the Fourier transform, it follows that

(8.18) e−t|ξ| =
1

π
1
2

∫ ∞
0

ts−
1
2 e−st

2

e−
ξ2

4s ds =
1

(4π)
1
2

∫ ∞
0

ts−
3
2 e−

t2

4s e−sξ
2

ds,

which is the desired formula.
• Step 3: Computation of F−1[e−t|ξ|] in Rn Now we take (8.18), but interpret ξ as

a point in Rn for n > 1. In this step, F refers to the Fourier transform on
Rn, and x, ξ ∈ Rd.

Using (8.18), we compute

F−1[e−t|ξ|] =
1

(4π)
1
2

∫ ∞
0

ts−
3
2 e−

t2

4sF−1[e−s|ξ|
2

] ds

=
1

(4π)
1
2

∫ ∞
0

ts−
3
2 e−

t2

4s (4πs)−
n
2 e−

|x|2
4s ds

=
1

π
n+1
2

∫ ∞
0

ts
n+1
2 e−s(t

2+|x|2) ds

s

=
1

π
n+1
2

t

(t2 + |x|2)
n+1
2

∫ ∞
0

s
n+1
2 e−s

ds

s
.

Recalling the definition of the Gamma function, we arrive at the formula

(8.19) F−1[e−t|ξ|] =
Γ
(
n+1

2

)
π
n+1
2

t

(t2 + |x|2)
n+1
2

.
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9. Application of the Fourier transform to evolution equations:
The heat, Schrödinger and wave equations

In this section, we will apply the Fourier transform to study the evolutionary
constant coefficient linear scalar PDEs. Our primary example will be the heat
equation, but the ideas in this section are fairly general and apply (almost) equally
well to the Schrödinger and the wave equations, as we will outline. The main ideas
that we will cover in this section are as follows:

• Using the Fourier transform to solve the homogeneous initial value problem;
• Using Duhamel’s principle for solving the inhomogeneous initial value problem;
• computation of the spacetime Fourier transform of the forward fundamental so-

lution.

In fact, for the equations that we consider (heat, Schödinger and wave), we will
be able to invert the Fourier transform explicitly to obtain an expression for the
forward fundamental solution! As we have seen in Sections 4, 5 and 7, the forward
fundamental solution can then be used as the starting point for derivation of rep-
resentation formulas (as well as a host of other properties) for general solutions to
the initial value problem.

As we will see, the strength of the Fourier-analytic approach is that it is more
systematic than the explicit computation of the forward fundamental solution as in
Section 4 and 7 (remember that in each case, we had to find ad-hoc ways to exploit
the symmetry properties of the partial differential operator). Moreover, through
the Plancherel theorem, it easily yields very detailed information about the L2-
type norms of the solution, that are not as transparent in the fundamental-solution
approach.

On the other hand, one drawback of the Fourier-analytic approach is that it is less
clear to read off what happens in the physical space compared to the fundamental-
solution approach, since the formula for the Fourier transform of the solution is
often difficult to invert (as mentioned earlier, for the particular examples we con-
sider it will be possible to invert the Fourier transform, but you will see that it is no
simple task!). A more serious shortcoming is that the Fourier-analytic approach de-
pends crucially on linearity and translation-invariance (i.e., that the coefficients are
constant) of the partial differential operator, and ceases to work as nicely (although
it is still useful!) when either of the two properties are lost.

This last point should be compared with the energy method (which goes hand-in-
hand with the machinery of Sobolev spaces), which is less explicit but more robust
so that it is readily applicable to nonlinear and/or variable-coefficient settings.

9.1. The heat equation. Let us apply the Fourier transform to study the heat
equation

(∂t −∆)u = 0.

We are interested in the initial value problem for the heat equation:

(9.1)

{
(∂t −∆)u = f in R+ × Rd = R1+d

+ ,

u = g on {0} × Rd = ∂R1+d
+ .
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Representation formula in the homogeneous case. Taking the Fourier transform in
space, (9.1) becomes

(9.2)

{
∂tû(t, ξ) + |ξ|2û(t, ξ) = f̂(t, ξ),

û(0, ξ) = ĝ(ξ).

Let us first consider the homogeneous case f = 0; then the problem has become a
homogeneous first-order ODE for each fixed ξ ∈ Rd. It follows that

(9.3) û(t, ξ) = e−t|ξ|
2

ĝ(ξ).

From this formula, it is not difficult to prove the following result.

Proposition 9.1. The following statements hold:

(1) Existence. For g ∈ L2, there exists a solution u ∈ Ct([0,∞);L2) to (9.1) with
f = 0 such that u(0) = g, such that

‖u(t)‖L2 ≤ ‖g‖L2 for every t ≥ 0.

(2) Uniqueness. If u and v are solutions to (9.1) in Ct([0,∞);L2) with the same
f and g, then u = v.

Recall that given a topological vector space X, Ct(I;X) is the space of functions
u(t, x) such that

I 3 t 7→ u(t, ·) ∈ X is continuous.

When X is a normed vector space, we equip Ct(I;X) with the norm ‖u‖CtX =
supt∈I ‖u(t)‖X .

Proof. Part (1) is easily proved by defining û via (9.3) and appealing to Theo-
rem 8.8. To prove Part (2), note that w := u − v ∈ Ct([0,∞);L2) solves the
homogeneous equation with w(0) = 0. Thus

(∂t + |ξ|2)ŵ(t, ξ) = 0

in the sense of distributions, which implies

∂t(e
t|ξ|2ŵ(t, ξ)) = 0

in the sense of distributions. Since ŵ(0, ξ) = 0, it follows that ŵ(t, ξ) = 0, or
equivalently, w = 0 as desired. �

Remark 9.2. We note that the condition u ∈ Ct([0,∞);L2) in the uniqueness
statement implies that the solution u(t, x) is, in particular, bounded as |x| →
∞. Such a condition on the growth of u at the spatial infinity is necessary for
uniqueness, due to a classical counterexample of Tychonoff [Tyc35].

In the case of the heat equation, it is easy to take the inverse Fourier transform
of (9.3). Then we obtain the formula

(9.4) u(t, ·) = Kt ∗ g,
for the solution to (9.1) with f = 0, where

(9.5) Kt(x) = F−1[e−t|ξ|
2

] =
1

(4πt)
d
2

e−
|x|2
4t for t > 0, x ∈ Rd,

by Proposition 8.14. Note that Kt(x) = (4t)−
d
2K1

(
x

2
√
t

)
, so Kt ⇀ δ0 as t → 0+

via Lemma 3.19. It follows that we have the convergence u(t, ·) → g as t → 0+ in
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any space X where the usual approximation of the identity argument applies (e.g.,
any Lp for 1 ≤ p <∞).

Representation formula in the inhomogeneous case. Let f ∈ L1
t ((0, T );L2). Apply-

ing Duhamel’s formula to the ODE (9.2) in the Fourier space (i.e., we take At = |ξ|2
and F = 1(0,T )(t)f̂), we see that

ûf (t, ξ) =

∫ t

0

e−(t−s)|ξ|2 f̂(s, ξ) ds

obeys (∂t + |ξ|2)ûf (t, ξ) = 1(0,T )(t)f̂ , ûf (t, ξ) ∈ Ct([0, T ];L2) and ûf (0, ξ) = 0.
Thus, û− ûf solves the homogeneous equation with initial data ĝ. Combined with
(9.3), we arrive at the formula

(9.6) û(t, ξ) = e−t|ξ|
2

ĝ(ξ) +

∫ t

0

e−(t−s)|ξ|2 f̂(s, ξ) ds for 0 ≤ t ≤ T.

From this formula, we obtain the following strengthening of Proposition 9.1.

Theorem 9.3. The following statements hold:

(1) Existence. For g ∈ L2 and f ∈ L1
t ((0, T );L2), there exists a solution u ∈

Ct([0, T ];L2) to (9.1) such that

‖u(t)‖L2 ≤ ‖g‖L2 + ‖f‖L1
t ((0,t);L

2) for every t ≥ 0.

(2) Uniqueness. If u and v are solutions to (9.1) in Ct([0,∞);L2) with the same
f and g, then u = v.

The proof is straightforward, so we will not go through the details.

Remark 9.4. We also note that Duhamel’s principle can also be applied directly to
the heat equation in the physical space. More specifically, we take At = −∆ and
F = 1(0,T )(t)f where f ∈ L1

t ((0, T );X), where X is any normed vector space in
which the homogeneous equation is well-posed. In view of (9.4) for homogeneous
solutions, we arrive at the formula

u(t, x) = Kt ∗ g(x) +

∫ t

0

Kt−s ∗ f(s)(x) ds,

where Kt is given by (9.5).

Forward fundamental solution for the heat equation. Recall that a forward funda-
mental solution E+ may be constructed by solving{

(∂t −∆)E+(t, x) = 0 in {t > 0},
E+(0, x) = δ0(x) on {t = 0},

and setting E+(t, x) = 0 in {t < 0}. By (9.3) and the fact that F [δ0] = 1, we have

(9.7) E+(t, x) = 1(0,∞)(t)F−1[e−t|ξ|
2

](x).

By (9.5), we are led to the expression

(9.8) E+(t, x) = 1(0,∞)(t)
1

(4πt)
d
2

e−
|x|2
4t .

Indeed, (9.8) coincides with the previous computation in Section 5!
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The spacetime Fourier transform of the forward fundamental solution. Finally, we
study the spacetime Fourier transform Ft,x[E+] of the forward fundamental solution
E+ for ∂t − ∆. As we will see, this road will lead to yet another venue for the
computation of E+.

A naive first attempt to compute Ft,x[E+] may be to take the spacetime Fourier
transform of the equation (∂t −∆)E+ = δ0, which gives

(iτ + |ξ|2)Ft,x[E+] = 1.

This computation immediately tells us that Ft,x[E+] = (iτ + |ξ|2)−1 away from the
zero set of (iτ + |ξ|2) (which is just {0}), but it does not tell us the precise behavior
of Ft,x[E+] on the zero set.

In a sense, we should have foreseen this problem, because we did not use the for-
ward support condition (i.e., suppE+ ⊆ R1+d

+ ) at all! The preceding consideration
proves that all fundamental solutions have the same spacetime Fourier transform
away from the zero set of iτ + |ξ|2; their differences are all due to the subtle struc-
ture of the distributions near the zero set. In fact, this property holds for a general
constant coefficient partial differential operator.

To compute Ft,x[E+] rigorously, the idea is to introduce a natural approximation
to E+ that takes advantage of the forward support condition. More precisely, since
suppE+ ⊆ R1+d

+ , we have

lim
ε→0+

e−εtE+ = E+ in S ′(R1+d;C).

Note that

(∂t −∆)(e−εtE+) = −εe−εtE+ + e−εt(∂t −∆)E+ = −εe−εtE+ + δ0,

or equivalently,

(∂t + ε−∆)(e−εtE+) = δ0.

Taking the spacetime Fourier transform,

(iτ + ε+ |ξ|2)Ft,x[e−εtE+] = 1,

so that

Ft,x[e−εtE+] =
1

iτ + ε+ |ξ|2
=

1

i(τ − iε) + |ξ|2
.

For each ε > 0, the RHS is clearly locally integrable; one can also check that it is
in S ′(R1+d;C). Thus, we arrive at the following conclusion:

(9.9) Ft,x[E+] = lim
ε→0+

Ft,x[e−εtE+] = lim
ε→0+

1

i(τ − iε) + |ξ|2
.

Remark 9.5. If we started with the backward fundamental solution, i.e., (∂t −
∆)E− = δ0 with suppE− ⊆ (−∞, 0]× Rd, then the same procedure gives

Ft,x[E−] = lim
ε→0+

1

i(τ + iε) + |ξ|2
.

Remark 9.6. The correspondence of the analytic continuation property of the
Fourier transform to the lower [resp. upper] half-space and the forward [resp.
backward] support property of the original function is a special instance of classes
of results the so-called Paley–Wiener-type theorems.
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Observe that our derivation of (9.9) did not rely on any specific properties of
E+, except for the forward support condition and that E+ ∈ S ′(R1+d). In fact, the
expression (9.9) provides another (independent) starting point for the derivation
of the forward fundamental solution for the heat equation. We need the following
lemma:

Lemma 9.7. Let a ∈ H = {a ∈ C : Im a ≥ 0}. Then

lim
ε→0+

F−1
t

[
1

τ − iε− a

]
= i1(0,∞)(t)e

iat.

For those who are familiar with complex analysis, it is a nice exercise to try to
prove this identity directly using the Cauchy integral formula (see also Remark 9.6),
at least when t 6= 0. Here, we take a short cut and compute the Fourier transform
of the RHS, and then appeal to Theorem 8.8.

Proof. By Theorem 8.8, it suffices to show that

F [−i1(0,∞)(t)e
iat](τ) = lim

ε→0+

1

τ − iε− a
.

To compute the Fourier transform on the LHS, we use the approximation method.
Note that since Im a ≥ 0,

i1(0,∞)(t)e
−εteiat → −i1(0,∞)(t)e

iat

uniformly, and thus also in the sense of tempered distributions. Moreover, for each
fixed ε > 0, the LHS is in L1. Thus,

F [i1(0,∞)(t)e
iat](τ) = lim

ε→0+

∫
i1(0,∞)(t)e

−εteiate−iτt dt

= lim
ε→0+

i

∫ ∞
0

e−(ε−ia+iτ)t dt

= lim
ε→0+

i
1

ε− ia+ iτ

= lim
ε→0+

1

τ − iε− a
,

as desired. �

By (9.9) and the preceding lemma, we have

F [E+](t, ξ) = lim
ε→0+

F−1
t

[
1

i(τ − iε) + |ξ|2

]
= 1(0,∞)(t)e

−t|ξ|2 .

Now inverting the space Fourier transform F using Proposition 8.14, we again
obtain (9.8).

9.2. The Schrödinger equation. Next, we consider the initial value problem for
the Schrödinger equation:

(9.10)

{
(i∂t −∆)u = f in R+ × Rd = R1+d

+ ,

u = g on {0} × Rd = ∂R1+d
+ .

We will closely follow our discussion of the heat equation. As we will see, there are
a lot of algebraic similarities, but the actual natures are quite different.
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Representation formula in the homogeneous case. Taking the Fourier transform in
space, (9.10) becomes

(9.11)

{
i∂tû(t, ξ) + |ξ|2û(t, ξ) = f̂(t, ξ),

û(0, ξ) = ĝ(ξ).

As before, we begin with the homogeneous case f = 0. Solving the resulting
homogeneous first-order ODE for each fixed ξ ∈ Rd, we obtain

(9.12) û(t, ξ) = eit|ξ|
2

ĝ(ξ).

This formula looks very similar to (9.3) except for the factor of i in the exponential;
but of course, this makes a world of difference. For instance, in (9.3), each Fourier
coefficient (for ξ 6= 0) decreases exponentially to the future. In particular, for a
general element g ∈ L2, û(t, ξ) according to (9.3) is not even a tempered distribution
in t < 0 (this is related to the time-irreversility of the heat equation). On the other
hand, in (9.12), the amplitude of each Fourier coefficient remains same for all time.
Indeed, by the Plancherel theorem, we have the conservation of the total probability

‖u(t, ·)‖L2 = ‖û(t, ·)‖L2

(2π)−ddξ
= ‖ĝ(·)‖L2

(2π)−ddξ
= ‖g‖L2 .

Moreover, unlike (9.3), (9.12) makes perfect sense when t < 0 for any g ∈ L2.
Indeed, the equation (i∂t − ∆)u = 0 is time-reversible, in the sense that it is
invariant under the time-reversal symmetry u(t, x) 7→ u(−t, x).

Remark 9.8. With a bit of complex analysis, we can also compute the formula for
u in the physical space. We may write

u(t, ·) = K
(Sch)
t ∗ g,

where K
(Sch)
t (x) = F−1[eit|ξ|

2

]. By Proposition 8.14 and analytic continuation, we
have

K
(Sch)
t (x) = F−1[eit|ξ|

2

] =
1

(−4πit)
d
2

e
|x|2
4it for t > 0, x ∈ Rd,

where (−4πit)
1
2 is the square root of −4πit with the positive real part. Unlike (9.5),

note that K
(Sch)
t is not absolutely integrable, so the convergence K

(Sch)
t ⇀ δ0 in

S ′(Rd;C) as t → 0+ (which can be deduced from the Fourier transform) does not
follow from a usual approximation of the identity argument.

Representation formula in the inhomogeneous case. Applying Duhamel’s principle

to the ODE in the Fourier space (i.e., At = 1
i |ξ|

2 and F = 1(0,∞)(t)f̂ for f ∈
L1((0,∞);L2)) as well as (9.12), we obtain

û(t, ξ) = eit|ξ|
2

ĝ(ξ) +
1

i

∫ t

0

ei(t−s)|ξ|
2

f̂(s, ξ) ds.

Based on this formula, it is not difficult to prove the following result:

Theorem 9.9. The following statements hold:

(1) Existence. For g ∈ L2 and f ∈ L1
t ((0, T );L2), there exists a solution u ∈

Ct([0, T ];L2) to (9.10) such that

‖u(t)‖L2 ≤ ‖g‖L2 + ‖f‖L1
t ((0,t);L

2) for every t ≥ 0.

(2) Uniqueness. If u and v are solutions to (9.10) in Ct([0,∞);L2) with the same
f and g, then u = v.
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The proof is very similar to that for Proposition 9.1 and Theorem 9.3, so we
omit the details.

Remark 9.10. Applying Duhamel’s principle in the physical space, we obtain the
formula

u(t, x) = K
(Sch)
t ∗ g(x) +

1

i

∫ t

0

K
(Sch)
t−s ∗ f(s)(x) ds.

Forward fundamental solution for the Schrödinger equation. As in the case of the
heat equation, (??), which is a basic computation behind Duhamel’s principle,
suggests that the forward fundamental solution is given by

(9.13) E+(t, x) = 1(0,∞)(t)F−1[eit|ξ|
2

](x).

If we use Remark 9.8, we arrive at the formula

(9.14) E+(t, x) = 1(0,∞)(t)
−i

(−4πit)
d
2

e
|x|2
4it .

As remarked earlier, (9.14) algebraically resembles (9.8), but the nature of the
two forward fundamental solutions is very different.

• In contrast to the heat case, the Schrödinger forward fundamental solution E+(t, x)
is singular along the hyperplane {t = 0}. As a consequence, no regularity theorem
like [Eva10, Section 2.3, Theorem 8] is available.

• The Schrödinger forward fundamental solution E+(t, x) does not have a definite
sign, so no maximum principle like [Eva10, Section 2.3, Theorem 4] is available.

• Finally, the Schrödinger forward fundamental solution E+(t, x) is not integrable
in x for each fixed t > 0.

Because of the first and third properties, it takes much more work to justify taking
the convolution E+ ∗u (where suppu ⊆ {t ≥ L} for some L ∈ R) if we work purely
in the physical space.

The spacetime Fourier transform of the forward fundamental solution. As in the
case of the heat equation, the spacetime Fourier transform of the forward funda-
mental solution takes the form

(9.15) Ft,x[E+] = lim
ε→0+

Ft,x[e−εtE+] = lim
ε→0+

1

−(τ − iε) + |ξ|2
.

We note that an application of Lemma 9.7 leads to an alternative derivation of
(9.13).

9.3. The wave equation (optional). Finally, we re-consider the initial value
problem for the wave equation (7.1) using the Fourier transform.

Representation formula in the homogeneous case. Taking the Fourier transform in
space, (7.1) becomes

(9.16)


−∂2

t û(t, ξ)− |ξ|2û(t, ξ) = f̂(t, ξ),

û(0, ξ) = ĝ(ξ),

∂tû(0, ξ) = ĥ(ξ).
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As before, we begin with the homogeneous case f = 0. Solving the resulting
homogeneous second-order ODE −∂2

t û(t, ξ)− |ξ|2û(t, ξ) = 0 for each fixed ξ ∈ Rd,
we obtain

(9.17) û(t, ξ) = cos t|ξ|ĝ(ξ) +
sin t|ξ|
|ξ|

ĥ(ξ).

Duhamel’s principle for second-order evolutionary equations. To handle the inho-
mogeneous problem, we need to adapt our derivation of Duhamel’s principle to the
second-order time derivative18.

Consider now the abstract second-order evolutionary equation

(9.18) (∂2
t + ∂tAt + Bt)u = F,

where At =
∑
α aα(t, x)Dα and Bt =

∑
α bα(t, x)Dα do not involve any time

derivatives. For each fixed s ∈ R and (g, h) in some normed vector space X0 ×X1

of pairs of functions on Rd, suppose that there exists a solution S(t, s)[g, h] to the
initial value problem

(∂2
t + ∂tAt + Bt)(S(t, s)[g, h]) = 0, (S(s, s)[g, h], ∂tS(s, s)[g, h]) = (g, h),

such that (S(t, s)[g, h]∂tS(t, s)[g, h] ∈ Ct([s,∞);X0 ×X1). Then we have

(9.19)
(∂2
t + ∂tAt + Bt)(1(s,∞)(t)S(t, s)[g, h])

= ∂t(δ0(t− s)g) + δ0(t− s)A0g + δ0(t− s)h.

Accordingly, Duhamel’s formula for a second-order evolutionary equation takes the
form

uF (t, x) =

∫ ∞
−∞

1(s,∞)(t)S(t, s)[0, F (s)](x) ds

=

∫ s

−∞
S(t, s)[0, F (s)](x) ds.(9.20)

At least formally, we then have

(∂2
t + ∂tAt + Bt)u(t, x) =

∫ ∞
−∞

(∂2
t + ∂tAt + Bt)(1(s,∞)(t)S(t, s)[0, f(s)])(x) ds

=

∫ ∞
−∞

δ0(t− s)f(s, x) ds = f(t, x).

Moreover, if F ∈ L1
t ((a, b);X1), then provided that we have a quantitative estimate

for S(t, s)[g, h] of the form

(9.21) ‖S(t, x)[g, h]‖X0×X1
≤ C‖(g, h)‖X0×X1

,

where C is independent of t, s ∈ [a, b] and (g, h) ∈ X0 ×X1, we have (uF , ∂tuF ) ∈
Ct([a, b];X0 ×X1),

uF (t, x) =

∫ t

a

S(t, s)[0, F (s)](x) ds for a ≤ t ≤ b,

and (uF , ∂tuF )(a, x) = 0.

18For an alternative approach that still relies on Duhamel’s principle for first-order evolutionary
equations, see Remark 9.12.
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9.3.1. Representation formula in the inhomogeneous case. Let f ∈ L1
t ((0, T );L2).

Applying Duhamel’s formula to the ODE (9.16) in the Fourier space (i.e., we take

At = 0 and Bt = |ξ|2 and F = 1(0,T )(t)f̂) to take case of the inhomogeneity f , and
using (9.3) for the remainder, we arrive at the formula

(9.22) û(t, ξ) = cos t|ξ|ĝ(ξ) +
sin t|ξ|
|ξ|

ĥ(ξ)−
∫ t

0

sin(t− s)|ξ|
|ξ|

f̂(s, ξ) ds.

Based on this formula, we obtain the following result:

Theorem 9.11. Define the (L2-Sobolev) space H1 = {g : g ∈ L2, ∂jg ∈ L2 for all j}
equipped with the norm ‖g‖2H1 = ‖g‖2L2 +

∑d
j=1 ‖∂jg‖2L2 .

(1) Existence. For (g, h) ∈ H1×L2 and f ∈ L1
t ((0, T );L2), there exists a solution

u to (7.1) such that (u, ∂tu) ∈ Ct([0, T ];H1 × L2) and for every 0 ≤ t ≤ T ,

‖Du(t)‖L2 ≤ ‖Dg‖L2 + ‖h‖L2 + ‖f‖L1
t ((0,t);L

2)

‖∂tu(t)‖L2 ≤ ‖Dg‖L2 + ‖h‖L2 + ‖f‖L1
t ((0,t);L

2)

‖u(t)‖L2 ≤ ‖g‖L2 + t‖h‖L2 + t‖f‖L1
t ((0,t);L

2).

(2) Uniqueness. If u and v are solutions to (7.1) such that (u, ∂tu), (v, ∂tv) ∈
Ct([0,∞);H1 × L2) with the same f , g and h, then u = v.

Proof. Part (1) is easily proved by defining û via (9.22) and using Theorem 8.8.
For Part (2), note that w = u−v solves the homogeneous equation with (w, ∂tw) ∈
Ct(H

1 × L2) and (w, ∂tw)(0) = 0. We have

(∂2
t + |ξ|2)ŵ(t, ξ) = 0

in the sense of distributions. By factoring (∂2
t + |ξ|2) = (∂t − |ξ|)(∂t + |ξ|), we see

that

∂t

(
eit|ξ|(∂t + |ξ|)ŵ(t, ξ)

)
= 0

in the sense of distributions. By (w, ∂tw)(0) = 0, it follows that the expression
inside the parenthesis is zero, i.e.,

eit|ξ|(∂t + |ξ|)ŵ(t, ξ) = 0.

But then we have

∂t

(
e−it|ξ|ŵ(t, ξ)

)
= 0

in the sense of distributions. Again using (w, ∂tw)(0) = 0, it follows that the
expression inside the parenthesis is zero, which implies ŵ = 0 as desired. �

Remark 9.12 (The first-order formulation of the wave equation). Taking a cue from
the ODE theory, an alternative way to prove the preceding result is to reformulate
the wave equation as a first-order evolutionary system. We briefly sketch the key
computations, which are often useful in practice.

One begins by introducing the variables (u0, u1) = (u, ∂tu) and rewriting the
wave equation �u = f in the following fashion:

∂t

(
u0

u1

)
=

(
0 1
∆ 0

)(
u0

u1

)
−
(

0
f

)
.

Taking the space Fourier transform, we obtain

∂t

(
û0

û1

)
=

(
0 1
−|ξ|2 0

)(
û0

û1

)
−
(

0

f̂

)
.
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Now this is a system of first-order ODEs. If we diagonalize the above 2× 2-matrix,
we arrive at

∂t

(
û+

û−

)
=

(
i|ξ| 0
0 −i|ξ|

)(
û+

û−

)
−

(
1

2i|ξ| f̂

− 1
2i|ξ| f̂

)
.

where

û± =
1

2
û0 ±

1

2i|ξ|
û1.

Each (decoupled) first-order equation for û± closely resembles the Schödinger equa-
tion. Formula (9.22) and Theorem 9.11 can be alternatively proved by studying
these equations, proceeding similarly as in the case of the Schrödinger equation.

Forward fundamental solution for the wave equation via the Fourier transform.
Here, we give an alternative derivation of the forward fundamental solution for the
wave equation using the Fourier transform when d ≥ 2. For this computation, we
need the formula (8.19) and a little bit of complex analysis.

As it can be read off from the derivation of Duhamel’s principle, the forward
fundamental solution takes the form

(9.23) E+(t, x) = −1(0,∞)(t)F−1

[
sin t|ξ|
|ξ|

]
.

Let us write K̂t(ξ) = sin t|ξ|
|ξ| , and consider the approximation

K̂ε
t (ξ) = e−ε|ξ|

sin t|ξ|
|ξ|

.

Clearly, K̂ε
t → K̂t uniformly, and thus also as tempered distributions, as ε → 0.

Therefore,

F−1

[
sin t|ξ|
|ξ|

]
= lim
ε→0+

F−1
[
K̂ε
t

]
.

A key advantage of the new RHS is that for each fixed ε > 0, K̂ε
t ∈ L1, so we can

use the pointwise definition of the inverse Fourier transform, i.e.,

F−1
[
K̂ε
t

]
(x) =

∫
e−ε|ξ|

sin t|ξ|
|ξ|

eiξ·x
dξ

(2π)d

=

∫
e−(ε−it)|ξ| − e−(ε+it)|ξ|

2i|ξ|
eiξ·x

dξ

(2π)d

=
1

2i

∫ ε+it

ε−it

∫
e−s|ξ|eiξ·x dξ ds.

For the inner integral, for s ∈ C such that Re s > 0, if we let (s2 + |x|2)
1
2 be the

square root of s2 + |x|2 with the positive real part, then∫
e−s|ξ|eiξ·x dξ =

Γ
(
d+1

2

)
π
d+1
2

s

(s2 + |x|2)
d+1
2

.

Indeed, this identity is exactly (8.19) when s lies on the positive real axis. Moreover,
both sides define holomorphic functions on {Re s > 0} that agree on the positive
real axis; hence the identity follows. It follows that

F−1
[
K̂ε
t

]
(x) =

1

2i

Γ
(
d+1

2

)
π
d+1
2

∫ ε+it

ε−it

s

(s2 + |x|2)
d+1
2

ds.
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For d > 1, we have

F−1
[
K̂ε
t

]
(x) = − 1

4i

Γ
(
d−1

2

)
π
d+1
2

(
1

(−(t− iε)2 + |x|2)
d−1
2

− 1

(−(t+ iε)2 + |x|2)
d−1
2

)
.

Thus,

E+(t, x) = lim
ε→0+

1(0,∞)(t)
1

4i

Γ
(
d−1

2

)
π
d+1
2

(
1

(−(t− iε)2 + |x|2)
d−1
2

− 1

(−(t+ iε)2 + |x|2)
d−1
2

)
.

Finally, note that the RHS defines a distribution on R1+d that is homogeneous of
degree −d + 1 that clearly vanishes in the open set {|x|2 > t2} ∪ {t < 0}. From
these properties, as well as Lemma 6.8, we see that

E+(t, x) = lim
ε→0+

1(0,∞)(t)
1

4i

Γ
(
d−1

2

)
π
d+1
2

(
1

(−t2 + |x|2 + iε)
d−1
2

− 1

(−t2 + |x|2 − iε) d−1
2

)
.

We now use the identity

lim
ε→0+

((s+ iε)a − (s− iε)a) = 2i sin(aπ)Γ(1 + a)χa−(s),

which follows by first verifying both sides for Re a > 0, and then observing that both
sides are entire in a. (To see that sin(aπ)Γ(1+a) is analytic, use Γ(−a)Γ(1−(−a)) =

π
sin((−a)π) .) It follows that

E+(t, x) = 1(0,∞)(t)
sin(−d−1

2 π)

2

Γ
(
d−1

2

)
Γ
(
1− d−1

2

)
π
d+1
2

χ
− d−1

2
− (−t2 + |x|2)

= −1(0,∞)(t)
1

2π
d−1
2

χ
− d−1

2
+ (t2 − |x|2).

The spacetime Fourier transform of the forward fundamental solution. Proceeding
as in the case of the heat equation, it is not difficult to see that the spacetime
Fourier transform of the forward fundamental solution takes the form

Ft,x[E+] = lim
ε→0+

Ft,x[e−εtE+] = lim
ε→0+

1

(τ − iε)2 − |ξ|2

= lim
ε→0+

1

2|ξ|

(
1

τ − iε− |ξ|
− 1

τ − iε+ |ξ|

)
.

Let us note that, by this formula and Lemma 9.7, we obtain an alternative derivation
of the formula for F [E+](t, ξ) that does not involve solving the second-order ODE
in t. Indeed,

F [E+](t, ξ) = F−1
t Ft,x[E+](t, ξ)

= lim
ε→0+

1

2|ξ|
F−1
t

[(
1

τ − iε− |ξ|
− 1

τ − iε+ |ξ|

)]
(t)

=
i

2|ξ|
1(0,∞)(t)(e

i|ξ|t − e−i|ξ|t)

= −1(0,∞)(t)
sin t|ξ|
|ξ|

.

The remaining space Fourier transform, in term, can be inverted following the
procedure outlined in the preceding part.
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Without going into the details, let us point out other fundamental solutions to
the wave equation (which are all tempered distributions whose Fourier transform
agrees with 1

τ2−|ξ|2 outside the cone {(τ, ξ) : τ2 = |ξ|2}) that naturally arise in

applications. For instance, the backward fundamental solution takes the form

Ft,x[E−] = lim
ε→0+

Ft,x[eεtE−] = lim
ε→0+

1

(τ + iε)2 − |ξ|2
.

Another example is the following fundamental solution (called the Feynman prop-
agator), which is of importance in quantum field theory:

Ft,x[EF ] = lim
ε→0+

1

τ2 + iε− |ξ|2
.
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10. Energy method, Part I: A-priori estimates

The energy method, at the rudimentary level, is a way of proving a-priori esti-
mates by multiplying the PDE by a suitable function (multiplier) and then integrat-
ing by parts. Here, an a-priori estimate refers to an estimate (which is synonymous
with “inequality” in analysis) for a solution to the PDE that is a-priori assumed
to exist.

Thanks to the simplicity and concreteness of the procedure, the energy method
tends to be robust, i.e., the method often goes through even when the PDE has
variable coefficients, or when it is nonlinear. This point is a decisive advantage
over the previous methods (fundamental solution, Fourier transform)! On the other
hand, a drawback of the energy method is that it is less clear what the a-priori
estimates tell you about the features of the solution; nor is it immediately clear
whether a-priori estimate have anything to do with the important question of the
existence of a solution. However, these points will be remedied to a large extent by
studying the Sobolev spaces in the next part of the course. Another difficulty with
the energy method, which in practice is the more serious one, is that there is no
general recipe for finding a good multiplier that leads to nice a-priori estimates for
a given PDE.

Because of the last point, it is challenging (and probably counter-productive) to
give a systematic and general description of this method. Instead, we will content
ourselves here by seeing the method in action for model constant-coefficient second-
order PDEs that we considered so far.

10.1. Laplace equation. Consider a solution u to the Dirichlet problem

(10.1)

{−∆u = f in U,

u = g on ∂U.

The uniqueness of the solution to (10.1) (under suitable regularity conditions)
was proved in Theorem 4.12 using the maximum principle. As an instance of the
energy method, we will give an alternative proof of the uniqueness result (with
minor differences in the regularity assumptions).

Proposition 10.1. Let U be a bounded C1 domain, f ∈ C0(U) and g ∈ C0(∂U).
The solution u to (10.1) with u ∈ C2(U) is unique.

Proof. Let u1, u2 ∈ C2(U) be solutions to (10.1); then v = u2−u1 belongs to C2(U)
and solves {−∆v = 0 in U,

v = 0 on ∂U.

It remains to show that v = 0 in U .
Let us multiply the equation by v and integrate by parts (i.e., apply the diver-

gence theorem) over U . We have

0 =

∫
U

−∆vv dx

=

∫
U

Dv ·Dv dx−
∫
∂U

ν∂U ·Dv v dS∂U .

The boundary integral is zero thanks to the boundary condition v = 0 on ∂U .
Thus,

∫
U
|Dv|2 dx = 0, which implies that v is a constant in U . Invoking v = 0 on

∂U again, it follows that v = 0 in U as desired. �
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10.2. Heat equation. Consider a solution u to the initial value problem

(10.2)

{
∂tu−∆u = f in (0,∞)t × Rd

u = g on {t = 0}.
To simplify the notation, in this subsection we adopt the convention that Dα only
contains space derivative.

As in the case of the Laplace equation, it turns out that it is again a good idea
to multiply the equation by u and integrate by parts.

Proposition 10.2. Let f ∈ L1
t ((0, T );L2(Rd)) and g ∈ L2(Rd). The solution u to

(10.2) with u ∈ Ct([0, T ];L2(Rd)) and Du ∈ L2((0, T ) × Rd) is unique. Moreover,
there exist C > 0 such that

(10.3)

sup
t∈[0,T ]

‖u(t)‖L2(Rd) + ‖Du‖L2((0,T )×Rd)

≤ C
(
‖g‖L2(Rd) + ‖f‖L1((0,T );L2(Rd))

)
.

Proof. The key part of the proof is nothing but multiplication of the equation by
u and integrating by parts for a “sufficiently nice” solution u. Since this is the
first time we see an argument of this sorts, we will provide more details on the
approximation procedure, which allows us to deduce the general case from the
computation for “sufficiently nice” solutions.

Let us begin by proving (10.3) under the additional assumption that u ∈ C∞([0, T ]×
Rd) and for some R > 0, suppu(t) ⊂ B(0, R) for every 0 ≤ t ≤ T . Multiplying the
equation by u and integrating by parts on (0, t)× Rd, we obtain∫ t1

t0

∫
fudxdt =

∫ t1

t0

∫
(∂tu)u− (∆u)udxdt

=
1

2

∫ t1

t0

∫
∂t|u|2 dxdt+

∫ t1

t0

∫
|Du|2 dxdt

=
1

2
‖u(t1)‖2L2(Rd) −

1

2
‖u(t0)‖2L2(Rd) + ‖Du‖2L2((t0,t1)×Rd),

where we used the extra regularity assumption to justify all the manipulations,
and no boundary terms arose in the second equality thanks to the extra support
assumption on u. Rearranging terms, taking t0 → 0+ and taking the supremum in
t1 ∈ [0, T ], we obtain

1

2
sup

t∈(0,T )

‖u(t)‖2L2(Rd) + ‖Du‖2L2((0,T )×Rd) ≤
1

2
‖u(0)‖2L2(Rd) +

∫ T

0

|fu|dxdt.

Applying Hölder’s inequality and Young’s inequality, the last term can be estimated
as ∫ T

0

|fu|dxdt ≤ ‖f‖L1((0,T );L2(Rd)) sup
t∈(0,T )

‖u(t)‖L2(Rd)

≤ ‖f‖2L1((0,T );L2(Rd)) +
1

4
sup

t∈(0,T )

‖u(t)‖2L2(Rd).

Absorbing the last term into the term 1
2 supt∈(0,T ) ‖u(t)‖2L2(Rd) on the LHS, we

arrive at (10.3).
In the general case, we approximate u by uε’s satisfying the extra assump-

tions. For this purpose, let us introduce a mollifier ϕ ∈ C∞c (R1+d) such that
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ϕ = 1 and suppϕ ⊂ (−1, 1) × B(0, 1). For each ε > 0, we define19 ϕε(t, x) =

ε−d−2ϕ(ε−2t, ε−1x). Let us also introduce a smooth cutoff χ ∈ C∞(Rd) such that
χ = 1 on B(0, 1

4 ) and suppχ ⊂ B(0, 1
2 ). On the subset [ε2, T − ε2]× Rd, we define

uε = ϕε ∗ (χ(εx)u)|[ε2,T−ε2]×Rd .

It is not difficult to see that, for ε � 1, uε obeys the additional conditions on
[ε2, T − ε2] × Rd with R = ε−1. Moreover, for any compact interval J ⊆ (0, T ), as
ε→ 0, using the original assumptions u ∈ Ct([0, T ];L2) and Du ∈ L2((0, T )×Rd),
it is possible to check that

uε → u in Ct(J ;L2(Rd)),

Duε → Du in L2(J × Rd),
uε(ε

2)→ g in L2,

(∂t −∆)uε → f in L1(J ;L2(Rd)).

Combined with (10.3) for uε on [ε2, T − ε2]×Rd, the desired estimate (10.3) in the
general case follows.

Finally, the uniqueness assertion follows from the application of (10.3) to the
difference of two solutions (in which case f = g = 0, so u = 0). �

Another idea that works well in conjunction with the energy method is to com-
mute the equation with an operator Y , and apply the energy method to Y u to
derive new a-priori estimates. In the case of a constant-coefficient operator P, one
good choice is Y = Dα, since such an operator commutes with P.

More concretely, in the case of the heat equation, note that Dα(∂t − ∆) =
(∂t −∆)Dα. If u solves (10.2), then Dαu solves{

(∂t −∆)Dαu = Dαf in R1+d
+ ,

Dαu = g on R1+d
+ = {t = 0}.

(Recall our convention that Dα only consists of space derivatives!)
Applying Proposition 10.2 to Dαu, we obtain a-priori estimates for higher-order

derivatives of u.

Proposition 10.3. Let Dαf ∈ L1
t ((0, T );L2(Rd)) and Dαg ∈ L2(Rd) for all |α| ≤

k. Then the unique solution u to (10.2) with u ∈ Ct([0, T ];L2(Rd)) and Du ∈
L2
t ((0, T )×Rd) also obeys Dαu ∈ Ct([0, T ];L2(Rd)) and DDαu ∈ L2((0, T )×Rd).

Moreover, there exist C > 0 depending only on k such that

(10.4)

∑
α:|α|≤k

(
sup
t∈[0,T ]

‖Dαu(t)‖L2(Rd) + ‖DDαu‖L2((0,T )×Rd)

)

≤ C
∑

α:|α|≤k

(
‖Dαg‖L2(Rd) + ‖Dαf‖L1((0,T );L2(Rd))

)
.

We omit the straightforward proof.

19Although not strictly necessary, we adopted the natural scaling for the heat equation, which
is (t, x) 7→ (λ−2t, λ−1x).
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10.3. Schrödinger equation (optional). Consider a solution u to the initial
value problem

(10.5)

{
i∂tu−∆u = f in (0,∞)t × Rd

u = g on {t = 0}.

As in Section 10.3, in this subsection we again adopt the convention that Dα only
contains space derivative.

Multiplying by −iu, taking the real part and integrating by parts, we obtain the
following result (which is analogous to Proposition 10.2).

Proposition 10.4. Let f ∈ L1
t ((0, T );L2(Rd)) and g ∈ L2(Rd). The solution u to

(10.5) with u ∈ Ct([0, T ];L2(Rd)) is unique. Moreover, there exist C > 0 such that

(10.6) sup
t∈[0,T ]

‖u(t)‖L2(Rd) ≤ C
(
‖g‖L2(Rd) + ‖f‖L1((0,T );L2(Rd))

)
.

Proof. Since the proof is very similar to Proposition 10.2, we will only present the
formal integration by parts argument (i.e., assuming that u is sufficiently regular
to make sense of each manipulation, and also that u(t) is compactly supported for
each t so that no boundary terms arise). Multiplying the equation by −iu, taking
the real part and integrating by parts on (t0, t1)× Rd, we obtain∫ t1

t0

∫
Re(−ifu) dxdt =

∫ t1

t0

∫
Re(∂tuu) + Re(−∆u(−i)u) dxdt

=

∫ t1

t0

∫
1

2
∂t|u|2 − Im(∆uu) dxdt

=

∫ t1

t0

∫
1

2
∂t|u|2 + Im(Du ·Du) dxdt

=
1

2
‖u(t1)‖2L2(Rd) −

1

2
‖u(t0)‖2L2(Rd).

Using this identity and proceeding similarly as in Proposition 10.2, the present
proposition follows. �

Commuting the equation withDα, and then applying Proposition 10.4, we obtain
the following a-priori estimates for higher-order derivatives of u.

Proposition 10.5. Let Dαf ∈ L1
t ((0, T );L2(Rd)) and Dαg ∈ L2(Rd) for all |α| ≤

k. Then the unique solution u to (10.5) with u ∈ Ct([0, T ];L2(Rd)) also obeys
Dαu ∈ Ct([0, T ];L2(Rd)). Moreover, there exist C > 0 depending only on k such
that
(10.7)∑
α:|α|≤k

sup
t∈[0,T ]

‖Dαu(t)‖L2(Rd) ≤ C
∑

α:|α|≤k

(
‖Dαg‖L2(Rd) + ‖Dαf‖L1((0,T );L2(Rd))

)
.

10.4. Wave equation. Consider a solution φ to the initial value problem

(10.8)

{
�φ = f in (0,∞)t × Rd

(φ, ∂tφ) = (g, h) on {t = 0},

where we remind the reader that �φ = (−∂2
t + ∆)φ.

In this case, it will be useful to start with the following divergence identity, which
is called the local conservation of energy.
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Proposition 10.6. Let φ be a smooth solution to �φ = f . We have

(10.9) ∂t

1

2
(∂tφ)2 +

1

2

∑
j

(∂jφ)2

+
∑
j

∂j(∂jφ∂tφ) = −f∂tφ.

Proof. The idea is to multiply the equation by ∂tφ and try to mimic the proof of
integration by parts (some people call this “differentiation by parts”). The goal is to
ensure that there are no terms with two derivatives, except those in the divergence
of some expression.

We begin by writing

f∂tφ = (−∂2
t φ+ ∆φ)∂tφ

= −∂2
t φ∂tφ+

∑
j

∂2
jφ∂tφ

The first term can be rewritten as a divergence, i.e., −∂2
t φ∂tφ = −∂t( 1

2 (∂tφ)2). For
the second term, we first move ∂j to ∂tφ up to a divergence, and then proceed like
the first term: ∑

j

∂2
jφ∂tφ =

∑
j

∂j(∂jφ∂tφ)− ∂jφ∂t∂jφ

=
∑
j

∂j(∂jφ∂tφ)− ∂t

1

2

∑
j

(∂jφ)2

 .

In conclusion,

−f∂tφ = ∂t

1

2
(∂tφ)2 +

1

2

∑
j

(∂jφ)2

+
∑
j

∂j(∂jφ∂tφ),

which is precisely the desired divergence identity. �

By integrating (10.9) on spacetime slabs of the form (t0, t1) × Rd and applying
the divergence theorem, we easily obtain the following analogue of Propositions 10.2
and 10.4.

Proposition 10.7. Let f ∈ L1
t ((0, T );L2(Rd)) and Dg, h ∈ L2(Rd). The solution

φ to (10.8) with Dφ, ∂tφ ∈ Ct([0, T ];L2(Rd)) is unique. Moreover, there exist C > 0
such that

(10.10)
sup
t∈[0,T ]

(
‖Du(t)‖L2(Rd) + ‖∂tu(t)‖L2(Rd)

)
≤ C

(
‖Dg‖L2(Rd) + ‖h‖L2(Rd) + ‖f‖L1((0,T );L2(Rd))

)
.

Proof. Since the proof is very similar to Propositions 10.2 and 10.4, we will only
present the formal argument. Assume that φ is smooth and u(t, ·) is compactly
supported for each t. Starting from (10.9), integrating over (0, t)×Rd and applying
the divergence theorem, we obtain∫

{t}×Rd

1

2
|∂tφ|2 +

1

2

∑
j

|∂jφ|2
 dx



150 SUNG-JIN OH

=

∫
{0}×Rd

1

2
|∂tφ|2 +

1

2

∑
j

|∂jφ|2
 dx+

∫ t

0

∫
Rd

(−f)∂tφ dxdt′.

where no spatial boundary terms arise thanks to the support assumption. The de-
sired inequality now follows by a Cauchy–Schwarz argument as in Proposition 10.2.
Moreover, again as in Proposition 10.2, the general case follows by an approxima-
tion argument. �

Commuting the equation withDα, and then applying Proposition 10.4, we obtain
the following a-priori estimates for higher-order derivatives of u.

Proposition 10.8. Let Dαf ∈ L1
t ((0, T );L2(Rd)) and DDαg,Dαh ∈ L2(Rd) for

all |α| ≤ k. Then the unique solution φ to (10.8) with Dφ, ∂tφ ∈ Ct([0, T ];L2(Rd))
also obeys DDαφ,Dα∂tφ ∈ Ct([0, T ];L2(Rd)). Moreover, there exist C > 0 depend-
ing only on k such that

(10.11)

∑
α:|α|≤k

sup
t∈[0,T ]

(
‖DDαu(t)‖L2(Rd) + ‖∂tDαu(t)‖L2(Rd)

)
≤ C

∑
α:|α|≤k

(
‖DDαg‖L2(Rd) + ‖Dαh‖L2(Rd) + ‖Dαf‖L1((0,T );L2(Rd))

)
.

Finally, the local conservation of energy (10.9) leads to a simple proof the finite
speed of propagation for the wave equation. To formulate this result, given r > 0
and x0 ∈ Rd, we introduce the notation

D(Br(x)) = {(t, x) ∈ R1+d : t > 0, |x− x0| < r − t}.
The region D(Br(x)) is called the domain of dependence of the initial ball {0} ×
Br(x0). Geometrically, it is the cone with aperture 90◦ (or half angle 45◦) and base
Br(x0). Finite speed of propagation says, roughly, that a solution φ to (10.8) is
uniquely determined in D(Br(x0)) by the initial data on Br(x0) and f in D(Br(x0));
see also Proposition 10.9 below. This is a rigorous formulation of the property that
the data at (s, y) cannot affect φ(t, x) unless (t, x) can be reached from (s, y) by a
ray of speed ≤ 1.

For simplicity, we take φ to be very regular in the following result, but we remark
that it can be easily improved if desired.

Proposition 10.9 (Finite speed of propagation). Consider φ in C2(D(Br(x0)))∩
C1(D(Br(x0))). Let φ solve the homogeneous wave equation �φ = 0 in D(Br(x0))
and obey (φ, ∂tφ) = (0, 0) on {0} ×Br(x0). Then φ = 0 in D(Br(x0)).

Proof. Without loss of generality, we may set x0 = 0. For this proof, we introduce
the following pieces of notation:

St0 = D(Br(0)) ∩ {t = t0} = {t0} ×Br−t0(0),

Ct0,t1 = D(Br(0)) ∩ {t0 < t < t1} = {(t, x) : t0 < t < t1, |x| < r − t},
∂latCt0,t1 = {(t, x) : t0 < t < t1, |x| = r − t}.

Here, ∂lat refers to the lateral boundary of the cone. Fix t1 < r. Integrating (10.9)
over C0,t1 and using the divergence theorem, we obtain∫

St1

1

2
|∂tφ|2 +

1

2

∑
j

|∂jφ|2
 dx =

∫
S0

1

2
|∂tφ|2 +

1

2

∑
j

|∂jφ|2
 dx
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−
∫
∂latC0,t1

ν · e dσ,

where ν is the outward unit normal to C0,t1 and

e =

1

2
|∂tφ|2 +

1

2

∑
j

|∂jφ|2, ∂1φ∂tφ, . . . , ∂dφ∂tφ

 ,

so that (10.9) is equivalent to dive = 0. By elementary geometry, we have

ν =
1√
2

(
1,
x1

|x|
, . . . ,

xd

|x|

)
.

Hence, the integral on ∂latC0,t1 takes the form∫
∂latC0,t1

ν · e dσ =
1√
2

∫
∂latC0,t1

1

2
|∂tφ|2 +

1

2

∑
j

|∂jφ|2
+

x

|x|
·Dφ∂tφ dσ.

By the inequality 2ab ≤ a2 + b2 and Cauchy–Schwarz, we have∣∣∣∣ x|x| ·Dφ∂tφ
∣∣∣∣ ≤ 1

2

(
| x
|x|
·Dφ|2 + |∂tφ|2

)
≤ 1

2

(
|Dφ|2 + |∂tφ|2

)
.

Therefore, it follows that ∫
∂latC0,t1

ν · e dσ ≥ 0,

and by the integrated energy identity and our assumptions on S0 = {t = 0}×Br(0),∫
St1

1

2
|∂tφ|2 +

1

2

∑
j

|∂jφ|2
 dx ≤

∫
S0

1

2
|∂tφ|2 +

1

2

∑
j

|∂jφ|2
 dx = 0.

Since this inequality holds for every 0 < t1 < r, it follows that φ is constant in
D(Br(0)), which must be zero by the assumption φ = 0 on S0. �
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11. Sobolev spaces

Recall that the energy method typically gives an a-priori estimate for the solution
of a PDE of the form

(11.1)
∑

α:|α|≤k

‖Dαu‖Lp(U) ≤ C(Data).

Given such estimates, a natural question is: Can we convert the control of such a
form into the control of other norms of u? For instance, can we control the pointwise
values of u through such a control?

The answer is clearly yes in the one-dimensional case. For instance, if u is a
smooth function supported in a compact interval I, by the fundamental theorem
of calculus and Hölder’s inequality

sup
x∈I
|u(x)| ≤ sup

x∈I
|
∫ x

−∞
u′(x′) dx′| ≤ ‖u′(x)‖L1(I) ≤ |I|

p−1
p ‖u′‖Lp(I).

By the same method, we may even obtain a control of the modulus of continuity:
for x > y, we have

|u(x)− u(y)| ≤
∫ y

x

|u′(x′)|dx′ ≤ |x− y|
p−1
p ‖u′‖Lp(I).

The multi-dimensional generalization of the above inequalities are called Sobolev
inequalities. These will be one of the main topics that we cover in this part (Sec-
tion 11.5). The most natural setting for such inequalities is the (vector) space of
functions u such that the LHS of (11.1) is finite, equipped with the norm given (es-
sentially) by the LHS of (11.1); this space is called the Sobolev space with regularity
index k and integrability index p.

Another motivation for studying the Sobolev spaces that they provide a nice
infinite-dimensional vector space (i.e., functional-analytic) framework that allows
us to convert a-priori estimates for (hypothetical) solutions, of which energy es-
timates are key examples, to statements about the existence of such solutions.
Roughly speaking, the story is as follows. In finite-dimensional linear algebra, we
know that the image of a linear operator P (i.e., existence of u such that Pu = f)
is closely related to kernel of the adjoint operator P ′ (i.e., the degree of failure of
uniqueness of P ′φ = 0), i.e., imP = (kerP ′)⊥. If we are able to extend this idea
to the setting of a linear partial differential operator P between suitable function
spaces (i.e., infinite-dimensional vector spaces), then we would be able to charac-
terize the f ’s for which there exist a u such that for Pu = f by characterizing
kerP ′, which is the set of all solutions to P ′u = 0. This is roughly how a-priori es-
timates for solutions to a PDE problem (formalized as P ′u = 0) leads to existence
results20. The relevant tools and concepts are Rellich–Kondrachov compactness
theorem (Section 11.6) and characterization of dual Sobolev spaces (Section 11.8).

11.1. Definitions and basic properties.

Definition 11.1 (Sobolev spaces). Let k be a nonnegative integer and 1 ≤ p ≤ ∞.
We define the Sobolev space with regularity index k and integrability index p by

W k,p(U) = {u ∈ D′(U) : Dαu ∈ Lp(U) for all α, |α| ≤ k}.
20Note that we used the other side of this idea to motivate the derivation of representation

formulae (which are expressions of uniqueness) from a fundamental solution (which is, at first,

motivated by the existence problem)!
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We equip the space W k,p(U) with the norm21

‖u‖Wk,p(U) :=


(∑

α:|α|≤k ‖Dαu‖pLp
) 1
p

when 1 ≤ p <∞,∑
α:|α|≤k ‖Dαu‖L∞ when p =∞.

(Indeed, it is easy to check that the RHS defines a norm.)
As usual for a normed vector space, we will say that uj → u in W k,p(U) as

j →∞ if

‖uj − u‖Wk,p(U) → 0 as j →∞.

Note that any u ∈ C∞c (U) is clearly an element of W k,p(U). We define W k,p
0 (U)

to be the closure of C∞c (U) in W k,p(U), i.e.,

W k,p
0 (U) := {u ∈W k,p(U) : ∃uj ∈ C∞c (U) s.t. uj → u in W k,p(U) as j →∞}.

The space W k,p
0 (U) should be understood as a closed subspace of W k,p(U) that

consist of functions whose “boundary values on ∂U vanish up to all relevant orders”.
When p = 2, ‖·‖Wk,2(U) is derived from an inner product in the sense that

‖u‖2Wk,2(U) = 〈u, u〉Wk,2(U), 〈u, v〉Wk,2 :=
∑

α:|α|≤k

∫
U

Dαu ·Dαv dx.

As we will see soon, W k,2(U) will be a Hilbert space with respect to 〈·, ·〉Wk,2(U).
Accordingly, we will use the notation

Hk(U) := W k,2(U), Hk
0 (U) := W k,2

0 (U), 〈·, ·〉Hk(U) := 〈·, ·〉Wk,2(U).

Some basic properties of the Sobolev spaces are as follows.

Proposition 11.2. Let k be a nonnegative integer, 1 ≤ p ≤ ∞ and U a domain in
Rd.

(1) The normed space (W k,p(U), ‖·‖Wk,p(U)) is complete, i.e., it is a Banach space.

(2) The inner product space (Hk(U), 〈·, ·〉Hk(U)) is complete, i.e., it a Hilbert space.

(3) A function u belongs to Hk(Rd) if and only if ‖(1 + |ξ|2)
k
2 û(ξ)‖L2 ∈ L2(Rd).

Moreover, there exists a constant C, depending only on the dimension d and k,
such that for any u ∈ Hk(Rd),

C−1‖u‖Hk(Rd) ≤ ‖(1 + |ξ|2)
k
2 û(ξ)‖L2(Rd) ≤ C‖u‖Hk(Rd).

Parts (1) and (2) are easy consequences of the completeness of Lp; see [Eva10,
Section 5.2, Theorem 2] for a detailed proof. Part (3) follows from basic properties
of the Fourier transform; see [Eva10, Section 5.8, Theorem 8].

11.2. Approximation results. A general element u ofW k,p(U) is a fairly abstract
object, which is cumbersome to work with directly. In this subsection, we will
discuss a number of results that allows us to approximate u by smooth functions.

One basic tool for proving approximation results is the idea of mollifiers, which
we already encountered in the context of distribution theory. The gist of the mol-
lifier method was as follows: Let ϕ be a smooth compactly supported function on
Rd such that

∫
ϕ = 1. For each ε > 0, define ϕε(x) := ε−dϕ(ε−1x) (which are called

mollifiers). Then for any u ∈ D′(Rd), the family {ϕε∗u} provides an approximation

21As usual, the sum
∑
α:|α|≤k includes α = 0, where |0| = 0 and D0u = u.



154 SUNG-JIN OH

of u by smooth functions, in the sense that ϕε ∗ u ∈ C∞(Rd) for each ε > 0 and
ϕε ∗ u→ u in D′(Rd) as ε→ 0.

Let us now prove that ϕε ∗u is also a good approximation of u for u ∈W k,p(Rd).
The essential analytic fact we need is as follows. For y ∈ Rd and any u ∈ L1

loc(Rd),
define the translation (by y) operator22

τyu(x) := u(x− y).

Lemma 11.3. For any 1 ≤ p <∞, the mapping y 7→ τy is continuous as a linear
map on Lp(Rd); equivalently, for any u ∈ Lp(Rd),
(11.2) ‖τyu− u‖Lp(Rd) → 0 as y → 0.

Proof. To show the continuity of the mapping y 7→ τy, it suffices to verify its
continuity at 0 thanks to the property τyτz = τzτy = τy+z. In other words, for each
fixed ε > 0, we wish to show the existence of δ > 0 such that ‖τyu− u‖Lp(Rd) < ε for

|y| < δ. Using the basic fact that C0(Rd) (i.e., the space of continuous, compactly
supported functions) is dense in Lp(Rd) for 1 ≤ p <∞, we can find v ∈ C0(Rd) such
that ‖v − u‖Lp(Rd) <

ε
3 . Moreover, since v is uniformly continuous (since supp v is

compact), we can find δ > 0 such that |v(x− y)− v(x)| < ε
3 (1 + |supp v|)−

1
p for all

|y| < δ, which implies

‖τyv − v‖Lp(Rd) <
ε

3
for all |y| < δ.

In conclusion, for |y| < δ,

‖τyu− u‖Lp(Rd) ≤ ‖τyu− τyv‖Lp(Rd) + ‖τyv − v‖Lp(Rd) + ‖v − u‖Lp(Rd)

≤ ε

3
+
ε

3
+
ε

3
= ε,

where on the last line, we used the preceding bounds as well as the simple fact that
‖τyf‖Lp(Rd) = ‖f‖Lp(Rd). �

We have the following quick corollary.

Corollary 11.4. If u ∈ Lp(Rd), then ϕε ∗ u→ u in Lp(Rd).

Proof. We write

‖ϕε ∗ u(x)− u(x)‖Lp(Rd) = ‖
∫
ϕε(y)u(x− y) dy − u(x)‖Lp(Rd)

= ‖
∫
ϕ(z)u(x− εz) dz −

∫
ϕ(z)u(x) dz‖Lp(Rd)

≤
∫
|ϕ(z)|‖τεzu(x)− u(x)‖Lp(Rd) dz,

where on the second line, we used the property that
∫
ϕ(z) dz = 1, and on the last

line, we used the Minkowski inequality. Then by Lemma 11.3 and the dominated
convergence theorem, the last line goes to zero as ε→ 0, as desired. �

Moreover, using the property Dα(ϕε ∗ u) = ϕε ∗ Dαu, we obtain the following
smooth approximation result for u ∈W k,p(Rd); we omit the obvious proof.

22In our previous discussion of distribution theory, we already implicitly used this operator.
It is possible to formally define this operator on D′(Rd) via the adjoint method, i.e., 〈τyu, φ〉 :=

〈u, τ−yφ〉.
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Proposition 11.5. Let k be a nonnegative integer and 1 ≤ p < ∞. If u ∈
W k,p(Rd), then ϕε ∗ u → u in W k,p(Rd). In particular, C∞(Rd) is dense in
W k,p(Rd).

Our next goal is to prove a similar approximation result for u ∈ W k,p(U) when
U is a general domain (see Proposition 11.9 below). To reduce this problem to the
case U = Rd that we already handled, we use the idea of a smooth partition of
unity :

Definition 11.6 (Smooth partition of unity). Let U be a (not necessarily open)
subspace of Rd. A collection {Vj}j∈J (indexed by j ∈ J) of open sets Vj ⊆ U (with
respect to the subspace topology) is called an open covering if ∪j∈JVj = U . A
collection {χj}j∈J of functions is called a smooth partition of unity subordinate to
{Vj} if the following properties hold:

• each χj is smooth;
• suppχj ⊂ Vj ;
• for each x ∈ U , 0 ≤ χj(x) ≤ 1;
• for each x ∈ U ,

∑
j∈J χj(x) = 1, where at most finitely many summands are

non-zero.

The basic existence result for smooth partitions of unity is as follows:

Lemma 11.7. Let U be a nonempty subspace in Rd, and let {Vj}j∈J be an open
covering of U . Then there exists a smooth partition of unity {χj}j∈J subordinate
to {Vj}j∈J .

The deepest part of the proof is a result from point-set topology that, since U is
a subspace of a metric space Rd, there always exists a continuous partition of unity
{χj}j∈J subordinate to any open covering {Vj}j∈J (in general, it is a consequence
of the fact that any metric space is Hausdorff and paracompact, although more
direct constructions exist in the case of U ⊆ Rd). Afterwards, it is a matter of
performing a tedious but straightforward mollification procedure to construct a
smooth partition of unity subordinate to {Vj}j∈J ; we will not go into the details.

Remark 11.8. (1) By the chain rule, it is not difficult to show that

‖χju‖Wk,p(Vj) ≤ C‖u‖Wk,p(U),

where C depends on d, k, p and supx∈Vj |D
αχj | for |α| ≤ k. On the other hand,

by the triangle inequality,

‖u‖Wk,p(U) ≤
∑
j∈J
‖χju‖Wk,p(Vj).

(2) When Vj is an open set in Rd, then χju extends in an obvious way to a func-
tion on the whole space Rd by defining χju(x) = 0 for x 6∈ Vj . Moreover,
‖χju‖Wk,p(Rd) = ‖χju‖Wk,p(U).

Proposition 11.9. Let k be a nonnegative integer and 1 ≤ p < ∞. Let U be any
domain in Rd. If u ∈W k,p(U), then there exists a sequence uj ∈ C∞(U) such that
uj → u in W k,p(Rd). In other words, C∞(U) is dense in W k,p(U).

Proof. Let u ∈ W k,p(U), and let ε > 0. We want to find uε ∈ C∞(U) such that
‖uε − u‖Wk,p(U) < ε.
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Consider an open cover {Vj}j=1,2,... of U defined by

Vj = Uj+3 \ Uj+1, Uj := {x ∈ U : dist(x, ∂U) > 1/j}.
Let χj be a smooth partition of unity subordinate to {Vj}. We write

u =

∞∑
j=1

χju.

By Remark 11.8.(2), we may view each χju as an element in W k,p(U). Fix ϕ0 ∈
C∞(Rd) such that suppϕ0 ⊂ B(0, 1) and

∫
ϕ0 = 1. For each j, choose εj > 0 small

enough so that

‖ϕεj ∗ χju− χju‖Wk,p < 2−jε, supp(ϕεj ∗ χju) ⊆Wj := Uj+4 \ Uj .
For the first property, we used Proposition 11.5.

The second property implies that

uε :=

∞∑
j=1

ϕεj ∗ χju

belongs to C∞(U), since in each ball B(x, r) ⊂ B(x, r) ⊂ U , there are at most
finitely many nonzero terms in the sum

∑∞
j=1 ϕεj∗χju. Finally, by the first property,

‖uε − u‖Wk,p(U) ≤
∞∑
j=1

‖ϕεj ∗ χju− χju‖Wk,p(U) ≤
∞∑
j=1

2−jε = ε,

as desired. �

Next, we ask the question of whether a general element u ∈ W k,p(U) can be
approximated by functions that are smooth up to the boundary of U (or equivalently,
which are restrictions to U of smooth functions on Rd). For this purpose, we need
to require some regularity on the boundary of U in order to rule out pathological
behaviors.

Proposition 11.10. Let k be a nonnegative integer and 1 ≤ p < ∞. Let U be a
C1 domain in Rd. If u ∈ W k,p(U), then there exists a sequence uj ∈ C∞(U) such

that uj → u in W k,p(Rd). In other words, C∞(U) is dense in W k,p(U).

The basic tools for proving this result are again mollifiers and a smooth partition
of unity. For the proof, see [Eva10, Section 5.3, Theorem 3].

So far we were concerned with approximation of an element of u ∈ W k,p(U)
by smooth functions. Our last approximation result concerns approximation of an
element u ∈ W k,p(Rd) by compactly supported functions. Let χ(x) be a smooth
compactly supported function on Rd such that χ(0) = 1.

Proposition 11.11. Let k be a nonnegative integer and 1 ≤ p < ∞. If u ∈
W k,p(Rd), then χ(R−1x)u→ u in W k,p(Rd) as R→∞.

Proof. Let u ∈W k,p(Rd). For each α such that |α| ≤ k, we have

‖Dα
(
χ(R−1x)u− u

)
‖Lp(Rd) ≤ ‖(χ(R−1x)− 1)Dαu‖Lp(Rd)

+C
∑

β,γ:β+γ=α,|β|≥1

R−|β|‖Dβχ‖L∞(Rd)‖Dγu‖Lp(Rd)

As R→∞, the first term goes to zero by the dominated convergence theorem; the
last term vanishes since |β| ≥ 1. �
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Combining Propositions 11.5 and 11.11, we immediately obtain the following
result:

Corollary 11.12. Let k be a nonnegative integer and 1 ≤ p < ∞. Then C∞c (Rd)
is dense in W k,p(Rd). In short, W k,p

0 (Rd) = W k,p(Rd).

We remark that this result necessarily fails for any C1 domain U other than Rd.

11.3. Extensions. Next, we seek for ways to extend an element in W k,p(U) to a
function in W k,p(Rd).

Proposition 11.13. Let k be a nonnegative integer and 1 ≤ p < ∞. Let U be a
Ck domain in Rd and let V be a domain in Rd such that U ⊂ V . Then there exists
a linear mapping E : W k,p(U)→W k,p(Rd) with the following properties:

(1) E is bounded, i.e., there exists C > 0 that depends only on k, p, U and V such
that ‖E [u]‖Wk,p(Rd) ≤ C‖u‖Wk,p(U);

(2) E [u]|U = u;
(3) supp E [u] ⊂ V .

Proof. We begin by noting that it suffices construct the operator E for u ∈ C∞(U).
Indeed, by Proposition 11.10, C∞(U) is dense in W k,p(U), so once we construct a
bounded linear operator E on C∞(U), we can extend E to W k,p(U) by continuity.
The remainder of the proof splits into two steps:

Step 1. The first step is to reduce the proof of Proposition 11.13 to verifying the
following statement:

(11.3)

There exists a linear operator that maps u ∈ Ck(B(0, 1) ∩ Rd+)

with suppu ⊂ B(0, 1) ∩ Rd+ to an element [u] ∈ Ck(B(0, 1))

such that supp[u] ⊂ B(0, 1), [u]|
B(0,1)∩Rd+

= u and

‖Ẽ [u]‖Wk,p(B(0,1)) ≤ C‖u‖Wk,p(B(0,1)∩Rd+)

for some constant C that only depends on d, k and p.

Indeed, by the assumption that ∂U is Ck, for each x ∈ ∂U , there exists r(x) > 0
and a Ck-diffeomorphism Ψx : B(x, r(x))→ B(0, 1) such that Ψx(B(x, r(x))∩U) =
B(0, 1)∩Rd+ and Ψx(B(x, r(x))∩∂U) = B(0, 1)∩∂Rd+. Shrinking r(x) if necessary,

we may assume further that B(x, r(x)) ⊂ V . By compactness, we can find finitely
many such balls W1, . . . ,WN that cover ∂U . In addition, let W0 be an open set
such that

U \ (W1 ∪ · · · ∪WN ) ⊂W0 ⊂W0 ⊂ U.
Then {W0,W1 ∩ U, . . . ,WN ∩ U} is an open covering of U . Let χ0, . . . , χN be a
smooth partition of unity subordinate to this covering.

We now split

u = χ0u+

N∑
j=1

χju

and define E [u] by extending each piece separately. Note that χ0u is easily extended
to Rd by zero outside W0. For each χju, we define the extension by

Ẽ [χju ◦Ψ−1
j ] ◦Ψj
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where Ψj is the Ck-diffemorphism from Vj to B(0, 1). At this point, by the chain

rule, it is easy to verify that if Ẽ has the properties listed in (11.3), then the resulting
operator E [u] has the desired properties.

Step 2. It remains to prove (11.3). We will use a high-order reflection technique.
We introduce k+ 1 real numbers α0, . . . , αk and k+ 1 positive numbers β0, . . . , βk,
which will be chosen later, and define the extension ũ = Ẽ [u] on B(0, 1) by

ũ(x) =

{
u(x) when xd ≥ 0∑k
j=0 αju(x′,−βjxd) when xd < 0

where x′ = (x1, . . . , xd−1). By construction, ũ|
B(0,1)∩Rd+

= u. Now, our goal is to

choose the parameters so that ũ belongs to Ck(B(0, 1)); the remaining properties
will then easily follow.

To show that all derivatives up to the k-th order of ũ are continuous in B(0, 1),
we need to show that

(11.4) lim
z→0+

∂`xdu(x′, z) = lim
z→0+

∂`xd ũ(x′,−z).

Note that

lim
z→0+

∂`xd ũ(x′,−z) =

k∑
j=0

αj(−βj)` lim
z→0+

∂`xdu(x′, z).

Thus, we need to find αj ’s and βj ’s so that

1 =

k∑
j=0

(−βj)`αj for ` = 0, 1, . . . , k,

or in the matrix notation,1
...
1

 =


(−β0)0 · · · (−βk)0

(−β0)1 (−βk)1

...
...

(−β0)k · · · (−βk)k


α0

...
αk.


The (k + 1) × (k + 1) matrix is the Vandermonde matrix in −β0, . . . ,−βk. In
particular, if we choose −βj ’s to be pairwise distinct, then this matrix is invertible23,
so there exists a choice of α’s so that (11.4) holds. If we further restrict βj ≤ 1, then
supp ũ ⊂ B(0, 1). Finally, the inequality ‖ũ‖Wk,p(B(0,1)) ≤ C‖u‖Wk,p(B(0,1)∩Rd+) is

easy to check. �

23In general,

det


x00 · · · x0k
x10 x1k
..
.

...

xk0 · · · xkk

 =
∏

0≤i<j≤k
(xi − xj).

To see this, note that both sides define polynomials of degree 0 + 1 + . . .+ k that vanish whenever
xi = xj for some i 6= j; it follows that the two polynomials are proportional. To show that the

proportionality constant is 1, note that the coefficient of in front of the monomial x00x
1
1 · · ·xkk is 1

on both sides.
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Remark 11.14. Our construction of E clearly depends on k, and we need ∂U to be
Ck in order to perform the k-th order reflection procedure. Amazingly, it turns out
that there exists a universal extension operator E that works for all W k,p(U) with
k ≥ 0, 1 ≤ p <∞, which moreover only requires ∂U to be C1 (even a bit weaker).
This result is due to E. Stein; see [Ste70, Chapter VI].

11.4. Traces (optional). Let U be a bounded C1 domain. Then by Proposi-
tion 11.10, C∞(U) is a dense subset of W 1,p(U). Each element in u ∈ C∞(U) can
be meaningfully restricted to a smooth function u|∂U on C∞(∂U); we will call u|∂U
the trace of u on ∂U , and will write tr∂U u = u|∂U . The following result allows us
to extend this notion to a general element of W 1,p(U).

Proposition 11.15. Let 1 < p <∞, and let U be a bounded C1 domain.

(1) There exists a constant C > 0 that depends only on p and ∂U , such that for all
u ∈ C∞(U)

‖tr∂U u‖Lp(∂U) ≤ C‖u‖W 1,p(U).

Hence, tr∂U extends to a bounded linear map W 1,p(U)→ Lp(∂U).

(2) An element u ∈W 1,p(U) belongs to W 1,p
0 (U) if and only if tr∂U u = 0.

See [Eva10, Section 5.5] for a proof.
Proposition 11.15 leaves open the question of precisely identifying the image of

the trace map. It turns out that answering this question necessitates the intro-
duction of fractional regularity spaces. Here, we will only discuss the model case
p = 2, U = Rd+ and ∂U = Rd−1×{0}, and leave the details to other references (see
Remark 11.19 below).

The advantage of this case is that it is easy to extend the definition of the Sobolev
space to general regularity indices s ∈ R via the Fourier transform.

Definition 11.16. Let s ∈ R. For u ∈ S ′(Rd), we define the L2-Sobolev norm
with regularity index s by

‖u‖Hs(Rd) := ‖(1 + |ξ|2)
s
2 û‖L2

(2π)−ddξ
.

The L2-Sobolev space with regularity index s on Rd is defined as

Hs(Rd) = {u ∈ S ′(Rd) : ‖u‖Hs(Rd) <∞}.

We equip Hs(Rd) with the norm ‖·‖Hs(Rd).

By Proposition 11.2.(3), Hs(Rd) agrees with our previous definition when k is a
nonnegative integer.

The sharp trace theorem in this context is as follows.

Proposition 11.17. For u ∈ H1(Rd+) ∩ C∞(Rd+), we have

‖tr∂Rd+ u‖H 1
2 (Rd−1)

≤ C‖u‖H1(Rd+).

Proof. In what follows, we will denote the first d − 1 variables by x′ and the cor-
responding Fourier variables by ξ′. We will use ·̂ for the Fourier transform in the
first d− 1 variables, and ·̃ for all d variables.

We begin by noting that, by a reflection argument as in the proof of Proposi-
tion 11.13, we may find an extension Eu ∈ H1(Rd) ∩ C1(Rd) with ‖Eu‖H1(Rd) ≤
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C‖u‖H1(Rd+). Let us write g = tr∂Rd+ u = Eu|∂Rd+ . By the Fourier inversion theorem

in xd, we have

ĝ(ξ′) =

∫
Ẽu(ξ′, ξd)e

iξdx
d dξd

2π
.

Hence we may estimate

‖g‖
H

1
2 (Rd−1)

= ‖(1 + |ξ′|2)
1
4 ĝ(ξ′)‖L2

(2π)−(d−1)dξ′

≤ ‖
∫

(1 + |ξ′|2)
1
4

(1 + |ξ′|2 + ξ2
d)

1
2

(1 + |ξ′|2 + ξ2
d)

1
2 |Ẽu(ξ′, ξd)|

dξd
2π
‖L2

(2π)−(d−1)dξ′

≤ sup
ξ′∈Rd−1

(∫
(1 + |ξ′|2)

1
2

1 + |ξ′|2 + ξ2
d

dξd
2π

) 1
2

‖(1 + |ξ′|2 + ξ2
d)

1
2 Ẽu(ξ′, ξd)‖L2

(2π)−d dξ

≤ C‖Eu‖H1(Rd)

≤ C‖u‖H1(Rd+),

where the second to last line follows by bounding the ξd-integral using the change
of variables s = (1 + |ξ′|2)−

1
2 ξd. �

That H
1
2 (Rd−1) is precisely the image of tr∂Rd+ follows from the existence of a

left inverse.

Proposition 11.18. There exists a bounded linear map ext : H
1
2 (Rd−1)→ H1(Rd+)

such that tr∂Rd+ ◦ext = Id.

Proof. There are many possible ways to define ext; we will take ext to be the
Poisson integral of g ∈ H 1

2 (Rd−1) and smoothly cut off in xd. As in the previous
proof, let us denote by ·̂ the Fourier transform in the first d − 1 variables x′. For
now, let g ∈ S(Rd−1). We define u = extg by

û(ξ′, xd) = η(xd)e−x
d|ξ′|ĝ(ξ′),

where η ∈ C∞(R) is such that η(s) = 1 for s < 1 and η(s) = 0 for s > 2. It is not
difficult to see that û ∈ C∞(Rd+), and that tr∂Rd+ u = g. Moreover, by Plancherel’s

theorem, u and the tangential derivatives ∂ju (j = 1, . . . , d− 1) obey

‖u‖2L2(Rd+) +

d−1∑
j=1

‖∂ju‖2L2(Rd+) =

∥∥∥∥∥∥∥∥(1 + |ξ′|2)
1
2 û(ξ′, xd)

∥∥∥
L2

(2π)−(d−1)dξ′
(Rd−1)

∥∥∥∥∥
2

L2

xd
(R+)

=

∥∥∥∥∥∥∥∥η(xd)e−x
d|ξ′|

∥∥∥
L2

xd
(R+)

(1 + |ξ′|2)
1
2 ĝ(ξ′)

∥∥∥∥∥
2

L2

(2π)−(d−1)dξ′(Rd−1)

.

On the one hand, thanks to the support property of η, it is not difficult to show

that
∥∥∥η(xd)e−x

d|ξ′|
∥∥∥
L2

xd
(R+)

≤ 1. On the other hand,

∥∥∥η(xd)e−x
d|ξ′|

∥∥∥
L2

xd
(Rd)
≤
(∫ ∞

0

e−2xd|ξ′| dxd
∫ ) 1

2

≤ 1

(2|ξ′|) 1
2

.

It follows that∥∥∥η(xd)e−x
d|ξ′|

∥∥∥
L2

xd
(R+)

≤ C min{1, |ξ′|− 1
2 } ≤ C(1 + |ξ′|2)−

1
4 ,



161

so

‖u‖2L2(Rd+) +

d−1∑
j=1

‖∂ju‖L2(Rd+) ≤ C‖(1 + |ξ′|2)
1
4 ĝ(ξ′)‖L2

(2π)−(d−1)dξ′(Rd−1)

= C‖g‖
H

1
2 (Rd−1)

.

Next, by the identity

∂dû = η′(xd)e−x
d|x′|ĝ(ξ′)− |ξ′|η(xd)e−x

d|ξ′|ĝ(ξ′),

as well as the preceding bound, it follows that the normal derivative obeys

‖∂dû‖L2(Rd+) ≤ C‖g‖H 1
2 (Rd−1)

.

Hence, ‖u‖H1(Rd+) ≤ C‖g‖H 1
2 (Rd−1)

, as desired. Now the general case follows by the

density of S(Rd−1) in H
1
2 (Rd−1). �

The results that we discussed so far can be generalized to the case when U is a
general bounded C1 domain in Rd. However, to define Hs(∂U) for s ∈ R, we need
additional tools that we do not currently have (e.g., interpolation theory). We refer
to [Ste70, Chapter VI].

Remark 11.19. When p 6= 2, the image of W 1,p(U) under the trace map turns out

to be slightly different from the space W 1− 1
p ,p(∂U); in fact, it is equal to what is

called the Besov space B
1− 1

p ,p
p (∂U). We will not go into any details, but note that

as in the case p = 2, there exists an extension map ext : B
1− 1

p ,p
p (∂U) → W 1,p(U)

such that tr∂U ext = Id. Moreover, Bs,22 = Hs. See [Ste70, Chapter VI] for more
details.

11.5. Sobolev inequalities. Sobolev inequalities relate a Sobolev norm of a func-
tion with other norms (such as Sobolev, Ck or Hölder norms, where the latter will
be defined later).

Gagliardo–Nirenberg–Sobolev inequality. We start with an inequality for smooth
and compactly supported functions, which will be one of the basic building blocks
for obtaining general Sobolev inequalities later.

Theorem 11.20 (W 1,1-Gagliardo–Nirenberg–Sobolev for C∞c (Rd)). Let d ≥ 2 and
u ∈ C∞c (Rd). Then

‖u‖
L

d
d−1 (Rd)

≤ ‖Du‖L1(Rd).

Remark 11.21 (Dimensional analysis & scaling exponent). The exponent d
d−1 on

the LHS need not be memorized; it can be quickly computed through a process
called dimensional analysis, which is also called scaling analysis. The idea is to
note that both sides of the inequality behaves in a simple way under the scaling
transformation u(t, x) → uλ(t, x) := u(λ−1t, λ−1x). Then by requiring that the
inequality to hold for uλ for all λ > 0 and a nonzero function u, we will be able to
read off the exponent d

d−1 .

The ideas are as follows. We will say that a semi-norm (or more generally, a
nonnegative function) u 7→ ‖u‖X is homogeneous if there exists a ∈ R such that

‖uλ‖X = λa‖u‖X for all λ > 0.
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The exponent a is called the degree of homogeneity of ‖·‖X . An example of a
homogeneous norm is ‖Dα(·)‖Lp(Rd). By a quick computation, we see that

‖Dαuλ‖Lp(Rd) = λ
d
p−|α|‖Dαu‖Lp(Rd),

i.e., ‖Dα(·)‖Lp(Rd) is homogeneous of degree d
p − |α|. A quick way to read off the

degree of homogeneity is to note that:

• each derivative gives a factor of λ−1;

• the Lp-integral in each variable gives a factor of λ
1
p .

Let ‖·‖X and ‖·‖Y be homogeneous semi-norms of degrees a and b, respectively.
If an inequality of the form

‖u‖X ≤ C‖u‖Y
were to hold for all uλ, where ‖u‖X 6= 0, then both sides must have the same degree
of homogeneity. Indeed, we would have

λa‖u‖X = ‖uλ‖X ≤ C‖uλ‖Y = Cλb‖u‖Y
so unless a = b, we can take λ → 0 or ∞ to conclude that ‖u‖Y = 0, which is a
contradiction.

Applying the above procedure to the inequality of the form

‖u‖Lp ≤ C‖Du‖L1 ,

we see that in order for such an inequality to hold for u 6= 0, the value of p must
be exactly d

d−1 , as in Theorem 11.20.

In the proof of Theorem 11.20, we will use the following inequality, which is of
independent interest:

Lemma 11.22 (Loomis–Whitney inequality). For each j = 1, . . . , d, let fj be a
nonnegative measurable function of all of x1, . . . , xd except xj (we will write this

as f = f(x1, . . . , x̂j , . . . , xd)). Then∫
· · ·
∫
f1 · · · fd dx1 · · · dxd ≤ ‖f1‖Ld−1(Rd−1) · · · ‖fd‖Ld−1(Rd−1),

where

‖fj‖Ld−1(Rd−1) =

(∫
fd−1

1 dx1 · · · d̂xj · · · dxd
) 1
d−1

.

Proof of Lemma 11.22. The proof is integrating one variable at a time, and repeat-
edly applying of Hölder’s inequality. In what follows, we use the notation Lp

xj1 ···xjk
to denote the Lp norm in the variables xj1 , . . . , xjk .

We start by integrating f1 · · · fd in x1. Using the independence of f1 on x1 to
pull it out of the integral, and applying Hölder’s inequality for the rest, we obtain∫

f1 · · · fd dx1 = f1

∫
f2 · · · fd dx1

≤ f1‖f2‖Ld−1

x1
· · · ‖fd‖Ld−1 .

Next, we integrate in x2. Using the independence of ‖f2‖Ld−1

x1
on x2 to pull it out

of the integral, and applying Hölder’s inequality for the rest, we obtain∫∫
f1 · · · fd dx1dx2 ≤ ‖f1‖Ld−1

x2
‖f2‖Ld−1

x1
‖f3‖Ld−1

x1x2
· · · ‖fd‖Ld−1

x1x2
.
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If we carry out this procedure for each variable, all the way up to xd, then∫
· · ·
∫
f1 · · · fd dx1 · · · dxd ≤ ‖f1‖Ld−1

x2···xd−1
· · · ‖fd‖Ld−1

x1···xd−1
,

which prove the lemma. �

Remark 11.23 (Application to geometry). Lemma 11.22 has the following amusing
geometric application. Consider a measurable subset E of Rd. For each j = 1, . . . , d,

let πj : Rd → Rd−1 be the j-th projection map (x1, . . . , xd) 7→ (x1, . . . , x̂j , . . . xd),

where x̂j indicates that the xj-th coordinate is taken out. The question under
consideration is this: If we know the measure of each projection |πj(E)| of E, do
we have an upper bound on the measure of the original set E? As we will see, the
answer is yes; in fact, we have

|E| ≤
d∏
j=1

|πj(E)|
1
d−1 .

The constant 1 in this inequality is sharp, as we can easily check by taking E to be
the unit cube.

Indeed, applying Lemma 11.22 to fj = 1πj(E), it follows that

|E| =
∫
· · ·
∫

1Edx1 · · · dxd

=

∫
· · ·
∫

1π1(E) · · ·1πd(E)dx
1 · · · dxd

≤
d∏
j=1

‖1πj(E)‖Ld−1 =

d∏
j=1

|πj(E)|
1
d−1 ,

as desired.

We are now ready to prove Theorem 11.20.

Proof of Theorem 11.20. By the fundamental theorem of calculus, as well as the
assumption that u is compactly supported, for j = 1, . . . , d, we have

|u(x)| =

∣∣∣∣∣
∫ xj

−∞
∂xju(x+ yej) dy

∣∣∣∣∣
≤
∫ ∞
−∞
|Du|(x+ yej) dy,

where ej is the unit vector in xj-direction. Note furthermore that expression on
the last line is independent of xj . Thus, introducing the notation

gj(x) =

(∫ ∞
−∞
|Du|(x+ yej) dy

) 1
d−1

,

we have

|u(x)|
d
d−1 ≤

d∏
j=1

gj(x), gj(x) = gj(x
1, . . . , x̂j , . . . , xd).
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Thus, by Lemma 11.22,∫
|u(x)|

d
d−1 dx ≤

∫ d∏
j=1

gj(x), gj(x) = gj(x
1, . . . , x̂j , . . . , xd)

≤
d∏
j=1

‖gj‖Ld−1

x1···x̂j ···xd
.

But for each j,

‖gj‖Ld−1

x1···x̂j ···xd
=

(∫
· · ·
∫ ∫

|Du|dx1 · · · dxd
) 1
d−1

= ‖Du‖
1
d−1

L1 .

Now the desired inequality follows. �

Remark 11.24 (Relationship with the isoperimetric inequality). Theorem 11.20 im-
plies the isoperimetric inequality : If U is a sufficiently regular domain (say C1),
then

(11.5) |U |
d−1
d ≤ C|∂U |.

Applying Theorem 11.20 to ϕε ∗ 1U and taking ε → 0, it is not difficult to show
that (11.5) holds with C = 1.

Remarkably, it turns out that the (11.5) also implies the Gagliardo–Nirenberg–
Sobolev inequality, with the same constant. The proof involves approximating
a general smooth compactly supported function by a linear combination of the
characteristic functions of suitably regular domains, to each of which we apply
(11.5). This connection is often used in geometric analysis to control the constant in
the Sobolev inequality on a Riemannian manifold in terms of geometric information.

Sharp Sobolev inequalities for W 1,p(U) for 1 ≤ p < d. From Theorem 11.20, we
can deduce analogous inequalities for W 1,p(Rd) when 1 < p < d.

Theorem 11.25 (W 1,p-Gagliardo–Nirenberg–Sobolev inequalities for u ∈ C∞c (Rd)).
Let d ≥ 2 and u ∈ C∞c (Rd). Suppose that 1 < p < d and let p∗ = dp

d−p . Then there

exists a constant C, which depends only on d and p, such that

‖u‖Lp∗ (Rd) ≤ C‖Du‖Lp .

As in Theorem 11.20, there is no need to remember the exponent p∗; it can be
read off by a dimensional analysis, which leads to

d

p∗
=
d

p
− 1.

Proof of Theorem 11.25. We apply Theorem 11.20 to |u|γ , where γ = d−1
d p∗. Then∫

|u|p
∗

dx =

∫
|u|γ

d
d−1 dx

≤
(∫
|D|u|γ |dx

) d
d−1

≤ γ
(∫
|u|γ−1|Du|dx

) d
d−1

.
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To justify the inequality on the third line, we may approximate |u|γ by (ε2 + |u|)
γ
2 ,

for which we can apply the usual chain rule, and take ε → 0 via the dominated
convergence theorem. By Hölder’s inequality, the last line is bounded by

≤ γ
(
‖|u|γ−1‖

L
p
p−1 (Rd)

‖Du‖Lp
) d
d−1

= γ‖u‖
d
d−1 (γ−1)

L
p
p−1

(γ−1)
(Rd)
‖Du‖

d
d−1

Lp .

At this point, we note that

p

p− 1
(γ − 1) = p∗,

d

d− 1
(γ − 1) = p∗ − d

d− 1
.

(The algebra may seem miraculous, but they are supposed to work out due to
homogeneity!) Then after rearranging factors, the desired inequality follows. �

We now discuss the extension of the above results to elements in Sobolev spaces.

Theorem 11.26 (Sobolev inequalities for W 1,p(U), 1 ≤ p < d). Let U be a domain
in Rd and let 1 ≤ p < d. Let p∗ be defined as in Theorem 11.25.

(1) Then any u ∈W 1,p
0 (U) belongs to Lp

∗
(U), and there exists C > 0, that depends

only on d, and p, such that

‖u‖Lp∗ (U) ≤ C‖Du‖Lp(U).

(2) Assume, in addition, that U is a bounded C1 domain. Then any u ∈ W 1,p(U)
belongs to Lp

∗
(U), and there exists C > 0, that depends only on d, p and U ,

such that

‖u‖Lp∗ (U) ≤ C‖u‖W 1,p(U).

Proof. The statement for u ∈ W 1,p
0 (U) is obvious, since by definition u can be

approximated by smooth and compactly supported functions on Rd. Next, when U
is a bounded C1 domain, Proposition 11.13 allows us to extend a general element
u ∈ W 1,p(U) to E[u] in W 1,p(Rd) with a compact support. By Proposition 11.5,
E[u] can be approximated by smooth and compactly supported functions. By these
observations, the second part follows. �

Failure of the Sobolev inequality from W 1,d into L∞. The borderline case (p, p∗) =
(d,∞) turns out to be exceptional, and the Sobolev inequality fails in this case
unless d = 1. For instance, the function

u(x) = log log

(
1 +

1

|x|

)
,

turns out to belong to W 1,d(B(0, 1)) for d ≥ 2, but it is unbounded near x = 0
(although ever so slowly, at a double-logarithmic rage!). By applying a smooth
cutoff and mollifying this example, we can also produce a family of counterexamples
to the inequality ‖u‖L∞(Rd) ≤ C‖Du‖Ld(Rd) for u ∈ C∞c (Rd).

Later, we will discuss a substitute for the false L∞-Sobolev inequality that turns
to be useful in many applications; see Proposition 11.35 below.
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A potential estimate. As a preparation for the discussion of the case p > d, we
state and prove an inequality for smooth functions on Rd, which will be our basic
building block.

Lemma 11.27 (A potential estimate). Let u ∈ C1(B(x, r)). Then

(11.6)
1

|B(x, r)|

∫
B(x,r)

|u(y)− u(x)|dy ≤ 1

dα(d)

∫
B(x,r)

|Du(y)|
|x− y|d−1

dy.

We call (11.6) a potential estimate, since the RHS resembles the gradient of the
Newtonian potential.

Proof. We start by estimating the integral∫
∂B(x,r′)

|u(y)− u(x)|dS(y).

By the fundamental theorem of calculus and the change of variables formula from
polar coordinates to rectangular coordinates, we may estimate∫
∂B(x,r′)

|u(y)− u(x)|dS(y) = (r′)d−1

∫
∂B(0,1)

|u(x+ r′z)− u(x)|dS(z)

≤ (r′)d−1

∫
∂B(0,1)

∫ r′

0

|Du(x+ sz)|dsdS(z)

= (r′)d−1

∫
∂B(0,1)

∫ r′

0

s−d+1|Du(x+ sz)|sd−1 dsdS(z)

= (r′)d−1

∫
B(x;r′)

|Du(y)|
|x− y|d−1

dy.(11.7)

Taking
∫ r

0
(· · · ) dr′ of both sides, we obtain∫
B(x,r)

|u(y)− u(x)|dy =

∫ r

0

∫
∂B(x,r′)

|u(y)− u(x)|dS(y) dr′

=

∫ r

0

(r′)d−1

∫
B(x;r′)

|Du(y)|
|x− y|d−1

dy dr′

≤ 1

d
rd
∫
B(x;r)

|Du(y)|
|x− y|d−1

dy.

Recalling that |B(x, r)| = α(d)rd, the desired inequality follows. �

Remark 11.28. Let u ∈ C∞c (Rd). Then if we take r′ → ∞ in (11.7), the integral
1

|∂B(x′,r)|
∫
∂B(x,r′)

udy vanishes, so we obtain

(11.8) |u(x)| ≤
∫
Rd

|Du(y)|
|x− y|d−1

dy.

This estimate can be used as an alternative starting point for Theorem 11.25 for
p > 1; see Remark 11.38 below.
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Hölder spaces and Morrey’s inequality. In the case p > d, it turns out that an
element u ∈ W 1,p(U) is not only continuous24, but also it enjoys a bound on the
modulus of continuity. To precisely state this property, we introduce the notion of
Hölder spaces.

Definition 11.29 (Hölder space). Let K be a closed subset of Rd. For 0 < α < 1,
the Hölder semi-norm of regularity index α of a continuous function uinC(K) is
defined as

[u]C0,α(K) = sup
x,y∈K

|u(x)− u(y)|
|x− y|α

.

The C0,α-norm of u ∈ C(K) is defined as

‖u‖C0,α(K) = ‖u‖C0(K) + [u]C0,α(K).

The space C0,α(K) is defined to be all continuous functions onK for which ‖u‖C0,α(K) <
∞, equipped with the norm ‖·‖C0,α(K).

More generally, for any Ck function u on K, we define

‖u‖Ck,α(K) = ‖u‖Ck(K) +
∑

α:|α|=k

‖Dαu‖C0,α(K), ‖u‖Ck(K) =
∑

α:|α|≤k

‖Dαu‖C0 .

The space Ck,α(K) is defined to be all continuous functions onK for which ‖u‖Ck,α(K) <
∞, equipped with the norm ‖·‖C0,α(K).

We state, without detailed proofs, some elementary properties of Hölder spaces:

Lemma 11.30. Let K be a closed subset of Rd. Let k be a nonnegative integer and
0 < α < 1.

(1) Ck,α(K), equipped with the norm ‖·‖Ck,α(K) is a Banach space.
(2) We have ‖u‖Ck(K) ≤ ‖u‖Ck,α(K) ≤ C‖u‖Ck+1(K). Moreover, for 0 < α′ < α,

‖u‖Ck,α′ (K) ≤ C‖u‖Ck,α(K).

(3) If L ⊆ K, then

‖u‖Ck,α(L) ≤ ‖u‖Ck,α(K).

Using Lemma 11.27, we obtain the following inequality.

Theorem 11.31. Let u ∈ C∞(Rd) ∩W 1,p(Rd). Let p > d, and define α by

α = 1− d

p
.

Then there exists C > 0, which depends only on d and p, such that

‖u‖C0,α(Rd) ≤ C‖u‖W 1,p(Rd).

Although both sides are not homogeneous, the exponent α can still be read
off by performing dimensional analysis of the top-order terms. Indeed, note that
the degree of homogeneity of [u]C0,α is −α, whereas that of ‖Du‖Lp(Rd) is d

p − 1;

equating the two gives the above value of α.

24To be pedantic, we have to be careful since u is, at the outset, only a locally integrable
function, it is defined only up to identity almost everywhere. See Theorem 11.32 for a precise

statement.
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Proof. We begin by bounding ‖u‖C0(Rd) = supx∈Rd |u(x)|. For any x ∈ Rd and
r > 0 to be chosen, we may estimate

|u(x)| ≤ 1

|B(x, r)|

∫
B(x,r)

|u(x)− u(y)|dy +
1

|B(x, r)|

∫
B(x,r)

|u(y)|dy.

For the second term, we simply use Hölder’s inequality to estimate

1

|B(x, r)|

∫
B(x,r)

|u(y)|dy ≤ Cr−
d
p ‖u‖Lp(B(x,r)).

For the first term, we use Lemma 11.27 and Hölder’s inequality to estimate

1

|B(x, r)|

∫
B(x,r)

|u(x)− u(y)|dy ≤ C
∫
B(x,r)

Du(y)

|x− y|d−1
dy

≤ C

(∫
B(x,r)

dy

|x− y|(d−1) p
p−1

) p−1
p

‖Du‖Lp(B(x,r)).

Since p > d, we have (d− 1) p
p−1 < d so that the integral converges. Computing its

value, we obtain

(11.9)
1

|B(x, r)|

∫
B(x,r)

|u(x)− u(y)|dy ≤ Crα‖Du‖Lp(B(x,r)).

Thus,

|u(x)| ≤ Crα‖Du‖Lp(B(x,r)) + Cr−
d
p ‖u‖Lp(B(x,r)).

Taking r = 1, we obtain a bound for ‖u‖C0(Rd) in terms of ‖u‖W 1,p(Rd).

Next, we estimate the Hölder semi-norm. For x, y ∈ Rd such that |x− y| = r,
we estimate

|u(x)− u(y)| ≤ 1

B(x, r) ∩B(y, r)

∫
B(x,r)∩B(y,r)

|u(x)− u(z)|+ |u(z)− u(y)|dz

≤ C 1

B(x, r)

∫
B(x,r)

|u(x)− u(z)|dz + C
1

B(y, r)

∫
B(y,r)

|u(y)− u(z)|dz

≤ C
∫
B(x,r)

|Du(z)|
|x− z|d−1

dz + C

∫
B(y,r)

|Du(z)|
|y − z|d−1

dz.

On the second line, we used the simple geometric fact that all of |B(x, r) ∩B(y, r)|,
|B(x, r)| and |B(y, r)| are proportional to rd. On the third line, we used Lemma 11.27.
By (11.9), it follows that

|u(x)− u(y)| ≤ Crα‖Du‖Lp(Rd).

Recalling that r = |x− y|, it follows that [u]Cα(Rd) ≤ C‖Du‖Lp(Rd), as desired. �

Theorem 11.32 (Sobolev inequalities for W 1,p(U), p > d). Let U be domain in
Rd and let p > d. Let α be defined as in Theorem 11.31.

(1) For any u ∈ W 1,p
0 (U), there exists a function u∗ ∈ C0,α(U) that agrees with u

almost everywhere in U . Moreover, there exists C > 0, which depends only on
d and p, such that

‖u‖C0,α(U) ≤ C‖u‖W 1,p(U).



169

(2) Assume, in addition, that U is a bounded C1 domain. Then for any u ∈
W 1,p(U), there exists a function u∗ ∈ C0,α(U) that agrees with u almost every-
where in U . Moreover, there exists C > 0, which depends only on d, p and U ,
such that

‖u‖C0,α(U) ≤ C‖u‖W 1,p(U).

Like Theorem 11.26, this result follows from Theorem 11.31 via approximation
and extension.

The exceptional case: W 1,d 6↪→ L∞ and the space of bounded mean oscillation
(Optional). Just like what happened for Sobolev inequalities, for many results in
analysis concerning Lebesuge spaces, the space L∞ often turns out be exceptional.
In many cases, the following larger space serves as a good substitute:

Definition 11.33 (Functions of bounded mean oscillation). For a locally integrable
function u, the bounded mean oscillation (BMO) semi-norm is defined as

[u]BMO = sup
x∈Rd, r>0

1

|B(x, r)|

∫
B(x,r)

|u(y)− 1

B(x, r)

∫
B(x,r)

u(z) dz|dy.

If [u]BMO <∞, then we say that u has bounded mean oscillation, and the space of
all functions of bounded mean oscillation on Rd is denoted by BMO(Rd).

Remark 11.34. Note that [u]BMO = 0 if and only if u = const. Thus, it is natural to
identity two elements in BMO(Rd) that differ by a constant function (i.e., quotient
out by the subspace of constant functions). On the resulting quotient space, [u]BMO

becomes a complete norm.

A proper discussion of the uses of the BMO space in analysis, and an explanation
of why BMO often serves as a good substitute for L∞, lies outside the scope of
this course; we refer to [Ste93, Chapter IV] for those who are interested. Here, let
us just show W 1,d indeed embeds into BMO.

Proposition 11.35 (Sobolev inequality for W 1,d into BMO). Let u ∈ C∞(Rd)
for d ≥ 2. Then

[u]BMO(Rd) ≤ C‖u‖W 1,d(Rd).

In [Eva10, Section 5.8.1], you can find a proof that involves a contradiction argu-
ment. Here, we give an alternative direct proof, which instead relies on Lemma 11.27
and the following result from real analysis:

Theorem 11.36 (Hardy–Littlewood maximal function theorem). Given a locally
integrable function f on Rd, define the associated maximal function Mf as

Mf(x) =
1

|B(x, r)|

∫
B(x,r)

f(y) dy.

Then for any 1 < p ≤ ∞, there exists C > 0 that depends only on p, such that

‖Mf‖Lp(Rd) ≤ C‖f‖Lp(Rd).

For a proof, see [Fol99, Theorem 3.17].

Proof of Proposition 11.35. Let x ∈ Rd and r > 0. We first estimate

1

|B(x, r)|

∫
B(x,r)

|u(y)− 1

B(x, r)

∫
B(x,r)

u(z) dz|dy
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≤ 1

|B(x, r)|

∫
B(x,r)

1

B(x, r)

∫
B(x,r)

|u(y)− u(z)|dy dz

≤ 2−d
1

|B(x, r)|

∫
B(x,r)

1

B(z, 2r)

∫
B(z,2r)

|u(y)− u(z)|dy dz

≤ C 1

|B(x, r)|

∫
B(x,r)

∫
B(z,2r)

|Du(y)|
|z − y|d−1

dy dz.

Here, it is tempting to apply Young’s inequality, but it unfortunately fails since
|x− y|−d+1 (barely) fails to be in Ld−1(Rd). To get around this issue, we appeal
to Theorem 11.36 as follows. For each z, we may estimate∫

B(z,2r)

|Du(y)|
|z − y|d−1

dy ≤
∞∑
k=0

∫
2−k−1r<|z−y|≤2−kr

|Du(y)|
|z − y|d−1

dy

≤ C
∞∑
k=0

2k(d−1)r−(d−1)

∫
2−k−1r<|z−y|≤2−kr

|Du(y)|dy

≤ C
∞∑
k=0

2−krM |Du|(z) ≤ CrM |Du|(z).

Therefore, by Theorem 11.36 with p = d,

C
1

|B(x, r)|

∫
B(x,r)

∫
B(z,2r)

|Du(y)|
|z − y|d−1

dy dz

≤ Cr−d+1

∫
B(x,r)

M |Du|(z) dz

≤ C‖M |Du|‖Ld(Rd) ≤ C‖Du‖Ld(Rd),

as desired. �

Remark 11.37 (Hardy–Littlewood–Sobolev fractional integration). By essentially
same argument as in the previous proof, one obtains the Hardy–Littlewood–Sobolev
fractional integration theorem: Let 0 < α < d and 1 < p < q <∞ obey

d

p
=
d

q
+ d− α.

Then for any u ∈ C∞c (Rd),∥∥∥∥∫
Rd

|u(y)|
|x− y|α

dy

∥∥∥∥
Lq(Rd)

≤ C‖u‖Lp(Rd),

where C > 0 depend only on d, p, q and α.

Remark 11.38 (Alternative proof of Gagliardo–Nirenberg–Sobolev for p > 1). Com-
bining Remarks 11.28 and 11.37, we also obtain an alternative proof of the Gagliardo–
Nirenberg–Sobolev inequality (Theorem 11.25) for 1 < p < d.

General Sobolev inequalities. From the inequalities proved so far, it is not difficult
to deduce the following general Sobolev inequalities for W k,p.

Theorem 11.39 (Sobolev inequalities for W k,p). Let k be a nonnegative integer
and let 1 ≤ p <∞. Assume that either

• U is a domain in Rd and u ∈W k,p
0 (U); or

• U is a bounded Ck domain in Rd and u ∈W k,p(U).
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Then the following statements hold.

(1) Let ` be a nonnegative integer such that ` ≤ k and let 1 ≤ q <∞. If

d

q
− ` ≥ d

p
− k,

then u belongs to W `,q(U). Moreover, there exists C > 0, which depends only
on d, k, `, p, q and U , such that

‖u‖W `,q(U) ≤ C‖u‖Wk,p(U).

(2) Let ` be a nonnegative integer such that ` ≤ k and let 0 < α < 1. If

−`− α ≥ d

p
− k,

then there exists a function u∗ ∈ Ck,α(U) such that u∗ = u almost everywhere
in U . Moreover, there exists C > 0, which depends only on d, k, `, p, α and
U , such that

‖u∗‖C`,α(U) ≤ C‖u‖Wk,p(U).

The assumptions seem rather complicated, but actually they are not too difficult
to remember. The key points are:

• The regularity exponent ` on the LHS cannot exceed the regularity exponent k
on the RHS;
• The integrability exponent q on the LHS cannot be ∞;
• The degree of homogeneity of the top-order term on the LHS cannot be bigger

than that of the RHS (to remember which direction this condition goes, just
think about the trivial case ‖u‖Lp ≤ ‖u‖Wk,p !)

Theorem 11.39 is a straightforward consequence of concatenating earlier results;
we leave the details of the proof as an exercise.

11.6. Compactness (optional). We now study compactness properties of a se-
quence of functions that are bounded in W k,p(U) or Ck,α(K). Compactness is a
key tool to show the existence of a solution to a PDE; roughly speaking, its typi-
cal use is to show that an appropriate sequence of “approximate solutions” to the
equation converges (may be after passing to a subsequence) to an actual solution.

A bounded sequence in W k,p(U) or Ck,α(K) will not be compact in the same
space (because they are infinite dimensional!), but it will be in appropriate larger
spaces. The key notion is that of a compactly embedded Banach space:

Definition 11.40. Let X,Y be Banach spaces such that X ⊂ Y . We say that X
is compactly embedded in Y , and write X ⊂⊂ Y if

(1) ‖u‖Y ≤ C‖u‖X for some constant C > 0 (independent of u ∈ X); and
(2) if {uk} is a bounded sequence in X (i.e., supk ‖uk‖X <∞), then there exists a

subsequence {ukj} of {uk} that is convergent in Y .

Recall the Arzela–Ascoli theorem:

Theorem 11.41. Let K be a compact subset of Rd, and let {uk} be a sequence of
continuous functions on K with the following properties:

(1) (uniform boundedness) supk supx∈K |uk(x)| <∞.
(2) (equicontinuity) for every ε > 0, there exists δ > 0 such that |uk(x)− uk(y)| < ε

for every k and x, y such that |x− y| < δ.
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Then there exists a subsequence {ukj} of {uk} that is uniformly convergent on K.

By Theorem 11.41, it is not difficult to prove the following compact embedding
property of Hölder spaces.

Proposition 11.42. Let K be a compact subset of Rd. Let 0 ≤ α′ < α < 1. Then

C0,α(K) ⊂⊂ C0,α′(K),

where C0,0(K) should be interpreted as C(K) equipped with the uniform topology.

Proof. Let {uk} be a bounded sequence in C0,α(K). Clearly, {uk} is uniformly
bounded; moreover, since |uk(x)− uk(y)| ≤ C|x− y|α for a constant C > 0 inde-
pendent of x, y and k, it follows that {uk} is equicontinuous. By Theorem 11.41,
there exists a uniformly convergent subsequence {ukj}. Hence, the case α′ = 0
follows. When 0 < α′ < α, we note that

[ukj − ukj′ ]C0,α′ = sup
x,y∈K

|x− y|−α
′
|(ukj − ukj′ )(x)− (ukj − ukj′ )(y)|

≤ sup
x,y∈K

|x− y|−α
′
|(ukj − ukj′ )(x)− (ukj − ukj′ )(y)|α

′
α

× sup
x,y∈K

(
|(ukj − ukj′ )(x)|+ |(ukj − ukj′ )(y)|

)1−α′α

≤
(

[ukj ]C0,α(K) + [ukj′ ]C0,α(K)

)α′
α
(

2‖ukj − ukj′‖C0(K)

)1−α′α
.

The first factor is uniformly bounded, where as the second factor goes to zero as
j, j′ → ∞ by the uniform convergence. Hence, {ukj} is convergent in C0,α′(K) as
well. �

The key idea was that the excess regularity α − α′ implies the equicontinuity
property needed for compactness in the Arzela–Ascoli theorem. It turns out that
a similar phenomenon holds for non-sharp Sobolev inequalities:

Theorem 11.43 (Rellich–Kondrachov). Let U be a bounded C1 domain. Let 1 ≤
p < d and 1 ≤ q < p∗. Then

(11.10) W 1,p(U) ⊂⊂ Lq(U).

As a preparation for the proof, we prove a property of convolutions that is of
independent interest, namely, that if u ∈W k,p(Rd) for k > 0, then mollifications of
u converge to u in Lp(Rd) at a controlled, accelerated rate.

Proposition 11.44 (Accelerated mollification). Let k be a positive integer and
1 ≤ p <∞. Let ϕ ∈ C∞c (Rd) obey∫

ϕ = 1,

∫
xαϕ = 0 for 1 ≤ |α| ≤ k − 1.

If u ∈W k,p(Rd), then

‖u− ϕε ∗ u‖Lp ≤ Cεk
∑

α:|α|=k

‖Dαu‖Lp

We note that the second condition for ϕ is vacuous when k = 1.
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Proof. As in Proposition 11.5, we begin with the identity

u(x)− ϕε ∗ u(x) =

∫
ϕ(z) (u(x)− u(x− εz)) dz.

By Taylor’s formula, we have

u(x− εz) =
∑

α:|α|≤k−1

(−ε)|α|

α!
zαDαu(x)

+k(−ε)k
∑

α:|α|=k

∫ 1

0

zαDαu(x− εtz)(1− t)k−1 dt.

Thus, ∫
ϕ(z) (u(x)− u(x− εz)) dz

=
∑

α:1≤|α|≤k−1

(−ε)|α|

α!

∫
zαϕ(z) dz Dαu(x)

+k(−ε)k
∑

α:|α|=k

∫
zαϕ(z)

∫ 1

0

Dαu(x− εtz)(1− t)k−1 dtdz.

By hypothesis, all terms but the last term on the RHS vanish. For the Lp norm of
the last term, we use Minkowski’s inequality to estimate∥∥∥∥∥∥k(−ε)k

∑
α:|α|=k

∫ 1

0

zαDαu(x− εtz)(1− t)k−1 dt

∥∥∥∥∥∥
Lp(Rd)

≤ Cεk
∑

α:|α|=k

‖Dαu‖Lp(Rd),

as desired. �

Proof of Theorem 11.43. The first step of the proof is notice that it suffices prove

(11.11) W 1,p(U) ⊂⊂ Lp(U).

Indeed, if 1 ≤ q < p, then (11.10) would follow from (11.11) and the embedding
Lp(U) ⊂ Lq(U) (Hölder inequality). In the case, p < q < p∗, by Hölder’s inequality
and Theorem 11.26, we have

‖u‖Lq(U) ≤ ‖u‖θLp(U)‖u‖
1−θ
Lp∗ (U)

≤ C‖u‖θLp(U)‖u‖
1−θ
W 1,p(U),

where 0 < θ < 1 is characterized by 1
q = θ 1

p + (1− θ) 1
p∗ . It follows that if {uk} is a

sequence that is bounded in W 1,p(U) and convergent in Lp(U), then it is convergent
in Lq(U). Using this observation, (11.10) follows from (11.11).

It remains to prove (11.11). Here, the idea is combine Proposition 11.44 with the
Arzela–Ascoli theorem. We claim if {uk} is a bounded sequence inW 1,p(U), then for
every n > 0, there exists a subsequence ukj and J such that ‖ukj − ukj′‖Lp <

1
n for

all j, j′ ≥ J . Then by a standard diagonal argument, we may extract a convergent
subsequence of the original sequence.

Let us prove the claim. Let {uk} be a bounded sequence in W 1,p(U) and fix n >
1. Choosing an open domain V such that U ⊂ V , we may apply Proposition 11.13
to extend {uk} to a bounded sequence (which we will still denote by uk) in W 1,p(Rd)



174 SUNG-JIN OH

with suppuk ⊂ V . Fix ϕ ∈ C∞c (Rd) such that
∫
ϕ = 1. If ε > 0 is sufficiently

small, then suppϕε ∗ u ⊂ V . Moreover, by Proposition 11.44,

(11.12) ‖uk − ϕε ∗ uk‖Lp ≤ Cε‖Duk‖Lp ,
so choosing ε small enough, we may also ensure that

(11.13) ‖uk − ϕε ∗ uk‖Lp(Rd) <
1

3n
for every k.

Next, for such an ε > 0, note that {ϕε ∗uk}k is a sequence of continuous function
supported in V whose C0 and C1 norms are uniformly bounded. Hence Theo-
rem 11.41 is applicable, so there exists a subsequence ukj so that {ϕε ∗ ukj} is
uniformly convergent. In particular, there exists J such that for j, j′ ≥ J ,

‖ϕε ∗ ukj − ϕε ∗ ukj‖Lp(Rd) ≤ |V |
1
p ‖ϕε ∗ ukj − ϕε ∗ ukj‖L∞(Rd) <

1

3n
.

Combined with (11.13), it follows that

‖ukj − ukj′‖Lp(Rd) <
1

n
for j, j′ ≥ J

as desired. �

We note the following consequence of Theorems 11.43 (when 1 ≤ p < ∞) and
11.41 (p =∞).

Corollary 11.45. Let U be a bounded C1 domain, then for any 1 ≤ p ≤ ∞,

W 1,p(U) ⊂⊂ Lp(U).

We omit the straightforward proof.

11.7. Poincaré and Hardy inequalities. We now discuss ways to obtain infor-
mation about a function u from only the information Du ∈ Lp(U). A principal
example of such an inequality is Poincaré’s inequality :

Proposition 11.46 (Poincaré’s inequality). Let U be a bounded connected C1

domain. For any 1 ≤ p ≤ ∞ and u ∈W 1,p(U), we have∥∥∥∥u− 1

|U |

∫
U

u(y) dy

∥∥∥∥
Lp(U)

≤ C‖Du‖Lp(U),

where C only depends on d, p and U .

The proof involves application of Theorem 11.43 and argues by contradiction.

Proof. For the purpose of contradiction, assume that Proposition 11.46 does not
hold; then there exist a sequence uj ∈W 1,p(U) of nonconstant functions such that∥∥∥∥uj − 1

|U |

∫
U

uj(y) dy

∥∥∥∥
Lp(U)

≥ j‖Duj‖Lp(U).

Define

vj =
1

‖uj − 1
|U |
∫
uj(y) dy‖Lp(U)

(
uj −

1

|U |

∫
uj(y) dy

)
.

Then vj obeys the following properties:

‖vj‖Lp(U) = 1, ‖Dvj‖Lp(U) ≤
1

j
,

1

|U |

∫
U

vj(y) dy = 0.
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In particular, {vj} is a bounded sequence in W 1,p(U), so after passing to a subse-
quence, it converges strongly in Lp to some limit v (when p = ∞, this statement
follows from Arzela–Ascoli). By the first property,

‖v‖Lp(U) = lim
j→∞

‖vj‖Lp(U) = 1.

On the other hand, since ‖Dvj‖Lp(U) → 0, it follows that Dvj = 0 in the sense of
distributions; hence v must be a constant. But then, by the third property,

v =
1

|U |

∫
U

v(y) dy = lim
j→∞

1

|U |

∫
U

vj(y) dy = 0,

which contradicts ‖v‖Lp(U) = 1. �

It is interesting that the proof gives the existence of a constant C > 0, but no
control whatsoever on its size!

Another example, which we already saw, is Theorem 11.26.(1); when 1 ≤ p < d,

if u ∈W 1,p
0 (U) (i.e., u is “vanishing on the boundary”), then

‖u‖Lp∗ (U) ≤ C‖Du‖Lp(U),

where C only depends on d and p. Note also that, as a consequence of Theo-
rem 11.26.(1), for any 1 ≤ p <∞ and u ∈W 1,p

0 (U), we also have

‖u‖Lp(U) ≤ C‖Du‖Lp(U)

where C only depends on d, p and |U |; this is sometimes called Friedrich’s inequal-
ity. A useful strengthening of Friedrich’s inequality near the boundary is Hardy’s
inequality :

Proposition 11.47 (Hardy’s inequality near a boundary). Let U be a bounded C1

domain. For any 1 ≤ p <∞ and u ∈W 1,p
0 (U), we have

(11.14) ‖dist(·, ∂U)−1u‖Lp(Rd) ≤ C‖Du‖Lp(Rd).

where C depends only on d, p and U .

Proof. By density, we may assume that u ∈ C∞c (U). By a smooth partition of
unity, boundary straightening and Friedrich’s inequality (as in the proof of Propo-
sition 11.13), it suffices to prove the following statement: For u ∈ C∞c (Rd+), we
have

‖(xd)−1u‖Lp(Rd+) ≤ C‖Du‖Lp(Rd+).

where C depends only on p.
To prove this, we start with ‖(xd)−1u‖p

Lp(Rd+)
and compute as follows:∫

Rd−1

∫ ∞
0

1

(xd)p
|u(x′, xd)|p dxddx′

= − 1

p− 1

∫
Rd−1

∫ ∞
0

∂xd
1

(xd)p−1
|u(x′, xd)|p dxddx′

=
1

p− 1

∫
Rd−1

∫ ∞
0

1

(xd)p−1
∂xd |u(x′, xd)|p dxddx′,

where the boundary terms vanish by the support assumption on u. We have∣∣∣∣ 1

p− 1

∫
Rd−1

∫ ∞
0

1

(xd)p−1
∂xd |u(x′, xd)|p dxddx′

∣∣∣∣
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≤ p

p− 1

∫
Rd−1

∫ ∞
0

1

(xd)p−1
|u(x′, xd)|p−1|∂xdu|dxddx′

≤ p

p− 1
‖(xd)−(p−1)up−1‖

L
p
p−1 (Rd+)

‖Du‖Lp(Rd+)

=
p

p− 1
‖(xd)−1u‖p−1

Lp(Rd+)
‖Du‖Lp(Rd+).

Dividing both sides by ‖(xd)−1u‖p−1

L
p
p−1 (Rd+)

, we obtain the desired inequality. �

Next, we discuss the case when U = Rd. One useful inequality is the Gagliardo–
Nirenberg–Sobolev inequality (Theorem 11.25), which states

‖u‖Lp∗ (Rd) ≤ C‖Du‖Lp(Rd)

when 1 ≤ p < d and u ∈ W 1,p(Rd). Another useful inequality, which does not
follow from Theorem 11.25, is Hardy’s inequality from infinity :

Proposition 11.48 (Hardy’s inequality from infinity). Let 1 ≤ p < d and u ∈
W 1,p(Rd). Then r−1u ∈ Lp(Rd) and

(11.15) ‖r−1u‖Lp(Rd) ≤ C‖Du‖Lp(Rd).

where C depends only on d and p.

Unlike Proposition 11.46, but like Theorem 11.25, note that Hardy’s inequality
is homogeneous. The proof is very similar to that of Proposition 11.47.

Proof. Since C∞c (Rd) is dense in W 1,p(Rd) by Corollary 11.12, it suffices to prove
(11.15) for u ∈ C∞c (Rd). We work in the polar coordinates x = ry. We begin by
performing an integration by parts in r as follows:∫
∂B(0,1)

∫ ∞
0

1

rp
|u(ry)|prd−1 drdS(y) =

1

d− p

∫
∂B(0,1)

∫ ∞
0

|u(ry)|p∂rrd−p dr dS(y)

=
1

d− p

∫
∂B(0,1)

|u(ry)|prd−p dS(y)

∣∣∣∣∣
∞

0

− 1

d− p

∫
∂B(0,1)

∫ ∞
0

∂r|u(ry)|prd−p dr dS(y).

Since u is smooth and compactly supported, and d − p > 0 by hypothesis, the
boundary term is zero. We estimate the rest as follows:

1

d− p

∣∣∣∣∣
∫
∂B(0,1)

∫ ∞
0

∂r|u|prd−p dr dy

∣∣∣∣∣
≤ p

d− p

∫
∂B(0,1)

∫ ∞
0

|u|p−1|∂ru|rd−p dr dS(y)

≤ p

d− p

∫
∂B(0,1)

∫ ∞
0

r−(p−1)|u|p−1|∂ru|rd−1 dr dS(y)

≤ p

d− p
‖r−1u‖p−1

Lp(Rd)
‖Du‖Lp(Rd).

Dividing both sides by ‖r−1u‖p−1
Lp(Rd)

, we obtain the desired inequality. �
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11.8. Duality and negative regularity Sobolev spaces (optional). We now

turn to the question of identifying the dual spaces of W k,p
0 (U) and W k,p(U). As

we will soon see, the notion of negative regularity Sobolev spaces appears naturally
in the process:

Definition 11.49 (Sobolev spaces with negative regularity index). Let k be a
nonnegative integer and 1 ≤ p < ∞. We define the Sobolev space with regularity
index −k and integrability index p by

W−k,p(U) = {u ∈ D′(U) : ∃gα ∈ Lp(U) for |α| ≤ k such that u =
∑

α:|α|≤k

Dαgα}.

We equip this space with the norm

‖u‖W−k,p(U) = inf
gα∈Lp(U):u=

∑
α:|α|≤kD

αgα

 ∑
α:|α|≤k

‖gα‖pLp

 1
p

.

As usual, we adopt the convention of writing p′ = p
p−1 , so that (Lp)′ = Lp

′
for

1 < p <∞ by the Riesz representation theorem.

Identification of (W k,p
0 (U))′. When 1 < p < ∞, the dual space of W k,p

0 (U) turns

out to be exactly W−k,p
′
(U):

Proposition 11.50. Let k be a nonnegative integer and 1 < p < ∞. For any
domain U ,

(W k,p
0 (U))′ = W−k,p

′
(U),

where u ∈ W−k,p
′
(U) defines a linear functional on W k,p

0 (U) by C∞c (U) 3 v 7→
〈u, v〉, whose norm is equal to ‖u‖W−k,p′ (U).

Proof. Let us start with the left inclusion ⊇, which is easier (but this part breaks

down for W k,p(U)!). Let u ∈ W−k,p′(U), which by definition admits a decomposi-

tion of the form u =
∑
α:|α|≤k gα with gα ∈ Lp

′
(U). Then for v ∈ C∞c (U),

〈u, v〉 =
∑

α:|α|≤k

∫
Dαgαv dx

=
∑

α:|α|≤k

(−1)|α|
∫
gαD

αv dx,

so

|〈u, v〉| ≤
∑

α:|α|≤k

‖gα‖Lp′ (U)‖D
αv‖Lp(U) ≤ C‖u‖W−k,p′ (U)‖v‖Wk,p(U),

where C > 1 can be taken to be arbitrarily close 1. Hence u defines a bounded

linear functional on W k,p
0 (U) (the closure of C∞c (U) with respect to ‖·‖Wk,p(U)),

whose norm does not exceed ‖u‖W−k,p′ (U).

For the right inclusion ⊆, we make an argument involving the Hahn–Banach
theorem and the Riesz representation theorem. Let us enumerate all multi-indices

α with |α| ≤ k as α0, α1, . . . , αK (where K =
∑k
j=0

d!
j!(d−j)! ). For v ∈ C∞c (U),

consider the mapping

v 7→ Tv := (Dα0v,Dα1v, . . . , DαKv) ∈ Lp(U)⊕K .
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Note that T defines an injective map from C∞c (U) into the above direct sum of
Lp(U)’s. Moreover, if Lp(U)⊕K is equipped with the norm ‖(vα0 , . . . , vαK )‖ =

(
∑K
j=0 ‖vαj‖

p
Lp(U))

1
p , then T is an isometry. Hence any linear functional u ∈

(W k,p
0 (U))′ defines a bounded linear functional ũ on T (C∞c (U)) by ũ(Tv) := u(v).

By the Hahn–Banach theorem, ũ extends to a bounded linear functional on Lp(U)⊕K

with the same bound, so by the Riesz representation theorem there exist g̃α0
, . . . , g̃αK ∈

Lp
′
(U) such that

ũ(Tv) =

K∑
j=0

〈g̃αj , Dαjv〉,

for every v ∈ C∞c (U), where K∑
j=0

‖g̃αj‖
p′

Lp′ (U)

 1
p′

≤ sup
v∈C∞c (U):‖v‖W1,p(U)≤1

|ũ(v)| = ‖u‖(Wk,p(U))′ .

Defining gαj = (−1)|αj |g̃αj , it follows that

u(v) = ũ(Tv) =

K∑
j=0

(−1)|αj |〈gαj , Dαjv〉

for every v ∈ C∞c (U), i.e., u =
∑K
j=0D

αjgαj as distributions. Hence, u ∈W−k,p′(U)

with ‖u‖W−k,p′ (U) ≤ ‖u‖(Wk,p(U))′ , as desired. �

Identification of (W k,p(U))′ (optional). Next, we turn to the question of identifying
(W k,p(U))′. Note that, in general, it cannot be expressed as a subspace of D′(U),
since C∞c (U) is not dense in W k,p(U). Instead, (W k,p(U))′ turns out to be a closed
subspace of W−k,p(Rd) consisting of elements whose support is in U .

To facilitate the statement of the result, let us introduce a notation. Let k ∈ Z
and 1 ≤ p <∞. Given a closed subset K of a domain U , we write

W k,p
K (U) = {u ∈W k,p(U) : suppu ⊆ K}.

Note that W k,p
K (U) is a closed subspace of W k,p(U).

Proposition 11.51. Let k be a nonnegative integer and 1 < p < ∞. Let U be a
bounded Ck domain. Then

(W k,p(U))′ = W−k,p
′

U
(Rd).

We need the following result from functional analysis, whose straightforward
proof we omit.

Lemma 11.52. Let X be a Banach space, and let Y be a closed subspace of Y .
Denote by Y ⊥ the subspace of X ′ consisting of bounded linear functionals whose
kernel contains Y , i.e.,

Y ⊥ = {u ∈ X ′ : u(v) = 0 for all v ∈ Y }.

Then the following relations hold:

Y ′ = X ′/Y ⊥,(11.16)

(X/Y )′ = Y ⊥.(11.17)
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A sketch of the proof of Proposition 11.51 is as follows. By Proposition 11.13, it
can be shown that

W k,p(U) = W k,p(Rd)/W k,p
Rd\U (Rd).

By Lemma 11.52 with X = W k,p(Rd) and Y = W k,p
Rd\U (Rd), we have

(W k,p(U))′ = (W k,p
Rd\U (Rd))⊥.

We claim that
(W k,p

Rd\U (Rd))⊥ = W−k,p
′

U
(Rd).

The right inclusion ⊆ is not difficult to show. For the left inclusion ⊇, we need to
show that if u ∈ W−k,p′(Rd) with suppu ⊆ U and v ∈ W k,p(Rd) with supp v ⊆
Rd \U , then u(v) = 0. To prove this, we need to find an approximating sequence vε
such that supp vε ⊆ Rd \U and vε → v in W k,p(U). If U is sufficiently regular, then
such a sequence can be constructed by a boundary straightening and translating
argument (cf. the proof of Proposition 11.10).

Remark 11.53. The two spaces (W k,p
0 (U))′ and (W k,p(U))′ are related to each other

as follows:
W−k,p

′
(U) = W−k,p

′

U
(Rd)/W−k,p

′

∂U (Rd)
This identity is a quick consequence of Lemma 11.52 with X = W k,p(U) and

Y = W k,p
0 (U).
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