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1. Introduction

The first widely accepted proof of the Fundamental Theorem of Algebra was pub-
lished by Gauß in 1799 in his Ph.D. thesis, although to current standards this proof has
gaps. Argand gave a proof (with only small gaps) in 1814 which was based on a flawed
proof of d’Alembert of 1746. Many more proofs followed, including three more proofs
by Gauß. For a more about the history of the Fundamental Theorem of Algebra, see
[5, 6].

Proofs roughly can be divided up in three categories (see [3] for a collection of
proofs). First there are the topological proofs (see [1, 8]). These proofs are based on
topological considerations such as the winding number of a curve in R2 around 0. Gauß’
original proof might fit in this category as well. Then there are analytical proofs (see
[9]) which are related to Liouville’s result that an entire non-constant function on C
is unbounded. Finally there are the algebraic proofs (see [4, 10]). These proofs only
use the facts that every odd polynomial with real coefficients has a real root, and that
every complex number has a square root. The deeper reasons why these proves work
can be understood in terms of Galois Theory.

For a linear algebra course, the Fundamental Theorem of Algebra is needed, so it
is therefore desireable to have a proof of it in terms of linear algebra. In this paper
we will prove that every square matrix with complex coefficients has an eigenvector.
This is equivalent to the Fundamental Theorem of Algebra. In fact we will prove the
slightly stronger result that any number of commuting square matrices with complex
entries will have a common eigenvector. The proof is entirely within the framework
of linear algebra, and unlike most other algebraic proves of the Fundamental Theorem
of Algebra, it does not require Galois Theory or splitting fields. Another (but longer)
proof using linear algebra can be found in [7].

2. preliminaries

For the proof we will only use the following elementary properties of the real and
the complex numbers.

Lemma 1. Every polynomial of odd degree with real coefficients has a zero.
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Proof. It is enough to prove that a monic polynomial

P (x) = xn + a1x
n−1 + · · ·+ an.

with a1, . . . , an ∈ R and n odd has a zero. Put a = |a1|+ · · ·+ |an|+ 1 then it is easy
to see that P (a) > 0 and P (−a) < 0. By the Intermediate Value Theorem there exists
λ in the interval [−a, a] such that P (λ) = 0.

Lemma 2. Every complex number has a square root.

Proof. Suppose that α + βi ∈ C with α, β ∈ R. Put γ =
√

α2 + β2, then

(√γ + α

2
+

√
γ − α

2
i
)2

= α + βi.

3. The proof of the Fundamental Theorem of Algebra

For a field K, consider the following statement:

P(K, d, r): Suppose that A1, A2, . . . , Ar are commuting endomorphisms of a K-vector
space V of dimension n such that d does not divide n. Then A1, A2, . . . , Ar have a
common eigenvector.

Lemma 3. If P(K, d, 1) holds, then P(K, d, r) holds for all r ≥ 1.

Proof. We prove the lemma by induction on r.
Assume that P(K, d, r − 1) holds. Suppose that A1, A2, . . . , Ar are commuting en-

domorphisms of a K-vector space V of dimension n such that d does not divide n.
By induction on n we prove that A1, A2, . . . , Ar have a common eigenvector. The case
n = 1 is trivial.

Because P(K, d, 1) holds, Ar has an eigenvalue λ ∈ K. Let W be the kernel, and Z
be the image of Ar − λI. Note also that W and Z are stable under A1, A2, . . . , Ar−1.

Suppose that W 6= V . Because dim W + dim Z = dim V , d does not divide dim W
or d does not divide dim Z. Since dim W < n and dim Z < n we may assume by
induction on n that A1, . . . , Ar already have a common eigenvector in W or in Z.

Suppose that W = V . Because P(K, d, r−1) holds, we may assume that A1, . . . , Ar−1

have a common eigenvector on V , say v. Since Arv = λv, v is a common eigenvector
of A1, . . . , Ar.

Lemma 4. P(R, 2, r) holds for all r, i.e., if A1, . . . , Ar are commuting endomorphisms
on an odd dimensional R-vector space then they have a common eigenvector.

Proof. By Lemma 3 it is enough to show P(R, 2, 1). If A is an endomorphism of an
odd dimensional R-vector space then det(xI − A) is an odd polynomial which has a
zero λ by Lemma 1. Now λ is a real eigenvalue of A.
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Lemma 5. P(C, 2, 1) holds, i.e., every endomorphism of a C-vector space of odd di-
mension has an eigenvector.

Proof. Suppose that A : Cn → Cn is a C-linear map with n odd. Put V = Hermn(C),
the set of n × n Hermitian matrices. One can check that we can define commuting
endomorphisms L1, L2 of V by

L1(B) =
AB + BA

t

2
and

L2(B) =
AB −BA

t

2i
.

Here A
t
is the transpose of the complex conjugate of the matrix A.

Note that dimR V = n2 is odd. Now P(R, 2, 2) (see Lemma 4) implies that L1 and
L2 have a common eigenvector B, say L1(B) = λB and L2(B) = µB with λ, µ ∈ R.
But then we have

(L1 + iL2)(B) = AB = (λ + µi)B

and any nonzero column vector of B gives an eigenvector for the matrix A.

Lemma 6. P(C, 2k, r) holds for all k and r.

Proof. We will prove the lemma by induction on k. The case k = 1 follows from
Lemma 5 and Lemma 3. Assume that P(C, 2l, r) holds for l < k. We will prove
P(C, 2k, r). It suffices to prove P(C, 2k, 1) by Lemma 3. Suppose that A : Cn → Cn is
linear and n is divisible by 2k−1 but not by 2k. Let V = Skewn(C) be the set of n× n
skew-symmetric matrices with complex entries. Define two commuting endomorphisms
L1, L2 of V by

L1(B) = AB −BAt

and
L2(B) = ABAt.

Note that dim V = n(n − 1)/2 and 2k−1 does not divide dim V . By P(C, 2k−1, 2), L1

and L2 have a common eigenvector B, say L1(B) = λB and L2(B) = µB with λ, µ ∈ C.
But then we have

µB = ABAt = A(AB − λB)

so
(A2 − λA− µI)B = 0

Let v be a nonzero column of B. Then we get

(A2 − λA− µI)v = 0.

By Lemma 3 there is a δ ∈ C such that δ2 = λ2 + 4µ. We can write (x2 − λx − µ) =
(x− α)(x− β) where α = (λ + δ)/2 and β = (λ− δ)/2. We have

(A− αI)w = 0
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where w = (A − βI)v. If w = 0 then v is an eigenvector of A with eigenvalue β. If
w 6= 0 then w is an eigenvector of A with eigenvalue α.

Theorem 7. If A1, A2, . . . , Ar are commuting endomorphisms of a finite dimensional
nonzero C-vector space V then they have a common eigenvector.

Proof. Let n be the dimension of V . There exists a positive integer k such that 2k does
not divide n. Since P(C, 2k, r) holds by Lemma 6, the theorem follows.

Corollary 8 (Fundamental Theorem of Algebra). If P (x) is a non-constant polyno-
mial with complex coefficients, then there exists an λ ∈ C such that P (λ) = 0.

Proof. It suffices to prove this for monic polynomials. Suppose that

P (x) = xn + a1x
n−1 + a2x

n−2 + · · ·+ an.

Then P (x) = det(xI − A) where A is the companion matrix



0 0 · · · 0 −an

1 0 0 −an−1

0 1 0 −an−2
...

. . .
...

0 0 · · · 1 −a1




Theorem 7 implies that A has a complex eigenvalue λ ∈ C. Then we get P (λ) = 0.

As for all algebraic proofs of the Fundamental Theorem of Algebra, the statement can
be generalized to more general fields. An ordered field R is a field with the following
properties: For every α ∈ R\{0}, either α or −α is a square. Also, the sum of any two
squares must be a square. On such an ordered field there is a total ordering defined
by α ≤ β if and only if β − α is a square. If α ∈ R is a square, then we define

√
α

as the unique β ∈ R such that β2 = α and β is a square itself. The element −1 is
not a square in an ordered field. We can construct a field C by adjoining an element
i with i2 = −1 to R in a similar fashion as C is constructed from R. It can be shown
(just as for C) that any element of C has a square root. If we assume R is an ordered
field such that every polynomial of odd degree has a zero, then the above prove goes
through with R replaced by R and C replaced by C. In particular C is algebraically
closed.
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