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A SPECTRAL TRANSFORM METHOD FOR SINGULAR
STURM–LIOUVILLE PROBLEMS WITH APPLICATIONS TO

ENERGY DIFFUSION IN PLASMA PHYSICS∗

JON WILKENING† AND ANTOINE CERFON‡

Abstract. We develop a spectrally accurate numerical method to compute solutions of a model
PDE used in plasma physics to describe diffusion in velocity space due to Fokker–Planck collisions.
The solution is represented as a discrete and continuous superposition of normalizable and non-
normalizable eigenfunctions via the spectral transform associated with a singular Sturm–Liouville
operator. We present a new algorithm for computing the spectral density function of the opera-
tor that uses Chebyshev polynomials to extrapolate the value of the Titchmarsh–Weyl m-function
from the complex upper half-plane to the real axis. The eigenfunctions and density function are
rescaled, and a new formula for the limiting value of the m-function is derived to avoid amplification
of roundoff errors when the solution is reconstructed. The complexity of the algorithm is also ana-
lyzed, showing that the cost of computing the spectral density function at a point grows less rapidly
than any fractional inverse power of the desired accuracy. A WKB analysis is used to prove that
the spectral density function is real analytic. Using this new algorithm, we highlight key properties
of the PDE and its solution that have strong implications on the optimal choice of discretization
method in large-scale plasma physics computations.
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1. Introduction. Partial differential equations involving singular Sturm–Liou-
ville operators with continuous spectra arise frequently in computational physics.
Common approaches to solving them include domain truncation, which often regular-
izes the operator and makes the spectrum discrete, or projection onto finite dimen-
sional orthogonal polynomial or finite element subspaces, which also leads to discrete
spectra. Here we develop an alternative approach in which the continuous spectrum
is treated analytically via a spectral transform, and the numerical challenge is in
accurately representing and evaluating the integrals giving the exact solution.

While the methods developed in this paper to diagonalize singular Sturm–Liouville
operators are quite general, we will describe them in the context of velocity-space dif-
fusion in one dimension,

(1.1)
∂ha
∂t

=
1

v2
∂

∂v

[
Ψ̃(v)

(
2v2ha + v

∂ha
∂v

)]
(v > 0, t > 0),

where Ψ̃(v) =
[
erf(v) − v erf′(v)

]
/(2v2) is the Chandrasekhar function and erf(v) =

2π−1/2
∫ v
0 e

−r2dr is the error function. The diffusion operator on the right-hand side
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of (1.1) plays an important role in numerical simulations of systems governed by the
Fokker–Planck kinetic equation [24, 25]

(1.2)
∂fa
∂t

+ v · ∇fa + qa
ma

(E+ v ×B) · ∇vfa =
∑
b

C(fa, fb).

Here fa(x,v, t) is the distribution function for particles of species a of charge qa and
mass ma, and C(fa, fb) is the Fokker–Planck collision operator [39, 26, 34] describing
collisions between species a and other species, including itself. In many problems of
interest, the distribution function fa is close to a Maxwell–Boltzmann distribution,
in which case one often writes fa = fMa + ha, where fMa is the Maxwell–Boltzmann
distribution and ha � fMa [9, 3, 28]. The collision operator C(fa, fb) may then be
linearized about fMa [26, 2, 29]. When this is done, the operator on the right-hand
side of (1.1) is the term in the linearized version of C(fa, fb) that represents energy
diffusion resulting from the collision of ha with a Maxwellian background fMa [26].
In this context, the variable v in (1.1) is the speed coordinate |v|.

Numerical solution of (1.2) is expensive due to the high-dimensional phase space
in which the distribution functions evolve [9, 3, 2]. To reduce the computational
time without sacrificing accuracy, it is important to develop optimized discretization
techniques [8, 29]. For the speed coordinate, nonclassical orthogonal polynomials
[41, 29, 20] are emerging as a promising alternative to finite difference methods [9, 4].
Equation (1.1) is well suited to assess the merits of these discretization schemes for the
speed coordinate in (1.2) without the computational overhead of a high-dimensional
phase space. It is physically relevant since the right-hand side of (1.1) can be identified
as the energy-diffusion term in the “test-particle” part of the linearized Landau colli-
sion operator [26, 1], as already discussed. The solution also relaxes to a Maxwellian
distribution as t→ ∞, as one would physically expect from a collision operator, and
the equation is “mass-conserving”; i.e., the integral

∫∞
0

4πv2ha(v, t) dv remains con-
stant in time. As such, (1.1) and close variants of it are often used as standard tests
of the accuracy and conservation properties of numerical solvers, as illustrated by
Example IV.A in [2], for instance.

In the present paper, we develop a spectral transform method to study the dy-
namics of (1.1) in detail. In subsequent work [49], jointly with Landreman, we will
study the projected dynamics of this equation in finite-dimensional spaces of orthogo-
nal polynomials. Roughly speaking, we show in this paper how to efficiently evaluate
the exact solution by discretizing a continuous transform, while in [49] we discretize
the PDE before evolving the solution. The latter approach is faster and better suited
to large scale computations of the full Fokker–Planck equation, while the current ap-
proach clarifies the role of the continuous spectrum in the dynamics and provides
an independent means of validating the orthogonal polynomial approach. Validation
is especially important in singular cases where the true solution of (1.1) leaves the
finite-dimensional subspace and later returns to a point that may or may not agree
closely with the solution of the projected dynamics. These singular cases not only
are of academic interest but in fact also correspond to situations of practical interest
in plasma physics, such as the calculation of the resistivity of a homogeneous, un-
magnetized plasma [29]. The construction of an accurate discretization of the exact
solution of (1.1) with singular initial conditions is therefore a useful tool to evaluate
the performance and accuracy of numerical solvers for the Fokker–Planck equation,
and to understand their behavior. It is also of intrinsic theoretical interest, with ap-
plications beyond plasma physics, to be able to diagonalize differential operators with
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continuous spectra.
Existing algorithms for computing spectral density functions of singular Sturm–

Liouville problems either employ a domain truncation technique (accelerated by Rich-
ardson extrapolation) [36, 19, 18] or use formulas for the density function [44, 14, 16,
15] that avoid domain truncation but apply only to Sturm–Liouville problems in stan-
dard form, Lu = −u′′+ q(x)u = λu. Further details about both approaches are given
in sections 3 and 5 and in [48]. While it is always possible to reduce to standard form
via the Liouville transformation [32], it is often preferable to work with the most phys-
ically relevant variables. Our idea is to turn Weyl’s original construction [47] into a
numerical algorithm by complexifying the spectral parameter λ = τ + iε and extrapo-
lating the Titchmarsh–Weylm-function to the real axis using Chebyshev interpolating
polynomials. In more detail, when λ is complex, m(λ) = − limx→∞[u0(x;λ)/u1(x;λ)]
is the limiting ratio of two solutions of Lu = λu. We show that this limit converges ex-
ponentially fast relative to the work required to compute the solutions u0 and u1, with
a decay rate proportional to Im{√λ}/|λ|1/2 (as a function of work). Making use of
arbitrary-order ODE solvers and interpolation methods, the cost of the new algorithm
for computing the spectral density function ρ′(τ) = (1/π) limε→0+ Im{m(τ + iε)} to
a tolerance δ grows slower than δ−γ (for any γ > 0) as δ → 0. Proving this requires
precise information about the asymptotic behavior of solutions of Lu = λu for large
x. We present a WKB analysis in Appendix C and a proof of analyticity of ρ′(λ) in
Appendix D for the Sturm–Liouville operator associated with (1.1).

In addition to developing a new algorithm for computing spectral density func-
tions of singular Sturm–Liouville problems of the form Lu = λu, we show how to use
them to evaluate the solution of ut = −Lu at any later time. Through appropriate
changes of variables, the spectral transform of the solution, û(λ, t), can be repre-
sented accurately and concisely as a trigonometric polynomial. The solution u(x, t)
in physical space is then expressed as an oscillatory integral in λ. For some initial
conditions, the spectral transform û(λ, t) decays exponentially in λ for t > 0 but only
algebraically at t = 0. Thus, with limited computational resources, the solution of
ut = −Lu often cannot be resolved to the desired level of accuracy until t surpasses
a critical value, t∗, where the decay rate of û(λ, t∗) becomes fast enough.

Remarkably, the same is true of the projected dynamics in some spaces of or-
thogonal polynomials [49]. For singular initial conditions, the projected dynamics is
a poor approximation of the true solution initially, regardless of which space of poly-
nomials is used to represent the solution. However, the true solution will generally
return (very nearly) to the space once t exceeds some t∗. For the class of orthogo-
nal polynomials introduced by Shizgal [41] and Landreman and Ernst [29], the true
solution agrees with the projected dynamics to 29 digits of accuracy for t > t∗ (in
quadruple-precision arithmetic). By contrast, for classical Hermite polynomials, it
only agrees to 2–3 digits of accuracy for similar computational work. Thus, in one
case the projected dynamics evolves to the correct state when t reaches t∗, while in
the other case it does not. The methods of the current paper were developed in order
to quantify these errors and understand these results.

2. Preliminaries. Our goal is to develop a spectral representation for solutions
of the PDE (1.1). For notational convenience, we will use the variable x instead of v
for the speed coordinate. The equation may then be written

∂ha
∂t

=
1

x2
∂

∂x

[
Ψ(x)x2e−x2 ∂

∂x

(
ex

2

ha

)]
(x > 0, t > 0),(2.1)
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where

Ψ(x) =
1

2x3

[
erf(x) − 2√

π
xe−x2

]
, erf(x) =

2√
π

∫ x

0

e−s2 ds.(2.2)

Several properties of Ψ(x), which differs from the Chandrasekhar function Ψ̃(x) in
the introduction by a factor of x, are established in Lemma B.1 of Appendix B. In
particular, Ψ(0) = 2/(3

√
π) ≈ 0.3761, Ψ′(0) = 0, Ψ(x) is monotonically decreasing

for x ≥ 0, and Ψ(x) ∼ (2x3)−1 as x → ∞. Furthermore, it is clear that as the ratio
of two odd functions, Ψ(x) is even.

We begin by transforming (2.1) into a self-adjoint system. Let

(2.3) u(x, t) = ha(x, t)e
x2

.

Then u satisfies

(2.4) ut = −Lu, Lu = − (Ψwu′)′

w
, w(x) = x2e−x2

,

where ut := ∂u/∂t and the prime symbol stands for the derivative with respect to x.
The domain D of L can be characterized precisely (see [10] and section 2.3), but it is
difficult to show that L is symmetric on all of D directly. Thus, initially, we will work
with the set D1 of bounded, C2 functions on (0,∞) with two bounded derivatives.
Such functions extend continuously to x = 0 with finite limiting value and slope.
Since

(2.5) 〈Lu, v〉 = 〈u, Lv〉 (u, v ∈ D1),

where 〈u, v〉 =
∫∞
0
u(x)v(x)w(x) dx, we see that the (densely defined) restriction

operator L1 = L � D1 is symmetric on the Hilbert space

(2.6) H = L2(R+;w dx) =

{
u :

∫ ∞

0

|u(x)|2w(x) dx <∞
}
.

L is defined as the graph closure of L1, which exists since L1 is symmetric. A well-
known theorem [37] asserts that L is self-adjoint iff Ran(L1 + i) and Ran(L1 − i) are
dense in H, which may be proved by construction of a Green’s function (see section
2.3). We note that D1 must be small enough that L1 is symmetric but large enough
that D1 and Ran(L1± i) are dense in H. For singular Sturm–Liouville operators, this
boils down to imposing the correct boundary conditions at the endpoints.

2.1. Classification of the endpoints. The operator L in (2.4) is singular at
x = 0 since w(0) = 0 and at x = ∞ since the domain is unbounded. We now show
that L is of limit circle type at x = 0 and limit point type at x = ∞ [10, 43, 22]. To
classify the endpoints, we study the behavior of solutions of

(2.7) −(Ψwu′)′ = λwu (λ ∈ C)

as x→ 0 and x→ ∞. When λ = 0, the general solution is

(2.8) u(x) = α1 − α0

∫ x

1

es
2

s2Ψ(s)
ds (0 < x <∞).
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The integrand may be expanded in a Laurent series about s = 0 to obtain

(2.9)
es

2

s2Ψ(s)
=

3
√
π

2s2
+

12
√
π

5
+O(s2).

Thus,

u(x) =
3
√
π

2x
α0 +O(1) (x� 1).

Since 1/x belongs to H in (2.6), all solutions of (2.7) are square-integrable on (0, 1)
with weight function w(x) when λ = 0. Weyl’s theorem [10, 43, 22] states that this is
true for all λ ∈ C if it is true for one λ. Thus, the limit circle case prevails at x = 0.

The situation is different at x = ∞. Since lims→∞ s3Ψ(s) = 1/2, there is an
x0 ∈ (0,∞) such that

(2.10)
es

2

s2Ψ(s)
≥ ses

2

(s ≥ x0).

It follows that u(x) in (2.8) with α1 = 0 and α0 = −1 satisfies

u(x) =

(
u0 +

∫ x

x0

es
2

s2Ψ(s)
ds

)
≥
(
u0 +

∫ x

x0

ses
2

ds

)
=

(
u0 +

ex
2 − ex

2
0

2

)
for x ≥ x0. The function on the right is not square-integrable on (x0,∞) with weight
function w(x), so neither is u, and the limit point case prevails at x = ∞.

2.2. Rescaled variables. The limit circle case requires a boundary condition.
It suffices for this to require that solutions of Lu = λu remain bounded at x = 0.
However, a linearly independent solution (that blows up at the origin) must also be
computed to evaluate the Titchmarsh–Weyl m-function, and both of these solutions
grow rapidly as x→ ∞. Thus, it is convenient to rescale u and its derivative to avoid
overflow in numerical computations. We define

(2.11) y(x) = xe−x2/2u(x), z(x) = Ψ(x)x2e−x2/2u′(x)

and note that u belongs to H iff y ∈ L2(0,∞). In terms of y and z, the ODE (2.7)
can be rewritten as

(2.12)
d�r

dx
= A(x)�r, A(x) :=

1

x

(
1− x2 Ψ(x)−1

−λx2 x2

)
, �r =

(
y
z

)
,

which has a singularity of the first kind [10] at x = 0. Formal series solutions of (2.12)
are therefore convergent, yielding actual solutions. In the present case, the solution
may be expanded in a Taylor series, though other problems may require the use of
more general Frobenius series or logarithmic sums to obtain a formal solution [5, 10].
Since

Ψ(x)−1 =
3
√
π

2
+

9
√
π

10
x2 +

153
√
π

700
x4 + · · ·

is even, we see that A(x) = x−1[A0 +A2x
2 +A4x

4 + · · · ] where A0 = (1 3
√
π/2

0 0 ). It
is therefore natural to construct a fundamental matrix with one column even and the
other odd:

(2.13) Φ(x) =
(
�r0(x) , �r1(x)

)
=

(
y0(x) y1(x)
z0(x) z1(x)

)
,

(
�r0 = �c0 + �c2x

2 + · · · ,
�r1 = �c1x+ �c3x

3 + · · ·

)
.
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Matching terms yields

A0�c0 = 0, (2kI −A0)�c2k =
∑k

j=1A2j�c2k−2j (k ≥ 1),

(I −A0)�c1 = 0, ((2k + 1)I −A0)�c2k+1 =
∑k

j=1A2j�c2k+1−2j (k ≥ 1),

where I is the 2×2 identity matrix. Since the eigenvalues of A0 are 0 and 1, nontrivial
vectors �c0 and �c1 exist, which are defined up to multiplicative factors. Once these
factors are chosen, the higher order coefficients �c2k and �c2k+1 are uniquely determined
from the recursion relationships given above. The leading terms are

(2.14)

(
�r0 ,

�r1
x

)
=

(
3
√
π

2 1
−1 0

)
−
(

9
40 (14

√
π + 5πλ) 1

4 (2 +
√
πλ)

1
4 (2 + 3

√
πλ) λ/3

)
x2 +O(x4).

The arbitrary constants were chosen so that

(2.15) u1(0) = 1, W [u0, u1] = Ψw(u0u
′
1 − u1u

′
0) =

1

x
detΦ(x) ≡ 1,

where uj = w−1/2yj , u
′
j = x−1w−1/2Ψ−1zj (j = 0, 1), and W is the Wronskian

determinant. The general solution u = α0u0 + α1u1 reduces to (2.8) when λ = 0.
Note that Φ(x) is analytic in a complex neighborhood of x = 0; i.e., (2.12) has

only an apparent singularity [10] at x = 0. The determinant of a fundamental matrix
is always zero at an apparent singularity, which is true in our case as detΦ(x) = x.
An alternative first-order system using u(x) and u′(x) as components would yield
a fundamental matrix with a pole at x = 0. Another alternative in which z(x) is
replaced by Ψ(x)y′(x) yields the equation

(2.16) −(Ψy′)′ + V (x)y = λy, V (x) = (1− x2)
Ψ′(x)
x

+ (x2 − 3)Ψ(x),

which is self-adjoint and regular at the origin, alleviating the need for initialization
with series solutions. This advantage comes at the cost of V (x) being more expensive
to evaluate than A(x) in (2.12) due to the additional Ψ′(x)/x term. We also note
that the formulas for Ψ(x) and Ψ′(x)/x in (2.16) are numerically unstable near the
origin and have to be computed with a series for small x anyway.

2.3. Green’s function and the Titchmarsh–Weyl m-function. For any
λ ∈ C with Im{λ} �= 0, we can construct a Green’s function for L − λ. We seek an
operator [G(λ)f ](x) = ∫∞

0
G(x, ξ;λ)f(ξ)w(ξ) dξ that satisfies

(2.17) G(λ)(L − λ)u = u, (L− λ)G(λ)f = f

for a wide class of functions u and f , which we characterize in detail below. The key
to the construction is to identify the complex number m(λ), unique in the limit point
case, for which

(2.18) χ(x;λ) := u0(x;λ) +m(λ)u1(x;λ) belongs to H.

Although u0(x;λ) = x−1ex
2/2y0(x;λ) has a simple pole at x = 0 for all λ, it is

square-integrable on (0, 1) because w(x) = x2e−x2

. Thus, m(λ) is determined by the
behavior of u0 and u1 as x → ∞. Indeed, when Im{λ} > 0, one may show [10]
that the set of complex numbers mb(λ) for which χ(x) = u0(x;λ) + mb(λ)u1(x;λ)
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satisfies cosβ χ(b)+ sinβ p(b)χ′(b) = 0 forms a nested family of circles (parametrized
by β) in the upper half-plane that converge to m(λ) as b → ∞. The parameter β is
independent of b, m, and λ and represents a general self-adjoint boundary condition
that could be imposed at the right endpoint if the domain were truncated to the finite
interval [0, b]. Taking β = 0, we have

(2.19) m(λ) = − lim
b→∞

u0(b;λ)

u1(b;λ)
= − lim

b→∞
y0(b;λ)

y1(b;λ)
.

Note that this also holds for Im{λ} < 0, the only difference being that the nested
family of circles is then in the lower half-plane.

Once m(λ) and χ(x;λ) are known, the Green’s function may be written as

(2.20) G(x, ξ;λ) =

{
u1(x;λ)χ(ξ;λ), x < ξ,

u1(ξ;λ)χ(x;λ), x > ξ.

Suppressing λ to simplify the notation, we have

(2.21) Gf(x) = χ(x)

∫ x

0

u1(ξ)f(ξ)w(ξ) dξ + u1(x)

∫ ∞

x

χ(ξ)f(ξ)w(ξ) dξ.

If f is continuous on (0,∞) and belongs toH, it follows from (2.21) and the Wronskian
identity that u = Gf has two continuous derivatives on (0,∞) and satisfies (L−λ)u =
f , where L−λ is applied pointwise as a differential operator. It follows that (L1 −λ)
from section 2 has a dense range for Im{λ} �= 0; i.e., L1 is essentially self-adjoint.
In more detail, let S1 be the set of continuous functions f with compact support
that satisfy

∫∞
0
u1fw dξ = 0. If f ∈ S1, then G(λ)f ∈ D1 (defined in section 2) and

(L1 − λ)G(λ)f = f (already shown). Moreover, S1 is dense in H. In particular, the
“orthogonality” condition 〈u1, f〉 = 0 does not preclude density as u1 �∈ H. In fact,
if f ∈ H is any function for which 〈u1, f〉 is finite, then 〈u1, f〉 can be adjusted to
zero with a continuous, compactly supported perturbation to f of arbitrarily small
H-norm. We leave the details to the reader.

We now characterize the domain D of L. The formula (2.21) is well defined for
f ∈ H (still assuming Im{λ} �= 0). Its derivative exists almost everywhere, where
it equals χ′(x)

∫ x
0
u1fw dξ+ u′1(x)

∫∞
x
χfw dξ, which is locally absolutely continuous.

Thus, G(λ)f(x) is actually differentiable everywhere, and (L − λ)G(λ)f = f almost
everywhere. We claim that ‖G(λ)f‖ ≤ ‖f‖/| Imλ|; i.e., G(λ) is bounded. This can
be seen as follows. Let fn → f in H with fn ∈ S1. A standard argument [38] using
the symmetry of L1 shows that ‖G(λ)fn‖ ≤ ‖fn‖/| Imλ|. Since G(λ)fn is a Cauchy
sequence, it converges to some g ∈ H with ‖g‖ ≤ ‖f‖/| Imλ|. It also converges
pointwise to G(λ)f(x), by (2.21). As a result, G(λ)f = g a.e., as required. In addition
to belonging to H, G(λ)f(x) remains finite as x → 0. Indeed, the first term on
the right-hand side of (2.21) approaches zero since χ(x) = O(x−1), and the integral

is bounded by
( ∫ x

0 |u1(ξ)|2w(ξ) dξ
)1/2‖f‖ = O(x3/2). The second term approaches

u1(0)〈f, χ〉, which is finite. By uniqueness of the solutions of (L − λ)u = f with
u ∈ H and u bounded near the origin, the range D of G(λ) consists precisely of those
functions u ∈ H with a locally absolutely continuous derivative such that Lu ∈ H.
Moreover, (2.17) holds for all u ∈ D, f ∈ H, λ �∈ R. This set D, which is independent
of λ, is the domain of L.
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2.4. Spectral transform. From the general theory of singular self-adjoint eigen-
value problems [10, 44, 43, 22], we know that m(λ) (and hence the Green’s function)
is analytic on C\R, with simple poles at the eigenvalues of L and a branch cut across
the continuous spectrum of L. The imaginary part of m(λ) is positive for Imλ > 0,
so m(λ) is a Pick–Nevanlinna function [11]. Any such function can be represented in
the canonical form [11]

(2.22) m(λ) = Aλ+B +

∫ ∞

−∞

(
1

s− λ
− s

s2 + 1

)
dρ(s) (λ ∈ C \ R),

where A ≥ 0, B is real, and ρ(s) is a nondecreasing, real-valued function such that∫
dρ(s)/(1 + s2) < ∞. Using the fact from section 2.3 that m(λ) = limb→∞mb(λ),

one may show [6] that A = 0. Setting λ = τ + iε, the imaginary part of (2.22) yields

(2.23) Im{m(τ + iε)} =

∫ ∞

−∞

ε dρ(s)

(s− τ)2 + ε2
.

An expression for ρ as a function of τ can be derived from (2.23). Integrating (2.23)
from τ0 to τ1 > τ0, one finds

∫∞
−∞
[
tan−1

(
s−τ0
ε

)− tan−1
(
s−τ1
ε

)]
dρ(s) on the right-

hand side of the equation. Taking the limit as ε → 0, this integrand approaches
π for τ0 < s < τ1 and 0 outside this range. It is also positive and bounded by
12π(τ1 − τ0)

2/[(2s− (τ0 + τ1))
2 + 3(τ1 − τ0)

2] for s ∈ R and 0 < ε < τ1 − τ0. Thus,
by the dominated convergence theorem,

(2.24) ρ(τ1)− ρ(τ0) = lim
ε→0+

1

π

∫ τ1

τ0

Im{m(τ + iε)} dτ

at points of continuity τ0, τ1 of ρ. Moreover, there is a 1-1 norm-preserving corre-
spondence between f ∈ H and f̂ ∈ L2(R; dρ), where one function may be obtained
from the other by the relations [10]

(2.25) f(x) =

∫ ∞

−∞
f̂(λ)u1(x;λ) dρ(λ), f̂(λ) =

∫ ∞

0

f(x)u1(x;λ)w(x) dx.

The second integral defines f̂(λ), the first gives the inversion formula, and ‖f̂‖ = ‖f‖.
As with the Fourier transform, if f or f̂ belongs to L2 but not L1, then the integrals
in (2.25) must be defined through a limiting procedure, e.g., by multiplying f or f̂ by
the characteristic function supported on [−k, k] and letting k → ∞. Equivalently, the
integrals may be regarded as improper integrals rather than Lebesgue integrals over
the whole integration domain; see [10] for precise statements.

Since the transform pair (2.25) preserves the L2-norm, the jump discontinuities of
ρ are precisely the eigenvalues of L, and the size of the jump at the kth eigenvalue is
‖u1(· ;λk)‖−2

H . We note that all eigenvalues are simple since any solution of Lu = λku
that is not a multiple of u1(· ;λk) will blow up as x→ 0+. Since eim(λ) is bounded in
the upper half-plane, standard arguments [42, 40] show that

m(τ+) := lim
ε→0+

m(τ + iε)

exists and is finite for a.e. τ ∈ R. Decomposing dρ = ρ′(τ) dτ + dρs into absolutely
continuous and singular components, it follows from (2.23) that for a.e. τ ∈ R,

(2.26) ρ′(τ) =
1

π
Im{m(τ+)},
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and dρs is supported on the set {τ : limε→0+ |m(τ + iε)| = ∞}; see [42, 40]. While
examples can be constructed in which dρs has a singular continuous component [35],
the usual situation [46, 30] is that dρs has a pure point spectrum and ρ(s) is absolutely
continuous between eigenvalues. In that case, if there are no eigenvalues between τ−a
and τ + a, (2.22) may be written as a Cauchy integral:

(2.27)
m(λ)

2πi
= ϕ(λ) +

1

2πi

∫ τ+a

τ−a

ρ′(s)
s− λ

ds.

The function ϕ(λ), which includes B and the remaining portions of the integral in
(2.22), is analytic in the upper and lower half-planes as well as in the disk |λ− τ | < a.
We will show in Appendix D that for L in (2.4), ρ′(λ) is real-analytic (for λ > 0).
Thus, if the radius of convergence of ρ′(λ) at λ = τ exceeds a, then the contour from
τ−a to τ+a along the real axis in (2.27) can be deformed to the semicircle Sτ,a in the
lower half-plane, and m(λ) has an analytic continuation from the upper half-plane to
Sτ,a. This leads to rapid convergence of polynomial extrapolation methods from the
upper half-plane to the real axis, as we will see in section 3.3.

Note that for λ ∈ R, ρ′(λ)u1(x;λ)u1(ξ;λ) = 1
2πi [G](x, ξ;λ), where [G] is the jump

in the Green’s function across the real λ axis. Some authors [44, 43] make use of this in
deriving the transform pair (2.25). It is also useful to know that ρ(λ) = limb→∞ ρb(λ)
at points of continuity of ρ, where ρb is the spectral density function for the eigenvalue
problem Lu = λu over the finite interval (0, b) with appropriate boundary conditions.
Each ρb is a right-continuous step function with arbitrary additive constant chosen
(in our case) so that ρb(λ) = 0 for λ < 0.

2.5. The spectrum of L and behavior of solutions of Lu = λu. The
operator L in (2.4) has only one eigenvalue, λ0 = 0. The corresponding eigenvector
is u1(x; 0) = 1, which has norm 1

2π
1/4. There are no negative eigenvalues since

〈Lu, u〉 ≥ 0. In Appendix C, we show that the asymptotic behavior of the general
solution of (2.12) for λ > 0 and x� 1 has the form

(2.28)
y(x;λ) = Cx3/4

(
1 + 1

8xλ + 5
128x2λ2 + 15

1024x3λ3

)
cos
{√

2xλ
λ2

[
2
5x

2λ2 − xλ
6

− 1
16 + 1

64xλ + 5
3072x2λ2 +

(
7

20480λ3 − 9λ
160

)
x−3
]− θ

}
+O(x−11/4),

where C and θ are constants determined by the initial conditions. Thus, y1(x;λ) does
not belong to L2(R+; dx), u1(x;λ) does not belong to H, and there are no positive
eigenvalues. Moreover, a Green’s function does not exist for λ > 0 since there is
no m(λ) for which (2.18) holds; thus, the continuous spectrum includes (0,∞). It
actually equals (0,∞) since (2.22) shows that the Green’s function is analytic across
the real axis in regions where ρ(λ) is constant, and ρ(λ) = limb→∞ ρb(λ) = 0 for
λ < 0. Alternatively, when λ < 0, an m(λ) for which (2.18) holds can be constructed
explicitly since one of the asymptotic solutions u±(x) in (C.2) belongs to H. Thus,
G(λ) exists and L− λ has a bounded inverse when λ < 0.

Plots of y1(x;λ) and the error in the asymptotic approximation (2.28) are given
in Figure 1 for λ = 0.03 and λ = 1. For small λ, the solution exhibits a rapid growth
phase before becoming oscillatory. For larger values of λ, the asymptotic formula
(2.28) is accurate even for small values of x. The three error curves correspond to
the difference between the exact solution (from solving the ODE) and the asymptotic
formula (2.28), truncated at orders x−11/4, x−7/4, and x−3/4, respectively. The am-
plitude C and phase θ in (2.28) were obtained in two stages. First we computed Ck,
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Fig. 1. Solution y1(x;λ) for two values of λ and the error in using the asymptotic formula
(2.28) and its lower order variants. The “exact” solution was computed using a 50th order fully
implicit Runge–Kutta collocation (IRK) method in quadruple precision arithmetic.

θk by fitting the solution through 201 data points near xk = 175 + 25k for λ = 1
and xk = 500 + 80k for λ = 0.03, with 0 ≤ k ≤ 5. Then we extrapolated to x = ∞
assuming Ck ≈ C + C∞/x4k, θk ≈ θ + θ∞/x3.5k . These values of C and θ were also
used for the lower order truncations.

The growth phase observed in Figure 1 occurs only for 0 < λ < 0.18704 and
always begins after the first extremum of y1(x;λ). This is because V (x) in (2.16)
is negative near the origin, causing y1(x;λ) to execute a small half-oscillation before
rapid growth begins (see Figure 2). In more detail, u1 = w−1/2y1 satisfies

(2.29) −Ψ(x)w(x)u′1(x) = λ

∫ x

0

u1(s)w(s) ds, u1(0) = 1.

For as long as u1(x) is positive, the integral is positive and increasing, and u′1(x) < 0
(assuming λ > 0). Thus, by the mean value theorem, u1(x) < 1 for 0 < x < x1, where
x1 is the first zero of u1(x). This zero exists since we can use (2.29) to bound u′(x)
away from zero for x ∈ [ε, x1], where ε > 0 is chosen so u1(x) ≥ 1/2 on [0, ε]. As a

result, 0 < y1(x) < xe−x2/2 on (0, x1), so its first extremum is of modest size. The
second extremum can be much larger in magnitude if 0 < λ < Vmax.

2.6. Spectral representation of the solution. Since the point spectrum of
L is {0}, the singular continuous spectrum is absent (see Appendix D), and the
absolutely continuous spectrum is (0,∞), the transform pair (2.25) simplifies slightly,
and the solution of the PDE (2.4) with initial condition u(x, 0) = f(x), f ∈ H, may
be written as

u(x, t) =
4√
π
f̂(0) + ex

2/2

∫ ∞

0

[
f̂(λ)e−λt

]y1(x;λ)
xY (λ)

[Y (λ)ρ′(λ)] dλ,(2.30)

f̂(λ) =

∫ ∞

0

[
xe−x2/2f(x)

]
y1(x;λ) dx (λ ≥ 0),(2.31)

where we used û(λ, t) = f̂(λ)e−λt and u1(x;λ) = w(x)−1/2y1(x;λ) in (2.25). Here
Y (λ) is an arbitrary scale factor that will be used later to account for the rapid

initial growth of y1(x;λ) when λ is small. Evaluation of f̂(λ) is straightforward if
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Fig. 2. Plots of V (x) and y1(x; λ), λ = 0.1, on a signed log (i.e., arcsinh) scale (left) and
linear scale (right). Since λ < Vmax, there is a band of x values where V (x) > λ. In this region,
y1(x; λ) grows rapidly as soon as y1 and y′1 are both negative, since y′′1 = Ψ−1

[
(V − λ)y1 − Ψ′y′1

]

remains negative, accelerating the growth rate, until V −λ changes sign. Decreasing λ increases the
size of the growth region.

xe−x2/2f(x) decays rapidly (e.g., if f is a polynomial). For a given λ, we just add a

third component F to �y in (2.12) and evolve dF/dx = xe−x2/2f(x)y1(x;λ) along with
y1 and z1 until dF/dx is negligible.

3. New algorithm for computing spectral density functions. The most
difficult part of computing the solution u(x, t) via (2.30) and (2.31) is determining
ρ′(λ). A popular approach, implemented in the software package SLEDGE [36, 19, 18],
is to compute the step function ρb(λ) for the regular problem over (0, b) and let b→ ∞.
For problems of the form −u′′ + V (x)u = λu, more sophisticated methods have
recently been developed [14, 16, 15] that compute ρ′(λ) directly, without computing
auxiliary functions ρb and taking a limit. Further details are given in section 5 and
[48]. See also [13, 17], which focus on solving −u′′ + qu = λu when both endpoints
are singular. In addition, [13] contains a wealth of information on the history of the
problem and provides an insightful review of the literature. There are also many
papers on computing eigenvalues and eigenfunctions (rather than continuous spectra
and density functions) for singular Sturm–Liouville problems; see, e.g., [23, 31].

3.1. Chebyshev extrapolation and convergence rate. Rather than approx-
imating ρ(λ) by ρb(λ) on a truncated domain or searching for specialized formulas for
ρ′(λ) that avoid solving ODEs with complex λ, we have developed a simpler approach
based directly on (2.19) and (2.26). For a given λ > 0, we choose a complex line
segment Γ of length � > 0,

(3.1) Γ = λ+ i�θ (0 < θ < 1),

and choose n collocation points on Γ consisting of nodes of a Chebyshev–Lobatto
quadrature scheme, omitting the node at θ = 0:

(3.2) λk = λ+ i�θk, θk =
1

2

[
1− cos

(
kπ

n

)]
, 1 ≤ k ≤ n.

For each λk, we evaluate m(λk) by computing the limit (2.19). We do this by evolving
�r0(x;λk) and �r1(x;λk) simultaneously using an arbitrary (e.g., 50th) order fully im-
plicit Runge–Kutta collocation (IRK) method [21] in double- or quadruple-precision
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arithmetic. As shown in Appendix C, there exist two solutions of (2.12) of the form

(3.3) y±(x;λk) = x3/4P0(x;λk) exp

{
±i2

√
2λk
5

P1(x;λk)x
5/2

}[
1 +O

(
x−7/2

)]
for x� 1, where P0(x;λ) and P1(x;λ) are defined in (C.3) and approach 1 as x→ ∞.
Since Im

√
λk is positive, y+(x;λk) decays superexponentially as x → ∞ while all

other linearly independent solutions grow. The function y1(x;λk) is guaranteed to
grow superexponentially since decaying would cause the corresponding u1 to be an
eigenfunction of L. The same is true of y0(x;λk) since there is a related self-adjoint
boundary value problem in which u0 would then be an eigenfunction. The limit
(2.19) emerges when the decaying mode in y0(x;λk) and y1(x;λk) becomes negligible
in comparison to the growing mode.

Quantitatively, (3.3) gives an asymptotic estimate for the rate of convergence of
−y0/y1 to m. Expressing yj(x;λk) = c−j y−(x;λk) + c+j y+(x;λk) for j = 0, 1, we have

(3.4)
y0(x;λk)

y1(x;λk)
=
c−0
c−1

· 1 + (c+0 y+)/(c
−
0 y−)

1 + (c+1 y+)/(c
−
1 y−)

= −m(λk)
[
1 + o

(
e− Im{4√2λk/5}x5/2

)]
for x� 1. Here we used the fact that c−0 �= 0 and c−1 �= 0, as explained above, as well
as the estimate |(1 + δ1)/(1 + δ2)− 1| ≤ 2|δ1|+ 2|δ2| when |δ2| ≤ 1/2, and

(3.5) |y+/y−|eIm{4√2λk/5}x5/2

=
[
1 +O(x−7/2)

]
e− Im

{
(4/5)

√
2λk

[
P1(x;λk)−1

]}
x5/2

,

which converges to zero as x→ ∞ since
√
λk[P1(x;λk)−1] = 5x3/2

12

[−λ−1/2
k +O(x−1)

]
,

so its imaginary part approaches +∞ as x→ ∞ (since Imλk > 0). We conclude that
the relative error in approximating m(λk) by −y0(x;λk)/y1(x;λk) decays extremely
rapidly, faster than exp

(− Im{4√2λk/5}x5/2
)
, as x→ ∞.

Since this asymptotic estimate for the convergence rate applies only for large x,
it is useful to develop an estimate for the error that can be monitored as the solution
is evolved numerically. We find that the number of digits in y0(x;λk)/y1(x;λk) that
remain frozen as x increases is roughly the same as the number of correct digits
in the numerically computed Wronskian. Thus, we use the stopping criterion that
|W [u0, u1] − 1| in (2.15) exceeds 1. At this point, �r0 and �r1 in (2.13) are linearly
dependent to machine precision, and continuing further in the evaluation of the limit
(2.19) does more harm than good due to additional roundoff errors. Note that loss of
accuracy in the Wronskian does not mean y0 and y1 are inaccurate; the catastrophic
cancellation of digits occurs when the determinant of Φ is computed.

Once m(λk) is known for each λk in (3.2), we compute the interpolating polyno-
mial q(θ) satisfying

(3.6) q(θk) = m(λk), 1 ≤ k ≤ n,

and evaluate 1
π Im{q(0)} to approximate ρ′(λ) = 1

π Im{m(λ+)}. The results of this
“naive” algorithm, and the improved version described in section 3.2 below, are shown
in Figure 3, where we computed ρ′(λ) at 768 values of λ of the form

(3.7) λj = eσj , σj = −4 +
3j

128
, 0 ≤ j < 768.

When λ decreases below 0.2, ρ′(λ) begins to decrease rapidly, and typical values of
y1(x;λ) grow very large. To account for this, we introduced a scale factor Y (λ) in
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Fig. 3. Plots of the real and imaginary parts of m(λ+), the spectral density function ρ′(λ), and
its rescaled version, Y (λ)ρ′(λ), which is used in (2.30) to represent u(x, t). Roundoff errors in the
naive algorithm are amplified to unacceptable levels when rescaled.

(2.30), which we define as

(3.8) Y (λ) =
√
1 + y2max(λ),

where ymax(λ) is the first negative extremum of y1(x;λ), computed using Newton’s
method to solve y′1(x;λ) = 0 for x, which occurs when z1(x;λ) = (x2−1)Ψ(x)y1(x;λ).
For example, in Figure 1, ymax(0.03) = −1.656× 1032 while ymax(1) = −0.7377. The
reason we use the first negative extremum (rather than the positive one that precedes
it) was explained in Figure 2.

3.2. Avoiding amplification of roundoff error. The poor scaling of y1(x;λ)
poses a problem in the reconstruction of the solution via (2.30). Roundoff errors in
ρ′(λ) near 10−15 in double-precision and 10−30 in quadruple-precision are amplified
to large values by Y (λ) when λ is small enough. Fortunately, we are able to improve
the algorithm to achieve small relative errors in ρ′(λ).

Let us complexify λ again and write λ = τ + iε with τ > 0 fixed. We wish to
compute ρ′(τ). First, we write the fundamental matrix in (2.13) as a product,

(3.9) Φ(x;λ) = Φ̃(x;λ)Φ(x∗ ;λ), Φ̃(x∗;λ) = I,

where x∗ is the location of the first negative extremum of y1(x; τ), which is indepen-
dent of ε, and Φ̃(x;λ) is another fundamental matrix for (2.12), evolved from the
identity at x = x∗. By analogy with (2.13), we denote the entries of Φ̃ by ỹ0, ỹ1, z̃0,
z̃1. When ε �= 0, the limit (2.19) exists, and we find from (3.9) that

(3.10)

m̃(λ) := − lim
x→∞

ỹ0(x;λ)

ỹ1(x;λ)
= lim

x→∞
y0(x;λ)z1(x

∗;λ)− y1(x;λ)z0(x
∗;λ)

y0(x;λ)y1(x∗;λ)− y1(x;λ)y0(x∗;λ)

=
m(λ)z1(x

∗;λ) + z0(x
∗;λ)

m(λ)y1(x∗;λ) + y0(x∗;λ)
.

Since Φ(x∗;λ) is invertible, the numerator and denominator cannot both be zero, so
the limit exists in the extended complex plane. It is in fact finite, for m̃(λ) is the m-
function (multiplied by exp[(x∗)2]/x∗) for the eigenvalue problem Lu = λu on [x∗,∞)
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with Dirichlet boundary conditions at the left endpoint. Moreover, m̃(τ+) exists
(since m(τ+) does) and is given by the final formula of (3.10) with m(λ) replaced
by m(τ+) and λ replaced by τ in y0, y1, z0, z1. Next, since det Φ(x∗; τ) = x∗, the
singular value decomposition of Φ(x∗; τ) has the form

(3.11)

(
y0(x

∗; τ) y1(x
∗; τ)

z0(x
∗; τ) z1(x

∗; τ)

)
=

(
a −b
b a

)(
α
√
x∗

α−1
√
x∗

)(
c d
−d c

)
,

where a2 + b2 = 1, c2 + d2 = 1, and α > 0. We know that if the first singular value
is α

√
x∗, the second singular value must be α−1

√
x∗ because the Wronskian is equal

to 1. This is convenient because the larger singular value α
√
x∗ can be computed

accurately while the smaller one may be severely corrupted by roundoff error. In our
algorithm, we ignore the computed version of the smaller singular value and assume
it equals α−1

√
x∗ instead. Combining (3.11) with (3.10), we obtain

(3.12)

m = −m̃y0 − z0
m̃y1 − z1

= −α(b− am̃)c+ α−1(a+ bm̃)(−d)
α(b− am̃)d+ α−1(a+ bm̃)(c)

= −β +
1 + β2

α2μ−1 + β
= β−1 − 1 + β−2

α−2μ+ β−1

(
β =

c

d
, μ =

a+ bm̃

b− am̃

)
,

where m = m(τ+), m̃ = m̃(τ+), and y0, z0, y1, and z1 are evaluated at (x∗; τ). The
resulting formula

(3.13) ρ′(τ) =

⎧⎨
⎩

1
π Im

{
1+β2

α2μ−1+β

}
, |β| ≤ 1,

− 1
π Im

{
1+β−2

α−2μ+β−1

}
, |β| > 1,

avoids the cancellation of digits that occurs if α is large and m is not simplified in
(3.12) to separate out the −β (or β−1) term.

The choice of x∗ as the first negative extremum of y1(x; τ) ensures that Φ(x
∗; τ)

captures the growth phase of y1(x; τ) observed in Figures 1 and 2. As a result, Φ̃(x;λ)
begins as the identity matrix in the oscillatory phase of the ODE, where growth is due
to λ being complex rather than all solutions growing. This causes m̃ in the improved
algorithm to be more accurately computed than m in the naive algorithm. Another
advantage of the split (3.9) is that λ can be set to τ when computing Φ(x∗;λ) since it
does not depend on x. Of course, λ must remain complex in Φ̃(x;λ) since the limits
x→ ∞ and ε→ 0 do not commute.

We remark that if z(x) is replaced by Ψ(x)y′(x) and Φ(x) is evolved according to

(3.14) Φ′ =
(

0 1/Ψ
V − λ 0

)
Φ,

with V as in (2.16), then detΦ(x∗; τ) = 1, rather than x∗. Formulas (3.11)–(3.13)
remain unchanged, except that

√
x∗ should be omitted from the diagonal in (3.11).

This technique of computing ρ′(λ) with high relative accuracy works generally and is
not tied to L in (2.4). Any convenient choice of x∗ can be used as long it is in the
“oscillatory” region where the solution grows due to λ being complex. To compute a, b,
c, d, α, and m̃, one may use any first-order system d�r/dx = A(x)�r that is equivalent to
Lu = λu, provided the first component of �r is a multiple of u. (In our case, �r = (y; z)

with y = xe−x2/2u.) The Abel–Liouville formula (d/dx) det Φ = (trA) det Φ will
determine the factor to include with α and α−1 in (3.11). Typically, as in (3.14),
trA = 0, and the factor is 1.
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3.3. Error bounds, complexity, and optimal parameters. In the improved
algorithm, we need to compute m̃(λ+) for λ > 0. This is done with an interpolating
polynomial q(θ), just as in (3.6), but matching m̃(λk) instead of m(λk) at θk. As in
(3.2), λ is now real, while λk = λ + i�θk, 1 ≤ k ≤ n, are complex. We will show
in this section that the cost of computing m̃(λk) for k = 1, . . . , n is dominated by
the k = 1 term, regardless of n, and we determine the parameters � and n to best
take advantage of the superexponential rate of convergence of ỹ0(x;λk)/ỹ1(x;λk) to
−m̃(λk).

3.3.1. Convergence rate. Writing ỹj(x;λk) = c̃−j y−(x;λk) + c̃+j y+(x;λk) for

j = 0, 1, we obtain (3.4) again, but with tildes placed over y0, y1, c
±
0 , c

±
1 , and m. The

coefficients c̃±j are determined from the initial condition Φ̃(x∗) = I by solving

(3.15) E(x∗)C =

(
y+(x

∗) y−(x∗)
z+(x

∗) z−(x∗)

)(
c̃+0 c̃+1
c̃−0 c̃−1

)
=

(
1 0
0 1

)
,

where z±(x) = Ψ(x)
[
xy′±(x) + (x2 − 1)y±(x)

]
and we have dropped λk to simplify

the notation, since it is fixed in this discussion. We emphasize that (y±; z±) are
exact solutions of the ODE (2.12) for which y± have the form (3.3) for x � x∗. As
before, the coefficients c̃−j must be nonzero since there are self-adjoint boundary-value
problems, this time on [x∗,∞), for which ũ0 or ũ1 would be an eigenfunction with
complex eigenvalue if it were a multiple of u+ = w−1/2y+, the solution that decays as
x → ∞. In other words, neither y+(x) nor z+(x) can ever vanish since λk �∈ R. The
same conclusions hold if we define z±(x) = Ψ(x)y′±(x) in (3.15) and use (2.16) and
(3.14) to evolve the solution instead of (2.12).

The growing solution, y−(x), is not uniquely determined. Adding any multiple
of y+(x) will not affect the asymptotics of y−(x) as x → ∞. Thus, we may assume
that the columns of E(x∗) above are orthogonal to each other. Also, Φ̃(x) = E(x)C
is unchanged if we replace E by ED and C by D−1C, where D is diagonal. Thus,
we may assume E(x∗) and C are orthogonal matrices in (3.15) if we allow y+ and y−
to be of the form (3.3) up to constant factors. The signs can be arranged (via D) so
that c̃+0 = −c̃−1 , c̃+1 = c̃−0 , y+(x

∗) = −c̃−1 , and y−(x∗) = c̃−0 . The argument of (3.4)
then gives the relative error estimate

(3.16)
1

|m̃|
∣∣∣∣m̃+

ỹ0(x)

ỹ1(x)

∣∣∣∣ ≤ 2κε(x) = o
(
e− Im{4√2λk/5}[x5/2−(x∗)5/2]

)
,

where

(3.17) κ = 1 +

∣∣∣∣ c̃−1c̃−0
∣∣∣∣
2

= 1 + |m̃|−2, ε(x) =

∣∣∣∣y+(x)/y+(x∗)y−(x)/y−(x∗)

∣∣∣∣ .
The first inequality in (3.16) is valid once ε(x) ≤ 1

2 . Note that ε(x) is the ratio of
the magnitudes of the decaying and growing solutions if both are scaled to equal 1
at x = x∗, and if the growing solution is chosen to be orthogonal to the decaying
solution at x = x∗. The (x∗)5/2 term in (3.16) accounts for the fact that the error is
O(1) when x = x∗. It is not strictly necessary but avoids hiding a large constant in
the o(· · · ) notation that would delay its convergence to zero. As mentioned already,
c̃−0 and c̃−1 are guaranteed to be nonzero, so κ is finite. The results of Figure 4 below
show that κ ≤ 2 for 4 ≤ λ ≤ 106 and remains less than 3000 if λ is decreased to
0.01875, assuming Imλk is small enough that |m̃(λk)| is similar in size to |m̃(λ+)|.
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3.3.2. Step count for high order collocation methods. In Appendix A, we
show that the number of steps required to evolve (2.12) or (2.16) at λk from x1 to
x2 using a ν-stage Runge–Kutta collocation method of order 2ν while maintaining a
bound of δ on the local truncation error satisfies

(3.18) Nsteps,k ≤ Kν(δ)

∫ x2

x1

5|λk|1/2〈x〉3/2 + 3.5|λk|−1/2〈x〉1/2 dx.

Here Kν(δ) = max
(
3
2 ,

4
9δ

−1/(2ν−1)
)
, 〈x〉 = √

1 + x2, and ν ≥ 5 was assumed to obtain
these particular constants. For the complexity analysis, it is convenient to decouple
x∗ from the location where y1(x) achieves its second extremum. Instead, we set

(3.19) x∗ =

{
1, λ ≥ 1,

λ−1, 0 < λ < 1.

This change has little effect on the running time of the algorithm, but is easier to
analyze. Recall that we evolve to x∗ with λ real to get past the growth phase, then
complexify λk = λ + i�θk, and evolve from x∗ until −y0/y1 converges to m̃(λk). As
shown in Figure 2, the growth phase occurs in the band of x values for which V (x) ≥ λ.
This band exists only when λ < Vmax = 0.18704 and ends well before x reaches 1/λ,
since V (x) < 1/(2x) for x > 0. Thus, (3.19) is sufficient to traverse the growth phase,
when it exists.

Combining (3.18) and (3.19) and making use of 〈x〉α ≤ 1 + xα for x > 0, α ≤ 2,
we find that the number of steps required to evolve from x∗ to x is bounded by

(3.20)
Nsteps,k

Kν(δ)|λk|1/2 ≤ 34

5

[
x5/2 − (x∗)5/2

]
,

where we used |λk|−1 ≤ 1 when λ = Reλk ≥ 1 and |λk|−1 ≤ x when λ < 1 and
x ≥ x∗ = λ−1. An additional (77/6)max(λ−2, λ1/2)Kν(δ) steps are required to evolve
from 0 to x∗.

3.3.3. Cost of evolving all n solutions from x∗. We see from (3.16) that
for small enough δ, the relative error in estimating m̃ by −ỹ0/ỹ1 will be less than δ if

(3.21) b(x) = ln(1/δ),

(
b(x) := Im{4

√
2λk/5}[x5/2 − (x∗)5/2]

)
.

Here we rely on surpassing the point beyond which |o(e−b(x))| ≤ e−b(x) in (3.16).
Equivalently, ε(x) and κ in (3.17) must satisfy ε(x) ≤ e−b(x)/(2κ) by the time b(x)
reaches ln(1/δ). This happens rapidly since ε(x)eb(x) converges to zero superexponen-
tially in spite of the rapid growth of eb(x), as in (3.5). Combining (3.20) and (3.21),
the number of steps required to achieve a relative error of δ satisfies

5

34
· 4

√
2

5
· Nsteps,k

Kν(δ) ln(1/δ)
≤

√|λ+ i�θk|
Im
{√

λ+ i�θk
} = 2

λ

�θk
+

3

4

�θk
λ

+O

(
�θk
λ

)3

.

We see that for fixed δ, Nsteps,k is a function of �θk/λ, and, to leading order, scales
inversely with it. Retaining only this leading term, which is particularly accurate for
those θk closest to zero (which matter most), we can estimate the total cost (in steps)
of computing m̃(λ1), . . . , m̃(λn):

(3.22)

√
2

17
· Ntot

Kν(δ) ln(1/δ)
� λ

�

n∑
k=1

θ−1
k =

λ

�

(
2n2 + 1

3

)
.
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The final equality follows from observing that the polynomial

P (θ) = θ(θ1 − θ)(θ2 − θ) · · · (θn − θ)

satisfies P ′(0) = θ1θ2 · · · θn and P ′′(0) = −2P ′(0)(θ−1
1 + · · · + θ−1

n ). Setting Q(ϑ) =
P
(
(1 − cosϑ)/2

)
, we find (from the choice of the θk in (3.2) as Chebyshev–Lobatto

nodes) that Q(ϑ) = sinnϑ sinϑ. This gives

P ′(0) = lim
ϑ→0

2Q′(ϑ)
sinϑ

, P ′′(0) = lim
ϑ→0

(
4Q′′(ϑ)
sin2 ϑ

− 4Q′(ϑ)
sin3 ϑ

cosϑ

)
,

which evaluate to 4n and − 8
3n(2n

2 + 1), respectively. The result (3.22) follows from
−P ′′(0)/[2P ′(0)] = (2n2 + 1)/3.

It is worth noting that θ−1
1 = 2/[1−cos(π/n)] also grows quadratically for large n.

A series expansion shows that d/dn
(
[1− cos(π/n)](2n2+1)

)
> 0 for n ≥ 1. Thus, the

ratio of θ−1
1 to

∑n
1 θ

−1
k decreases monotonically from 1 (at n = 1) to 6/π2 ≈ 0.60793

(as n→ ∞). This shows that for n ≥ 1, the cost of computing m̃(λ1) is more than 60%
of the total cost of computing m̃(λk) at all the collocation points along the complex
line segment Γ—the closest point to the real λ axis dominates the others.

3.3.4. Bound on the extrapolation error. As explained in section 2.4, if ρ(s)
is real analytic at s = λ > 0, then m(ζ) can be analytically continued from the upper
half-plane to a disk of radius a centered at λ. By (3.10), the same is true of m̃(ζ).
Thus, there exists α > 1 such that m̃(ζ) is analytic and bounded in the region B
bounded by the Bernstein ellipse [45]

ζ = λ+ i
�

2

(
1− z + z−1

2

)
, z = αeiθ , 0 ≤ θ ≤ 2π,

which encloses Γ, has foci at its endpoints, and has semimajor and semiminor axes
equal to �(α+ α−1)/4 and �(α− α−1)/4, respectively. In particular, it is not hard to
show that the choice

(3.23) α =

√
1 +

a2

�2
+
a

�
+
√
2

(
a

�

√
1 +

a2

�2
+
a2

�2

)1/2

causes ∂B to cross the real ζ-axis at λ± a and to remain strictly above the semicircle
{ζ : |ζ − λ| = a , Im ζ < 0}. We regard � as a free parameter of the method and
a as a property of the operator L: it is the (effective) radius of convergence of ρ′(s)
at s = λ. Note that a, α, and z here are not related to those in (3.11), (2.12), and
(3.21). From (3.23), we see that α ∼ 4a/� for � � a and α ∼ 1 +

√
2a/� for � � a.

The significance of α is that the Chebyshev coefficients of m̃(ζ)|Γ decay like α−j ; i.e.,
we can write

(3.24) m̃(λ+ iθ�) =

∞∑
j=0

ajTj(1− 2θ), 0 ≤ θ ≤ 1, |aj | ≤ 2Mα−j ,

where the Tj are Chebyshev polynomials and M = maxζ∈B |m̃(ζ)| (see [45]). Let p(θ)
be the polynomial of degree n that interpolates the value of m̃(λ + iθ�) at {θk}nk=0

(including k = 0). Then p(0) = m̃(λ+) and the Chebyshev coefficients of p(θ) =∑n
0 p̂jTj(1−2θ) satisfy |p̂j−aj| ≤ 2Mα−n/(α−1) due to aliasing [45]. The polynomial
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Fig. 4. Plots of
∣
∣m̃(λ+)

∣
∣ and the magnitudes of the Chebyshev coefficients q̂j used to compute

m̃(λ+). The points at the left are color coded to correspond to two curves at the right, one for each
type of machine precision used to compute it. The interval lengths � in (3.27) were chosen so the
Chebyshev coefficients decay just fast enough to reach machine precision at j = 24. The inset at left
shows the optimal Bernstein ellipse with α = 4.9834.

q(θ) of degree n− 1 that interpolates m̃ at {θk}nk=1 differs from p(θ) by a multiple of
the Lagrange polynomial

l0(θ) =

n∏
j=1

θ − θj
0− θj

=
T0(1− 2θ) + Tn(1 − 2θ)

2n
+

n−1∑
j=1

Tj(1− 2θ)

n
.

The multiple is chosen to reduce the degree of p(θ) by one, i.e., q(θ) = p(θ)−2np̂nl0(θ).
As a result,

(3.25) |q(0)− m̃(λ+)| = 2n|p̂n| ≤ 2n
(|an|+ |p̂n − an|

) ≤ 4nMα1−n

α− 1
.

In addition to this bound on the extrapolation error, we find that the Chebyshev
coefficients of q agree closely with those of m̃(ζ)|Γ:

(3.26) |q̂j − aj | ≤ |q̂j − p̂j |+ |p̂j − aj | ≤ 6Mα1−n

α− 1
(0 ≤ j < n),

where we used |q̂j − p̂j | = |2np̂nl̂0j |, which is bounded by 2p̂n.

3.3.5. Numerical computation of optimal segment length. Figure 4 con-
firms that the Chebyshev modes of q(θ) decay exponentially, as predicted from |aj | ≤
2Mα−j and (3.26). The function m̃(λ+) computed here corresponds to x∗ as defined
in section 3.2 rather than the simplified version in (3.19). We find empirically that
with n = 25 collocation points, the segment lengths

(3.27) � =
13λ

11 + λ−11/8
(double precision), � =

1.85λ

9 + λ−11/8
(quadruple)

are close to optimal over a wide range of λ values. Indeed, for each λ in the range
computed in Figure 4 (e−4 ≤ λ ≤ e14), the Chebyshev modes q̂j reach the roundoff
threshold just before j reaches 24 = n − 1. Assuming the observed modes |q̂j | are a
good predictor of the bound |aj | ≤ 2Mα−j, we can estimate 2Mα1−n by |q̂n−1|. If
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the latter is O(δ), then |q(0) − m̃(λ+)| is at most 2n/(α− 1) times larger, or O(nδ),
due to (3.25). The value of α is substantially larger than 1 since reducing |aj | by a
factor of δ when j varies from 0 to n− 1 requires α � δ−1/(n−1). When n = 25, this
gives α � 4.2 in double-precision and α � 18 in quadruple-precision arithmetic. We
note from (3.23) that α can be controlled easily by varying �. In practice, we choose
� to be just small enough that roundoff errors in the highest-frequency Chebyshev
modes of q̂j begin to be visible, hitting a plateau rather than continuing to decay
exponentially.

3.3.6. Roundoff error. The effects of floating-point arithmetic can be taken
into account using the extrapolation formula

(3.28) q(0) = (−1)n−1q(θn)− 2

n−1∑
k=1

(−1)kq(θk).

In exact arithmetic, if q(θ) interpolates the exact values of m̃(λ+ i�θk) for 1 ≤ k ≤ n,
we have shown how to choose � so that the right-hand side of (3.28) will agree with
m̃(λ+) to an error tolerance of O(nδ). If each term of the right-hand side of (3.28)
is perturbed by O(δ), the accumulated effect remains O(nδ). In practice, the errors
really are this small, as shown in the follow-up paper [48] by comparing double-
precision results to “exact” solutions computed in quadruple-precision, and indirectly
in [49] by comparing this method of solving (2.4) to a projected dynamics approach
using orthogonal polynomials.

3.3.7. Complexity estimate. We conclude this section with a complexity esti-
mate for the algorithm when n (the number of collocation points) and ν (the number
of fully implicit Runge–Kutta stages) are chosen optimally.

First, for fixed λ and δ, we wish to find n and � to minimize Ntot in (3.22) subject
to the constraint α = δ−1/(n−1). A nearly identical optimization problem (with a
simpler answer) is to minimize n2/� subject to α = δ−1/n, where α is regarded as a
function of � (with a fixed) in (3.23). A routine calculation shows that the optimal
solution satisfies

α(�) lnα(�) + 2�α′(�) = 0, n =
ln(1/δ)

lnα(�)
,

which yields �/a = 0.9065, α = 4.9834, and n = 0.6226 ln(1/δ). This gives n = 23
for δ = 10−16 and n = 46 for δ = 10−32. Thus, our choice of n = 25 above is nearly
optimal in double-precision but too small in quadruple-precision, which is what we
observe in practice as well (see section 5). Note that the eccentricity of the optimal
Bernstein ellipse equals 2/(α+α−1) = 0.3858, independently of λ and δ (see Figure 4).
Its size is determined by a, the effective radius of convergence of ρ′(s) at s = λ. We
can estimate a as a function of λ indirectly, using �/a = 0.9065 and the left formula
in (3.27), since n = 25 is close to optimal in double-precision. The target accuracy
δ affects the number of grid points via n = 0.6226 ln(1/δ), but not the size or shape
of the ellipse. With these parameter choices (still approximating 2n2 +1 by 2n2), we
obtain

(3.29) Ntot ≤ 3.107Kν(δ) ln
3(1/δ)

λ

�
,

where λ/� ≈ 11/13 + (1/13)λ−11/8 in our case, and Kν(δ) = max
(
3
2 ,

4
9δ

−1/(2ν−1)
)
.



SPECTRAL ANALYSIS OF VELOCITY-SPACE DIFFUSION 369

The additional (77/6)max(λ−2, λ1/2)Kν(δ) steps required to evolve from 0 to
x∗ are normally a small fraction of Ntot. These initial steps do not require com-
plex arithmetic, which further reduces their cost. Nevertheless, λ−2 will eventu-
ally dominate λ−11/8 when λ → 0. Over the range of λ and tolerances considered
here (e−4 ≤ λ ≤ e14, δ ≤ 10−15), 3.107 ln(1/δ)3 is at least nine times larger than
(77/6)λ1/2. But for still larger values of λ, the latter could become significant. Fortu-
nately, this term is an artifact of choosing x∗ = 1 in (3.19) and is not present when x∗

is defined as the first negative extremum of y1(x;λ). The naive algorithm (in which
x∗ is set to zero and only one fundamental matrix is computed) can even be used
since there is no growth phase when λ ≥ Vmax = 0.18704.

The difficulty in analyzing the case in which λ is large and x∗ is allowed to drop
below 1 is that the estimate (3.16) of the convergence rate is based on the large x
asymptotics of Ψ(x), yielding errors of the form exp(−γ[x5/2 − (x∗)5/2]), where γ is
a multiple of Im

√
λk. This formula (incorrectly) suggests that if x∗ is close to zero,

little progress will be made until x reaches 1. By contrast, (3.18) does not rely on
asymptotics and shows that the number of steps needed to evolve from x∗ to x scales
linearly, like |λk|1/2[x − x∗], when x∗ is close to zero and x ≤ 1. We expect that a
more refined WKB analysis using (C.13) instead of (C.15) would show that for large
λ, |ỹ0/ỹ1 + m̃| decays initially like exp(−γ̃[x − x∗]), where γ̃ is also a multiple of
Im

√
λk, before exhibiting the exp(−γ[x5/2 − (x∗)5/2]) behavior. As a basic check,

if we approximate
√
F (x)/Ψ(x) in (C.13) by

√
F (0)/Ψ(0) and assume that h±(x)

in (C.16) remain small down to x = 0 when λ � 1, then ε(x) in (3.17) becomes
exp(−γ̃[x− x∗]) with γ̃ =

√
6π1/4 Im{√λk}+O(|λk |−1/2). Since the number of steps

and the logarithm of the inverse error grow similarly as functions of x, with prefactors
proportional to |λk|1/2 and Im{√λk}, respectively, the technique of linking Nsteps to
ln(1/δ) by comparing (3.20) to (3.21) should work the same. We did not carry out
the details as this was not an issue over the range of λ considered here.

Next, to leading order in ν, the computational cost of the steps in (3.29) is
Ctot = C(δ)× 1

3 (2ν)
3 × 8×Ntot, where C(δ) is the cost of a floating-point operation

with roundoff threshold δ, 1
3 (2ν)

3 is the number of multiplications required to solve the
2ν×2ν linear system associated with a ν-stage fully implicit RK step for a linear ODE
with two components (see [48]), and 8 accounts for the four multiplications and four
additions required to perform one complex multiplication and one complex addition.
Optimizing Ctot boils down to minimizing ν3δ−1/(2ν−1) with δ fixed. Minimizing
(2ν − 1)3δ−1/(2ν−1) instead gives 2ν − 1 = 1

3 ln(1/δ), for which Kν(δ) =
4
9 exp(3) ≈

8.927. Using 2ν ≤ 10
9 (2ν − 1) for ν ≥ 5, we obtain

(3.30) Ctot ≤ 3.76C(δ) ln6(1/δ)
λ

�
.

Since C(δ) grows like ln2(1/δ) or ln(1/δ) ln[ln(1/δ)], depending on the arbitrary pre-
cision implementation, we conclude that the cost of computing ρ′(λ) by this method
with accuracy δ grows more slowly than δ−γ for any γ > 0 as δ → 0. This translates
into significant performance gains over other methods for computing spectral density
functions with high accuracy, as shown in section 5 and [48].

We find that the estimate n = 0.6226 ln(1/δ) for the optimal number of collocation
points agrees closely with comparisons of actual running times in practice—the same
n is close to optimal. However, the bounds (3.20) and (3.29) overpredict the number
of steps taken using adaptive stepsize control [48] by a factor of roughly 3(2ν − 1),
and the optimal choice of (2ν − 1) is a few times larger than 1

3 ln(1/δ). This factor
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of (2ν − 1) can be obtained in the analysis of Appendix A if we set rM = (2ν − 1)
instead of 5/3 in (A.2). (M is a type of Lipschitz constant for the ODE, r is the
radius of a disk centered at x in the complex plane, and h is the stepsize.) However,
for technical reasons explained in [48], our current analysis requires hM ≤ 2/3, which
breaks down if r is increased in this way. We believe it should be possible to remove
this barrier using A-stability of the scheme rather than a Neumann series to bound
the condition number of the IRK equations, but we do not know how to do this. If it
is indeed possible to increase rM to (2ν−1) without losing control of the constants in
the formulas, then Kν(δ) would be of the form const

2ν−1δ
−1/(2ν−1), and the result (3.30)

could be improved to contain ln5(1/δ) instead of ln6(1/δ).
We remark that these optimization problems are only intended to serve as a guide-

line for choosing n and ν and deriving a rough complexity estimate. The correctness
of the algorithm does not depend on choosing n or ν optimally and does not rely on
asymptotics.

4. Numerical examples. We now consider two examples illustrating the use
of (2.30), (2.31) to solve ut = −Lu with initial conditions u(x, 0) = fj(x):

(4.1) Example 1: f1(x) = x. Example 2: f2(x) = x2.

Example 1 is harder to compute since Lf1 has a singularity at x = 0 that leads to an
infinite initial speed ut there. This causes f̂1(λ) to decay slowly (like λ−2), just as the
Fourier transform of a function with a slope-discontinuity decays slowly. Nevertheless,
this singular example is relevant to the problem of resistive damping in a plasma; see
[29, section 3].

We computed f̂1(λ) and f̂2(λ) at the grid points λj in (3.7) using the method
explained above, in which a third component is added to �r in (2.12) to represent

F (x) =
∫ x
0
se−s2/2f(s)y1(s;λ) ds, and the solution is evolved until F (x) reaches its

limiting value. The results are shown in Figure 5, where we have adopted the notation

(4.2)
f̃(σ, t) := f̂(eσ) exp(−eσt)Y (eσ)ρ′(eσ)eσ,

ũ(x, t) :=
[
u(x, t)− 4f̂(0)/

√
π
]
e−x2/2,

ũ(x, t) =

∫ ∞

−∞

y1(x; e
σ)

xY (eσ)
f̃(σ, t) dσ.

The tilde here is not related to the one used in (3.9)–(3.12) to denote solutions of (2.12)

starting at x = x∗. Note that f̃(σ, t) = û(λ, t)Y (λ)ρ′(λ)λ with û(λ, t) = f̂(λ)e−λt and
λ = eσ, and the extra factor of λ accounts for dλ = eσdσ in the change of variables.
Also, if f̃(σ, t∗) can be represented efficiently as a function of σ for some fixed t∗ ≥ 0,
then for t ≥ t∗ we have

(4.3) f̃(σ, t) = f̃(σ, t∗)e−eσ(t−t∗),

which is easy to evaluate. We will represent f̃(σ, t∗) using a Fourier series on −4 =
σL ≤ σ ≤ σR = 14, where t∗ = 10−4 in Example 1 and t∗ = 0 in Example 2.

Figure 6 shows that the grid spacing in (3.7) is sufficient to represent f̃1(σ, t) over
−4 ≤ σ ≤ 14 for t ≥ 10−4 and f̃2(σ, t) for t ≥ 0 to quadruple-precision accuracy using

the FFT. The red × markers were obtained by computing f̂2(λ) and ρ′(λ) directly.
The black markers were obtained from the red by truncating the data at σ = 6.921875
(the vertical red line), applying the FFT (to all 768 points), truncating the Fourier
series at k = 317 (the vertical green line), and transforming back. The blue markers
show a filtered version of the raw data labeled t = 10−4 in Figure 5. In this case, the
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∣ at various times for the two examples in (4.1). The effective

support (exceeding 10−30) of f̃2(σ, t) lies between −4 < σ < 7 for t ≥ 0, while that of f̃1(σ, t) extends

beyond σ = 14 until t = 10−4 due to the slow λ−2 decay rate of f̂1(λ). Both f̃1(σ, t) and f̃2(σ, t)
turn out to be negative everywhere they can be distinguished from roundoff error.
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Fig. 6. Sampling f̃1(σ, 0.0001) and f̃2(σ, 0) at the 768 grid points in (3.7) is sufficient to reduce
the highest frequency Fourier modes to roundoff error in quadruple-precision arithmetic. (Right)
The raw data (red) is evaluated on the original grid, while the filtered data (black and blue) is
evaluated on a finer mesh with 1536 grid points.

Fourier series was truncated at k = 317 with no initial filter in σ. Note that roundoff
error causes |f̃(σ, t)| to grow to around 10−30 near σ = −4 in both examples. This is
not a problem since Y (λ) was included in the raw data before the FFT was computed.
For larger values of t in Example 1 and all t ≥ 0 in Example 2, the domain can be
reduced to −4 ≤ σ ≤ 8 so that only 512 raw data points are needed. However, we
will continue to work with the grid (3.7) for illustration.

To perform the integral in (4.2), we use the trapezoidal rule over the interval
−4 ≤ σ ≤ 14. We increase the number of collocation points as x increases in order to
resolve the increasingly oscillatory integrals involved. Much of this work can be done
once and for all, independent of the initial condition f(x). To this end, we precompute

(4.4) g(x;λ) =
y1(x;λ)

xY (λ)
, λ = eσ,

at selected x locations on a nested hierarchy of grids

(4.5) σ
(p)
j = −4 +

3j

128× 2p
, 0 ≤ j < 768× 2p, 0 ≤ p ≤ 10.
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Fig. 7. Plots of g̃(σ; x, t), its Fourier modes g̃∧k (x, t), the solution ũ(x, t), and the error

|ũ(p)(x, t) − ũ(10)(x, t)| for Example 1 at t = 10−4. As x increases, g̃(σ; x, t) becomes more os-
cillatory, and more grid points are needed to avoid aliasing errors in the trapezoidal rule integration
scheme.

For p ≥ 1, g(x, exp(σ
(p)
j )) has to be computed only for odd indices j since it is already

known for even indices from the previous level. Note that σ
(0)
j coincides with σj in

(3.7). This makes it easy to interpolate the values of f̃(σ, t) rather than computing

m(λ+) and f̂(λ) at the new grid points directly. To increase the size of f̃ by a factor
of 2p, we simply zero-pad its FFT and compute the inverse transform. For example,
the black and blue markers in the right panel of Figure 6 were computed in this way
on the p = 1 grid with 1536 nodes.

The results of this calculation for Example 1 are given in Figure 7. Panels (A)–(C)
show the integrand g̃(σ;x, t) in the reconstruction formula

(4.6) ũ(x, t) =

∫ ∞

−∞
g̃(σ;x, t) dσ, g̃(σ;x, t) = g(x, eσ)f̃(σ, t),

as a function of σ for x = 0, x = 1, x = 3, and x = 8 with t = 0.0001 fixed. Note that
as x increases, g̃ becomes more oscillatory as a function of σ. Panel (B) shows the
x = 1 solution stretched vertically to a signed logarithmic scale. This was done by
plotting arcsinh

(
1
210

32g̃
)
on the y-axis and placing tick marks where g̃ = ±10−10k.

Note that g̃ becomes highly oscillatory as it decays. On a stretched scale, solutions
with other values of x have a similar envelope to the x = 1 solution shown here,
and range from having no oscillations (x = 0) to very rapid oscillations (x = 12).
Panel (D) gives the magnitudes of the Fourier modes of g̃(σ;x, t) with x and t held
fixed. The mode amplitudes of the FFT are normalized by 1/N , where N = 768× 2p

is the number of grid points. With this scaling, the N -point trapezoidal rule gives
ũ(x, t) = 18g̃∧0 (x, t), where 18 = σmax − σmin. The curves labeled x = 0, x = 0.5, etc.,
were computed with p = 0, 2, 4, 6, 8, 9, and 10, respectively. These levels were chosen
so that g̃∧k decays to roundoff error before k reaches the Nyquist frequency k = N/2,
which is the largest mode shown for each curve. Panel (E) shows the solution ũ(x, t)
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Fig. 8. Analogous results for Example 2. Note that the axes are scaled differently in Figure 7.

at t = 10−4, obtained by integrating g̃(σ;x, t). For comparison, we also plot

(4.7) ũ(x, 0) =

(
x− 2√

π

)
e−x2/2,

which agrees closely with ũ(x, 10−4) except near x = 0, where ut is initially infinite.
Panel (F) gives the error in the reconstructed solution using p = 10 as the exact
solution. Higher values of x require finer grids to resolve the oscillations in g̃(σ;x, t).
For this example, the p = 9 and 10 solutions are identical to 30 digits of accuracy.

In Figure 8, we present analogous results for Example 2. Since L maps f(x) = x2

to a smooth function that is well behaved at the origin, the reconstruction can be
done at t = 0 to recover u(x, 0) = f(x). By contrast, we needed t ≥ 10−4 to

overcome the slow decay of f̂(λ) in Example 1. The main difference between Figures 7
and 8 is that the effective support of g̃ is smaller in the latter case, leading to less
oscillatory integrals. This is evident on comparing panel (B) in both figures, and also
on observing that fewer Fourier modes are needed in panel (D) to reach machine-
precision in Example 2. More specifically, the curves labeled x = 0, x = 0.5, etc., in
(D) were computed with p = 0, 0, 0, 1, 2, 4, and 5, respectively. In panel (E), the
orange curve gives the exact initial condition

(4.8) ũ(x, 0) =

(
x− 3

2

)
e−x2/2,

while the black markers are computed using the trapezoidal rule on the numerically
computed g̃(σ;x, t). Panel (F) gives the true errors relative to the exact initial con-
dition (4.8) rather than using the solution on the finest grid as the benchmark. In
Example 2, the solution reaches roundoff error already at p = 4, which corresponds
to a grid 32 times coarser than the p = 9 mesh needed in Example 1.

The accelerating frequency of oscillation that occurs in g̃(σ;x, t) as σ increases is
partly due to our choice of λ = eσ in the change of variables (4.2). When x is small,
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Fig. 9. The alternative change of variables (4.9) leads to a more efficient representation of the
oscillatory integrand ǧ(ξ;x, t) for x ≥ 5/8. Panel (E) is omitted as it looks identical to Figure 7(E).

this choice is very good for representing g̃(σ;x, t) with a small number of Fourier
modes. However, we can do better for larger x. From the asymptotic analysis in
Appendix C, we expect x−1y1(x;λ) in (4.4) to oscillate like x−1/4 cos(

√
8x5/2

√
λ) at

leading order. Thus, to achieve a nearly constant number of grid points per cycle
with respect to λ holding x fixed, we should change variables so that λ ∼ ξ2 for large
ξ. We also want λ→ 0 as ξ → −∞. We tried functions of the form

(4.9) λ = A(
√
1 + ξ2 + ξ)2 = A(

√
1 + ξ2 − ξ)−2

and found that A = 25 works nicely. The first formula is used for positive ξ and the
second for negative ξ.

Figure 9 shows the results for Example 1 at t = 0.0001 with the alternative
integration variable. Plots (A)–(C) show the integrand ǧ(ξ;x, t) in the reconstruction
formula

(4.10) ũ(x, t) =

∫
ǧ(ξ;x, t) dξ, ǧ(ξ;x, t) = g(x;λ)f̌ (ξ, t),

where λ is related to ξ via (4.9), f̌(ξ, t) = 2f̃(σ, t)/
√

1 + ξ2, and σ = lnλ. Note that
the oscillation frequency is nearly uniform over 0 ≤ ξ ≤ 81 in (B), unlike the result in
Figure 7. To compute the integrals, we precompute g(x;λ) on a nested grid similar
to (4.5) but over −15 ≤ ξ ≤ 81, namely,

(4.11) ξ
(p)
j = −15 +

j

8× 2p
, 0 ≤ j < 768× 2p, 2 ≤ p ≤ 7.

The lowest level is labeled 2 so that the number of grid points at a given level is the
same in Figures 7–9. The drawback of using ξ is that more grid points are needed at
x = 0 to represent ǧ(ξ;x, t) than g̃(σ;x, t). The benefit is that fewer grid points are
needed for larger x. The following table gives the index N at which the Fourier modes
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of g̃(σ;x, t) and ǧ(ξ;x, t) reach roundoff error in quadruple-precision with t = 0.0001:

x 0 5/8 1 3 8 12
Nσ 320 1200 2000 11420 109000 290000
Nξ 1160 1220 1300 2120 16000 44000

We use these numbers as a guideline for the optimal number of collocation points to
use in the trapezoidal rule. As x increases, the cost of reconstructing the solution via
(4.6) or (4.10) increases due to more collocation points being needed to resolve the
oscillations in g̃ or ǧ and more timesteps being needed to evolve to x. Note that the
σ variable is better for small x because g̃ and ǧ grow at similar rates near σ = −2
and ξ = −5, respectively, but the domain for ξ is several times larger than for σ.
However, for larger x, the oscillations dominate the smoothness properties of g̃ and ǧ
and are spread out more uniformly in the ξ variable. Thus, fewer collocation points
are wasted in less oscillatory regions. In our code, we use the Fourier representation
of f̃(σ, t) in Figure 6 to evaluate f̌(ξ, t) on the p = 2 grid since this requires only 768

evaluations of m(λ+) and f̂(λ) rather than 3072. Once f̌(ξ, t) is known at p = 2, we
use the FFT to interpolate to higher levels.

5. Summary of the algorithm and comparison with other methods. We
give here a brief summary of the method presented in detail in the sections above,
which may help readers interested in implementing it. The key steps of the algorithm
may be summarized as follows:

1. Pick a “coarse” mesh in λ-space, e.g., λj = eσj or 25[(1+ ξ2j )
1/2 − ξj ]

−2, where
σj (or ξj) is uniformly spaced from σL to σR (or ξL to ξR). The number of
grid points and choice of σL and σR may be adjusted later, in steps 5 and 6.

2. For each λ on the mesh, evolve y1(x;λ) forward to x∗, the location of its first
negative extremum, ymax(λ). If the ODE is singular at the origin, i.e., (2.12) is
used rather than (2.16), use the series solution (2.14) to initialize the ODE to
the right of the singularity, e.g., at x = 10−6. Use enough terms of the series to
achieve roundoff-level accuracy. Also define Y (λ) as in (3.8) and evolve y0(x;λ)
to x∗ to obtain Φ(x∗;λ) in (3.9). We use an arbitrary (e.g., 50th) order, fully
implicit Runge–Kutta collocation (IRK) method to advance the solutions in x.

3. Let λk = λ + i�θk, with λ a grid point from steps 1 and 2 and θ1, . . . , θn the
Chebyshev points in (3.2). Evolve Φ̃(x;λk) forward from the identity at x = x∗

until its columns become linearly dependent to machine precision (determined
by monitoring the Wronskian). Record m̃(λk) = −ỹ0(x;λk)/ỹ1(x;λk). Extrap-
olate to obtain m̃(λ+) as well as m(λ+) and ρ′(λ). Adjust �, if necessary, to
obtain appropriate Chebyshev mode decay rates (Figure 4).

4. Compute the transform of the initial condition at the grid points via f̂(λ) =
limx→∞ F (x), F (x) =

∫ x
0 [w

1/2(s)f(s)]y1(s;λ) ds. F is evolved via an ODE,
along with y1 and z1 in (2.11), until F stops changing, which happens rapidly

due to w1/2(x) = xe−x2/2. If the ODE is singular at the origin, initialize F at
x = 10−6 using the series solution of the ODE.

5. Evaluate f̃(σ, t∗) = f̂(eσ) exp(−eσt∗)Y (eσ)ρ′(eσ)eσ on the grid at t∗ = 0. If
necessary, go back to step 1, and adjust the mesh endpoints so that f̃ decays
rapidly to zero as σ → σ+

L and σ → σ−
R . It may be necessary to increase t∗ to

achieve sufficient decay at the right endpoint (Figure 5).
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6. Compute the FFT of f̃(σ, t∗) for the purpose of interpolation. Adjust the
number of mesh points (in step 1) as necessary so the Fourier modes of f̃(σ, t∗)
decay to roundoff accuracy. Optionally, filter the modes (Figure 6).

7. Compute the basis functions g(x;λ) = y1(x;λ)/[xY (λ)] by solving the ODE for

y1 on a nested hierarchy of grids, λ = exp
{
σ
(p)
j

}
, as in (4.5). Record g(x;λ)

at the points x where u(x, t) is to be evaluated. Start with level p = 0 and add
levels as needed in step 8.

8. Compute g̃(σ;x, t) = g(x, eσ)f̃(σ, t) on successive levels of the grid hierarchy
and evaluate u(x, t) =

∫ σR

σL
g̃(σ;x, t) dσ via the trapezoidal rule. Since the

trapezoidal rule is the constant mode of the FFT, stop at level p of the grid
hierarchy when the FFT of g̃(σ;x, t) decays to roundoff accuracy. Evaluation
of f̃(σ, t) is done via (4.3), with f̃(σ, t∗) evaluated via the FFT from step 6.

Steps 5–8 should be modified via (4.10) and (4.11) if ξ is used instead of σ in step 1. We
note that the procedure is very general: L can be replaced by any singular Sturm–
Liouville operator that is regular (or of limit circle type, with Taylor or Frobenius
series solutions) at the origin and of limit point type at ∞, provided the spectral
density function ρ′(λ) is smooth enough. Smoothness of ρ affects the smoothness of
m(λ) in (2.22) and (2.27), which determines how effectively m(λ) can be extrapolated
to the real axis from the upper half-plane via Chebyshev polynomials. Steps 5–8 also
rely on ρ being sufficiently smooth to ensure that the Fourier modes of f̃ and g̃ decay
rapidly. We note that each step of the algorithm provides a posteriori error estimates
based on the decay of Chebyshev and Fourier modes. This allows rapid selection of
mesh parameters through a few iterations of steps 1, 5, and 6.

Since the new algorithm is based on an exact mathematical formula expressing
the solution u(x, t) at a later time in terms of the initial condition f(x), it will be

as accurate as the quantities f̂(λ), y1(x;λ)/[xY (λ)], and [Y (λ)ρ′(λ)] that appear in
(2.30), up to quadrature error in the trapezoidal rule, which is controlled by checking

that the Fourier modes decay to machine precision. Computing f̂(λ), y1(x;λ), and
Y (λ) involves solving linear ODEs, which are easily solved to machine precision us-
ing high order Runge–Kutta methods. Achieving high relative accuracy in y1(x;λ)
requires that it not be a multiple of the recessive solution, but this is guaranteed for

λ �= 0 since the point spectrum of L is {0}. Computing m(λ) = − limx→∞
y0(x;λ)
y1(x;λ)

can

also be done to machine precision using high order Runge–Kutta methods. The ex-
trapolation procedure to compute m(τ+) = limε→0+ m(τ+iε) is numerically stable in
finite precision arithmetic, as shown in section 3.3.6. However, high relative accuracy
of the complex number m(τ+) does not imply high relative accuracy of the imaginary
part, and digits can be lost when evaluating ρ′(τ) = 1

π Im{m(τ+)} when τ � 1. We
showed how to avoid this loss of accuracy in the imaginary part by factoring the fun-
damental matrix as in (3.9) and using the Wronskian identity to correct the smaller
singular value of one of the factors.

To confirm that the new algorithm is spectrally accurate, we have checked in
joint work with Landreman [49] that the solution u(x, t) computed as above agrees
to roundoff accuracy (14 or 29 digits) with the projected dynamics of (1.1) in spaces
of orthogonal polynomials. Such agreement provides strong evidence that monitoring
Chebyshev and Fourier mode decay rates provides accurate a posteriori error esti-
mates. The current algorithm may be viewed as a method of approximating exact
integral formulas for the solution, while that in [49] may be regarded as a (nearly)
exact evolution of a finite-dimensional approximation of the PDE.
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To gauge the performance of the new algorithm, in follow-up work [48], we com-
pare our method of computing the spectral density function (steps 2 and 3) to the
popular software package SLEDGE [36, 19, 18] and to the algorithm of Fulton, Pear-
son, and Pruess (FPP) [15, 16]. The algorithm in SLEDGE is based on the Levitan–
Levinson formula, ρ(λ) = limb→∞ ρb(λ), where ρb is the spectral function associated
with the regular problem on the interval 0 < x < b. SLEDGE could not handle the
weight function w(x) = x2e−x2

due to underflow for x > 26 in double-precision. To
convert to a constant weight function, we made the change of variables u = w−1/2y
to obtain (2.16). In this form, the problem is regular at the origin, as discussed in
section 2.2, and we were able to compute the spectral function ρ(λ) using SLEDGE
to around four digits of accuracy. Further refinement of the mesh led to failure of
the algorithm, apparently due to overflow when scaling the eigenfunctions with small
eigenvalues to satisfy Ψy′1 = 1 at x = 0. Computing ρ′(λ) from ρ(λ) would lead
to additional loss of accuracy. Thus, SLEDGE was not found to be suitable for our
purposes.

The FPP algorithm [15, 16] proceeds by defining a sequence of auxiliary functions
Pn, Zn, Rn such that

(5.1) fn(s;λ) =
1/π

Pn(s;λ)U1(s;λ)2 + Zn(s;λ)U1(s;λ)U ′
1(s;λ) +Rn(s;λ)U ′

1(s;λ)
2

converges to ρ′(λ) as s → ∞, with improved convergence rates as n increases. Here
U1(s;λ) is related to u1(x;λ) or y1(x;λ) in previous sections by the Liouville trans-
formation [7, 48] to Schrödinger form, −U ′′+Q(s)U = λU . For n = 1 and n = 2, the
FPP procedure gives

P1 =
√
λ, Z1 = 0, R1 = λ−1/2,(5.2)

P2 =
√
λ−Q, Z2 = −1

2
Q′/(λ−Q)3/2, R2 = 1/

√
λ−Q.(5.3)

The formulas for n = 3 are given in [15] and [48] along with explicit error estimates.
These estimates imply that, in the present case, the error in approximating ρ′(λ) by
fn(s;λ) decays like s

−(10n−8)/5, where the Liouville transformation relates x to s via
the ODE dx/ds =

√
Ψ(x); see Lemma B.4, Appendix C, and [48].

The following table gives running times (in seconds) for computing the spectral
density function with our method and the FPP method at the 768 grid points λj = eσj

in (3.7) using a 3.33 GHz Intel Xeon X5680 system with 12 cores:

FPP4d3 FPP15d3 WC50d25 FPP31q3 WC76q25 WC76q48
time 10637 9.75 16.2 21284 2021 1279

Here the letters d and q stand for double- and quadruple-precision computations with
tolerances set to 10−15 and 10−30, respectively. FPP4d3 employs the fourth-order
timestepper described in [15], which uses Richardson extrapolation to improve the
accuracy of a second-order frozen coefficient method, with n = 3 in (5.1). FPP15d3
and FPP31q3 also use n = 3 in (5.1), but with a 15th- or 31st-order timestepper.
The letters WC refer to the new algorithm presented in this article, and WC76q25
means that we use a 38-stage, 76th-order fully implicit RK method with 25 Cheby-
shev extrapolation points. Comparing WC76q25 to WC76q48 confirms the predic-
tion in section 3.3.7 that n = 46 extrapolation points should be close to optimal in
quadruple-precision. (Our FFT implementation required adjusting to n = 48.) The
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transformation to Liouville normal form for the FPP method involves solving the
nonlinear system dx/ds =

√
Ψ(x(s)), dU/ds =W , dW/ds = [Q(s)−λ]U , where x(s)

is needed to compute Q(s). Since fully implicit methods are difficult to implement
for nonlinear equations, we used a spectral deferred correction scheme [12] in the
FPP15d3 and FPP31q3 cases. The scheme orders in the table were chosen optimally
by trial and error in all but the FPP4d3 cases.

The running times above show that the choice of timestepper is critical for effi-
ciently computing spectral density functions with high accuracy. In double-precision,
our method is 650 times faster than the FPP algorithm described in [15]. However,
we were able to improve their algorithm to be 1.66 times faster than ours by im-
plementing a better timestepper. In quadruple-precision, our method is 16.6 times
faster than their method using the best timestepper available for each method. To
explain this, we recall [15, 48] that the error |fn(s;λ)− ρ′(λ)| in their method decays
like O(s−22/5) when n = 3. Thus, to reduce the error to O(δ), the solution must be
evolved to smax = O(1/δ)5/22. Empirically, smax ≈ 0.5(1/δ)5/22λ−7/10 works well in
double- and quadruple-precision arithmetic over e−4 ≤ λ ≤ e14, though establishing
precise dependence on λ is difficult. Indeed, for smaller values of λ this will not be
adequate to traverse the growth region of Figure 2. (The potential Q(s) must drop
below λ for the convergence theory of [15] to be valid.) From (3.20) and Lemma B.4,
this translates into Nsteps ≈ 6Kν(δ)λ

−1/5(1/δ)5/22. By contrast, our method requires
Ntot ≈ 0.24Kν(δ)(11 + λ−11/8) ln3(1/δ) steps over this range of λ, where again the
λ-dependence is empirical and not precisely known. Since (1/δ)5/22 exceeds ln3(1/δ)
once δ < 10−23, this is roughly the transition point where our method should become
more efficient. In practice, as shown in the table above, the methods are already com-
parable in double-precision (δ = 10−15) since converting to Liouville normal form in
the FPP method introduces the nonlinear equation dx/ds =

√
Ψ(x). A more detailed

comparison of the convergence rates of the two methods will be given in [48].
An advantage of the FPP method is that λ is real, so the solution remains real,

and complex linear algebra is avoided. This comes at the cost of having to evaluate
higher derivatives of Q(s) that appear in the formulas for Pn, Zn, and Rn in (5.2)
for n ≥ 3; see [15, 48] for details. This is a significant issue when Q(s) is complicated
and could lead to loss of accuracy if the derivatives are computed numerically. In our
case, Q(s) is the term in parentheses in (C.6) below, with x replaced by x(s). In [48],
to make this practical, we had to resort to asymptotics, making use of Lemmas B.1
and B.4 from Appendix B below to evaluate Q′′′(s) in Z3. By contrast, our method
involves only the original ODE. No derivatives of the potential need to be computed,
and the equation need not even be converted to Liouville normal form.

6. Conclusion. We have studied the dynamics of a model PDE that is used in
plasma physics to compare the merits of different discretization schemes for the speed
variable in numerical solvers. To do so, we used the spectral transform associated with
a singular Sturm–Liouville operator L to represent the solution in such a way that
the dynamics becomes trivial, through multiplication by e−λt. Our algorithm relies
on expressing the spectral density function of L in terms of the Titchmarsh–Weyl
m-function, evaluating the m-function along a line segment in the complex plane,
and extrapolating it to the real axis using Chebyshev polynomials. Our method
is very general and will work for any singular Sturm–Liouville problem that is of
limit point type at infinity and of limit circle (or regular) type at the origin, and if
the m-function has enough smoothness near the real λ-axis to be well approximated
by polynomials along line segments in the transverse direction. Furthermore, the
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complexity of the new method for computing the m-function has been analyzed and
shown to be comparable to other methods in double-precision, and faster in quadruple-
precision, when optimal timestepping algorithms are used for all methods.

The solution of the PDE computed in this way can be compared with approxi-
mate solutions obtained with the discretization methods traditionally used in plasma
physics and provides a basis for error quantification. Our construction of the solution
and its behavior for certain initial conditions are also very helpful in explaining the
behavior of approximate solutions. For example, we found that for singular initial
conditions the solution of the PDE often cannot be resolved to the desired level of
accuracy until t surpasses a critical value t∗, because the decay rate of the spectral
transform of the solution is only algebraic at t = 0 and slow (but at least exponential)
in the moments that follow. This has strong implications for the projected dynamics
of this equation in finite-dimensional spaces of orthogonal polynomials, and for the
choice of these polynomials, as we present elsewhere in subsequent work.

Appendix A. Bound on the number of steps. A detailed analysis of
arbitrary-order ν-stage Runge–Kutta collocation methods of order 2ν, presented else-
where [48], reveals that if such a scheme is used to evolve the fundamental matrix Φ1

for

(A.1)

(
y
z

)′
= A(x)

(
y
z

)
, A(x) =

(
0

√
λ/Ψ(x)

(V (x)− λ)/
√
λΨ(x) −Ψ′(x)/(2Ψ(x))

)

from x to x+ h, with Φ1(x) = I and λ ∈ C, the local truncation error is bounded by

(A.2) ‖Φ1,numerical(x + h)− Φ1,exact(x+ h)‖ ≤ (1.15α−1
)2ν−1

e2rM(x),

where M(x) = 5|λ|1/2〈x〉3/2 + 3.5|λ|−1/2〈x〉1/2 is a bound on max|z−x|≤1/5 ‖A(z)‖
(z ∈ C, x ∈ R), 〈x〉 =

√
1 + x2, α controls the size of a Bernstein ellipse [45] with

foci at x and x + h, and semimajor and semiminor axes of length h(α + α−1)/4
and h(α − α−1)/4, respectively, and r is the radius of a disk centered at x in the
complex plane containing the Bernstein ellipse, which requires h/r ≤ 4α/(α + 1)2.
To obtain (A.2), it is assumed in [48] that ν ≥ 5, α ≥ 3, r ≤ 1/5, hM ≤ 2/3.
The first-order system (A.1) is equivalent to (2.12) and (2.16) when z is defined by
z(x) =

√
Ψ(x)/λ y′(x), which is scaled so that z grows at the same rate as y (like

x3/4) as x→ ∞ when λ is real. In practice, all three systems (2.12), (2.16), and (A.1)
perform similarly, but the error analysis is simplest for (A.1).

We interpret (A.2) as a relative error in advancing any fundamental matrix Φ(x)
from x to x + h since Φ(x + h) = Φ1(x + h)Φ(x). In floating point arithmetic with
roundoff threshold δ, the accuracy of the result will cease to improve when this relative
error reaches O(δ). The right-hand side of (A.2) will be less than δ if we assume
ν ≥ 5, choose r so rM = 5/3, and require α ≥ (5/3)(1/δ)1/(2ν−1). Increasing α to 3
if necessary, the condition h = 9r/(4α) implies h/r ≤ 4α/(α+ 1)2, and we are led to
the stepsize constraint

(A.3) h(x)M(x) ≤ 1

Kν(δ)
, Kν(δ) = max

(
3

2
,
4

9
(1/δ)1/(2ν−1)

)
.

The intermediate assumptions that r ≤ 1/5, hM ≤ 2/3, and α ≥ 3 are ensured by
(A.3) since rM = 5/3, M(x) ≥ 2

√
5× 3.5〈x〉, and α = 9rM/(4hM) ≥ 45/8.

To derive (3.18), we note that counting steps using the largest stepsize allowed
by (A.3) will give the points xn+1 = xn + h(xn). This is Euler’s method for the
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ODE dx/ds = h(x) with steps of size Δs = 1. The change in s after N steps is
then N . Since h(x) = [KνM(x)]−1 is a positive, decreasing function, solutions of
the continuous problem are increasing and concave down. Hence, Euler’s method
will overpredict the solution x(s) of this ODE. As a result, solving the ODE will
overpredict the change in s needed to achieve a specified change in x using Euler’s
method. Using separation of variables, we conclude that

∫ x2

x1
KνM(x) dx is an upper

bound on the number of steps required to advance the solution of (A.1) from x1 to
x2 with the maximum stepsize allowed by (A.3).

Appendix B. Technical lemmas. In this section we present four technical
lemmas needed in Appendix C to establish the asymptotic behavior of the solutions
u and y of (2.7) and (2.16), respectively.

Lemma B.1. The function Ψ(x) in (2.2) is real analytic, even, and positive and
satisfies Ψ(x)

.
= 1/(2x3), where f(x)

.
= g(x) means that f (n)(x) − g(n)(x) = o(x−k)

as x→ ∞ for all integers n ≥ 0, k ≥ 0.
Proof. Taylor expansion shows that Ψ(z) = (2z3)−1

[
erf(z) − (2/

√
π)ze−z2]

has
a removable singularity at z = 0 with limiting value Ψ(0) = 2/(3

√
π) ≈ 0.3761; thus,

Ψ(z) is entire. It is even since 2z3, erf(z), and ze−z2

are odd. The formula

Ψ′(x) = −4π−1/2

∫ x

0

(s/x)4e−s2ds < 0 (x > 0)

shows that Ψ(x) is decreasing on (0,∞). Since limx→∞ Ψ(x) = 0, it follows that
Ψ(x) > 0 for x ≥ 0. Since Ψ(x) is even, it is positive for x < 0 as well. A straight-
forward induction argument shows that g(x) = (2x3)−1 −Ψ(x) has derivatives of the
form

(B.1) g(n)(x) =
(−1)n√

π

⎡
⎣ (n+ 2)!

2xn+3

∫ ∞

x

e−s2 dx+
n∑

j=0

cnjx
2j−n−2e−x2

⎤
⎦ ,

where c00 = 1, cn0 = (n+ 1)(n!/2 + cn−1,0), cnn = 2cn−1,n−1, and

cnj = (n+ 1− 2j)cn−1,j + 2cn−1,j−1 (1 ≤ j ≤ n− 1).

Since
∫∞
x e−s2 dx ≤ (2x)−1e−x2

, there is a polynomial pn(x) of degree n+1 such that

|g(n)(x)|xk ≤ pn(x
2)xk−n−4e−x2

, which converges to 0 as x→ ∞, as claimed.
Lemma B.2. Let q ∈ R and define h(z) = zq. Suppose g(x) and its derivatives

grow slowly as x→ ∞; i.e., there exist integers kn ≥ 0 such that g(n)(x) = O(xkn) for
n ≥ 0. Suppose also (increasing k0 if necessary) that g(x)−1 = O(xk0 ). Then f

.
= g

implies h ◦ f .
= h ◦ g, provided one of the following is true: q is an integer; g and f

are real-valued; or the inverse of the distance from g(x) to the negative real axis is
O(xk0 ).

Proof. By hypothesis, there exist c0 ≥ 1, x0 ≥ 1 such that

(B.2) c−1
0 x−k0 ≤ ∣∣g(x)∣∣ ≤ c0x

k0 (x ≥ x0).

Increasing x0 if necessary, we may assume
∣∣g(x) − f(x)

∣∣ ≤ (2c0)
−1x−k0 ≤ c0x

k0 for
x ≥ x0. Any point ζ on the line segment γ(x) joining g(x) to f(x) in the complex
plane satisfies |g(x)− ζ| ≤ |g(x)− f(x)|, and hence

(B.3) (2c0)
−1x−k0 ≤ |ζ| ≤ (2c0)x

k0 (x ≥ x0, ζ ∈ γ(x)).
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In the complex case, if q is not an integer, we also have | Im g(x)| ≥ c−1
0 x−k0 whenever

x ≥ x0 and Re g(x) ≤ 0; thus, g(x) is closer to each ζ ∈ γ(x) than to the negative
real axis and γ(x) does not cross the branch cut of h(z). If q is an integer, there is
no branch cut. If f and g are real-valued, then f(x) and g(x) have the same sign for
x > x0 (since g(x) is closer to f(x) than to the origin), so γ(x) is either a subset of
the positive real axis or lies along the ray from the origin through (−1)q. Either way,
γ(x) does not cross the branch cut. Next, for any n ≥ 0 and x ≥ x0, we have∣∣∣h(n)(f(x)) − h(n)(g(x))

∣∣∣ = ∣∣∣∣
∫
γ(x)

h(n+1)(ζ) dζ

∣∣∣∣ ≤ max
ζ∈γ(x)

∣∣h(n+1)(ζ)
∣∣ ∣∣f(x)− g(x)

∣∣.
Multiplying by xk, where k ≥ 0, and using (B.3), we obtain

| · · · |xk ≤ q(q − 1) · · · (q − n)(2c0x
k0)|q−n−1|xk|f(x)− g(x)| → 0, (x→ ∞).

Since h(n)(g(x)) grows slowly (i.e., polynomially) in x, the k = 0 case also implies
that h(n)(f(x)) grows slowly. Finally, we use Faà-di Bruno’s formula [27]

dn

dxn
h(f(x)) =

∑
π∈Pn

h(|π|)(f(x))
∏
b∈π

f (|b|)(x),

where Pn is the set of partitions of {1, 2, . . . , n}, |π| is the number of blocks in the
partition π, and |b| is the number of integers in block b. Thus, for any integer k ≥ 0,

(B.4)

∣∣(h ◦ f)(n)(x)− (h ◦ g)(n)(x)∣∣xk
≤
∑
π∈Pn

∣∣∣∣h(|π|)(f(x))∏
b∈π

f (|b|)(x)− h(|π|)(g(x))
∏
b∈π

g(|b|)(x)
∣∣∣∣xk.

Subtracting and adding telescoping terms, e.g.,∣∣Aa1a2 −Bb1b2
∣∣ ≤ ∣∣Aa1(a2 − b2)

∣∣+ ∣∣A(a1 − b1)b2
∣∣+ ∣∣(A−B)b1b2

∣∣,
the right-hand side of (B.4) is bounded by a finite sum of terms in which one factor
is a difference, either

∣∣f (|b|)(x)− g(|b|)(x)
∣∣ or ∣∣h(|π|)(f(x))− h(|π|)(g(x))

∣∣, and the rest
grow slowly in x. Since the difference converges to zero faster than any polynomial,
the right-hand side of (B.4) converges to zero as x→ ∞, as claimed.

Lemma B.3. If h(x) and its derivatives grow slowly, i.e., there exist integers
kn ≥ 0 such that h(n)(x) = O(xkn) for n ≥ 0, then f

.
= g implies hf

.
= hg. It suffices

to check that h
.
= H with H(n)(x) = O(xkn ).

Proof. We see that
∣∣([hf ](n)(x)− [hg](n)(x)

)
xk
∣∣ may be bounded by

(B.5)

n∑
j=0

(
n

j

)
Cjx

kj+k
∣∣∣f (n−j)(x)− g(n−j)(x)

∣∣∣
for large x, where Cj is a bound on |h(j)(x)|x−kj for large x. But (B.5) converges
to zero as x → ∞ due to f (n−j)(x) = g(n−j)(x) + o(xkj+k). Finally, we note that if
h
.
= H , then

∣∣h(n)(x) − H(n)(x)
∣∣ can be made smaller than any multiple of xkn for

large x, so if one is O(xkn ), so is the other.
Lemma B.4. The solution x(s) of x′ =

√
Ψ(x), x(0) = 0 exists for all s ∈ R

and is an increasing, real analytic, odd function of s. There is a constant c such that
x(s)

.
= 5
√
25/8(s− c)2/5.
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Proof. By Lemma B.1, Ψ(x) is real analytic, even, and positive. It follows that
x(s) is increasing, odd, and real analytic for as long as the solution exists (see [10]
regarding analyticity). Moreover, s =

∫ x
0
Ψ(r)−1/2 dr, which gives

(B.6) s− 2
√
2

5
x5/2 = c−

∫ ∞

x

[
Ψ(r)−1/2 −

√
2r3/2

]
dr,

where c =
∫∞
0

[Ψ(x)−1/2−√
2x3/2] dx ≈ 1.6247. Since the integrand in (B.6) and each

of its derivatives are o(r−k) for all k ≥ 0, we may apply Lemma B.2 to conclude

(B.7) x = 5
√
25/8(s− c)2/5 + ε0(x), ε0(x)

.
= 0.

Since dx/ds =
√
Ψ(x), we see that

dnx

dsn
=

dn

dsn

[
5
√
25/8(s− c)2/5

]
+ εn(x), εn(x) =

√
Ψ(x)

d

dx
εn−1(x) (n ≥ 1).

By Lemmas B.1 and B.2,
√
Ψ(x)

.
= (2x3)−1/2, which has derivatives that grow slowly

(in fact, decay). Thus, we may apply Lemma B.3 inductively to conclude that εn(x)
.
=

0 for n ≥ 0. Since εn(x) = o(x−k) for any k ≥ 0, it follows from (B.7) that εn(x(s)) =
o(s−k) for k ≥ 0, as claimed.

Appendix C. Asymptotics of the ODE. In this section, we study the asymp-
totic behavior of solutions of

(C.1) −(Ψwu′)′ = λwu

for large x, where Ψ(x) = [erf(x) − x erf ′(x)]/(2x3) and w(x) = x2e−x2

. The case
λ = 0 does not require asymptotic arguments as the general solution (2.8) can be
written in closed form. We will show that if λ �= 0, two linearly independent solutions
of (C.1) exist of the form

(C.2) u±(x) = x−1/4ex
2/2P0(x) exp

{
±i
√

8λ

25
P1(x)x

5/2

}[
1 +O

(
x−7/2

)]
for x� 1, where

(C.3)
P0(x) = 1 +

1

8xλ
+

5

128x2λ2
+

15

1024x3λ3
,

P1(x) = 1− 5

12xλ
− 5

32x2λ2
+

5

128x3λ3
+

25

6144x4λ4
+

7− 1152λ4

8192x5λ5
.

When λ is real and positive, any real-valued solution of (C.1) may still be written as a
linear combination u(x) = Au+(x) +Bu−(x). Reality requires B = A, which implies

(C.4) u(x) = Cx−1/4ex
2/2P0(x) cos

{√
8λ/25P1(x)x

5/2 − θ
} [

1 +O
(
x−7/2

)]
for some C, θ ∈ R, which yields (2.28). For all other values of λ ∈ C \ {0}, one of the
modes u±(x) in (C.2) grows superexponentially as x → ∞ while the other decays.
The recessive (decaying) mode is uniquely determined by (C.2), but the dominant
(growing) mode is not. When λ > 0, neither mode dominates the other, so both are
determined uniquely by (C.2).
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While it is possible to derive (C.2) by guessing its form and computing successive
terms of P0(x) and P1(x) from (C.1) iteratively, it is difficult to prove error bounds
for the resulting series. Instead, we will use a Liouville transformation [7] to convert
the ODE to normal form and use WKB theory [5, 33] to study the asymptotics.

To convert the general second-order self-adjoint equation −(pu′)′ + qu = λwu to
Liouville normal form [7], −U ′′(s) +Q(s)U(s) = λU(s), one solves the ODE dx/ds =√
p(x)/w(x) to obtain x(s) and then defines

U(s) = γ(s)u(x(s)), γ(s) = 4
√
p(x(s))w(x(s)), Q(s) =

q(x(s))

w(x(s))
+
γ′′(s)
γ(s)

.

To fit within the framework of WKB theory, it is convenient to change the sign of Q
and absorb λ into the potential. Thus, we convert (C.1) to the form

(C.5) −U ′′ = Q(s)U

by the change of variables dx/ds =
√
Ψ(x), U(s) = Ψ(x(s))1/4y(x(s)), y(x) =

w(x)1/2u(x), Q(s) = F (x(s)), and

(C.6) F (x) = λ−
(
1

4
Ψ′′(x)− 1

16
Ψ(x)−1Ψ′(x)2 + (1− x2)

Ψ′(x)
x

+ (x2 − 3)Ψ(x)

)
.

The same result is obtained if we start from (2.16) instead of (C.1). Since Ψ is
even and entire, Ψ′(z)/z has a removable singularity at z = 0. By Lemma B.1,
0 < Ψ(x) ≤ 2/(3

√
π) on the real axis. Thus, F (x) − λ and

√
Ψ(x) are real analytic

on all of R. By Lemma B.4, Q(s) − λ is also real analytic. (We subtract λ to make
F (x) and Q(s) real-valued for real arguments.) By Lemmas B.1, B.2, and B.3, we
may replace Ψ(x) by 1/(2x3) in (C.6) to conclude

(C.7) F (x)
.
= λ− 1

2
x−1 +

9

32
x−5,

where f(x)
.
= g(x) means that f (n)(x) − g(n)(x) = o(x−k) as s → ∞ for all integers

n ≥ 0, k ≥ 0. Lemmas B.2 and B.3 were both used (the latter twice) to convert
Ψ(x)−1Ψ′(x)2 into (9/2)x−5.

The WKB approximation [5, 33] of the solution of (C.5) is

(C.8) U±(s) ∼ Q(s)−1/4 exp

{
±i
∫ s√

Q(r) dr

}
,

where f(s) ∼ g(s) means f(s)/g(s) → 1 as s → ∞. When Q(s) is real and positive,
(C.8) can be derived by performing another Liouville transformation, namely, dξ/ds =√
Q(s), W (ξ(s)) = Q(s)1/4U(s), to convert the ODE to d2W/dξ2 = [−1 + φ(ξ)]W .

Neglecting φ gives W ∼ e±iξ. If φ(ξ) is small, error estimates can be derived in the ξ
coordinate system [33].

In our case, Q(s) is complex-valued, so the change of variables ξ =
∫ s√

Q(r) dr
requires that we complexify the dependent variable [33]. We prefer to work with
complex functions of the real variable x and only use s and ξ as intermediate steps
to finding a representation of (C.1) that is suitable for perturbation analysis. To
this end, we still define W = Q1/4U but treat it as a function of s rather than ξ.
Substitution of the identity

(C.9)
d2U

ds2
= Q1/4 d

ds

[
Q−1/2 d

ds

(
Q1/4U

)]
+Q1/4

(
d2

ds2
Q−1/4

)
U
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into the equation d2U/ds2 = −QU gives

(C.10) Q−1/2 d

ds
Q−1/2 dW

ds
= [−1 + φ(s)]W, φ(s) = −Q−3/4 d

2

ds2
Q−1/4,

where we have adopted the convention that differential operators act on all products
that follow them unless otherwise indicated by parentheses. The left-hand side of
(C.10) plays the role of d2W/dξ2 in [33]. Changing back to the x-coordinate system
and writing W (s) = v(x(s)), we find that if v(x) and u(x) are related by

(C.11) u(x) = w(x)−1/2[F (x)Ψ(x)]−1/4v(x),

then u(x) satisfies (C.1) iff v(x) satisfies

(C.12)

√
Ψ

F

d

dx

√
Ψ

F

dv

dx
=

(
−1 +

√
Ψ

F
ψ

)
v, ψ = −F−1/4 d

dx

√
Ψ
d

dx
F−1/4.

We again recognize the left-hand side as d2W/dξ2.
Two technical issues concern zeros of F (x) and the branch cut of the square root

and fourth root functions along the negative real axis. We claim there is an R1 ≥ 0
such that F (x) is bounded away from zero and neither F (x) nor Ψ(x)/F (x) crosses
the negative real axis for x ≥ R1. Since we are interested in the asymptotics of u(x)
for large x, we need only solve (C.12) for x ≥ R1. If λ �∈ R, then |F (x)| ≥ | Imλ| since
Im{F (x)} = Imλ, and R1 = 0 suffices. If λ is real (and nonzero), then F (x) may
have zeros, but by (C.7) there is an R1 ≥ 0 such that for x ≥ R1, F (x) and λ have
the same sign, and |F (x)| ≥ |λ/2|. If the sign is positive, the branch cut is avoided,
and if the sign is negative, we treat Imλ = Im{F (x)} = 0+ in all formulas involving
fractional powers of λ or F (x), e.g.,

√
Ψ(x)/F (x) = −i√Ψ(x)/|F (x)|.

If ψ were zero in (C.12), v(x) = e±iξ(x) would be independent solutions, where

(C.13) ξ(x) =

∫ x
√
F (r)

Ψ(r)
dr.

Lemmas B.2 and B.3 justify replacing Ψ−1 by 2r3 and F by (C.7) to obtain an
asymptotic formula for

√
F/Ψ:

(C.14)

√
F (r)

Ψ(r)

.
=

√
2λ

(
1− 1

2rλ
+

9

32r5λ

)1/2

r3/2.

We choose the integration constant in (C.13) so that

(C.15) ξ(x) = (8λ/25)1/2P1(x)x
5/2 +O(x−7/2) (x→ ∞),

where P1(x) was defined in (C.3). This result is obtained by expanding the asymptotic
formula for

√
F/Ψ in a binomial series and integrating term by term. We now look

for solutions of (C.12) that are perturbations of e±iξ(x):

(C.16) v+(x) = eiξ(x)(1 + h+(x)), v−(x) = e−iξ(x)(1 + h−(x)).

The functions h+(x) and h−(x) must satisfy

(C.17)
d

dx

√
Ψ

F

dh

dx
± 2i

dh

dx
= ψ(x)(1 + h(x)).
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Solutions of the homogeneous problem (with ψ ≡ 0) are h± ≡ 1 and h±(x) = e∓2iξ(x).
Using variation of parameters [10] to solve the nonhomogeneous problem yields an
integral equation for the solution with initial conditions h(x0) = h0, h

′(x0) = 0:

(C.18) h±(x) = h0 ± 1

2i

∫ x

x0

(
1− e±2i{ξ(y)−ξ(x)}

)
ψ(y)[1 + h±(y)] dy.

The location of x0 will be chosen below and depends on λ and the ± sign. Simplifying
the formula for ψ in (C.12) gives its behavior to leading order as x→ ∞:

(C.19) ψ(x) =
2Ψ′FF ′ − 5Ψ(F ′)2 + 4ΨFF ′′

16Ψ1/2F 5/2
∼ −7

√
2

32λ3/2x9/2
(x→ ∞).

Our goal is to use this in (C.18) to produce solutions h±(x) of (C.17) that decay like
O(x−7/2). If we are successful, then (C.2) will follow from (C.16), (C.11), (C.15), and

(C.20) w(x)−1/2[F (x)Ψ(x)]−1/4 =
x−1/4ex

2/2P0(x)
[
1 +O(x−4)

]
(λ/2)1/4

(x→ ∞),

with P0(x) as in (C.3). Indeed, the factor of (λ/2)−1/4 can be dropped by linearity, and
the factors of 1+O(x−4), exp{O(x−7/2)}, and 1+h±(x) combine to make 1+O(x−7/2)
in (C.2), as claimed. The coefficients of P0(x) were obtained from (C.20) using (C.7),
Ψ(x)

.
= (2x3)−1, Lemmas B.2 and B.3, and the binomial series.

Let us therefore study solutions of the integral equation (C.18). Let α = Im
√
λ

and β = ±1, depending on the case considered in (C.16). We drop the ± subscript
on h and define

K(x, y) =
β

2i

[
1− E(x, y)

]
ψ(y), E(x, y) = e2iβ{ξ(y)−ξ(x)} (β = ±1),

which appear in (C.18). We claim that there is an R ≥ R1 (depending on λ and β)
such that one of the following holds:

case 1: y ≥ x ≥ R ⇒ |K(x, y)| ≤ |ψ(y)|,
case 2: |α| > 0 and

(
x ≥ y ≥ R ⇒ |K(x, y)| ≤ |ψ(y)| , |E(x, y)| ≤ η(x, y)

)
,

where η(x, y) = exp{−2|α|y3/2(x − y)}. If α = 0, then λ > 0, and setting R = R1

suffices to establish case 1. Indeed, since F (x) > 0 for x ≥ R1, it follows that ξ(x)
in (C.13) is real, E(x, y) is on the unit circle, and |1 − E| ≤ 2 for x ≥ R, y ≥ R.
If α > 0, we see from (C.14) that Im

√
F (r)/Ψ(r) r−3/2 → (

√
2α) as r → ∞. Since√

2 > 1, there exists R ≥ R1 such that

Im
√
F (r)/Ψ(r) ≥ αr3/2 (r ≥ R).

It then follows from (C.13) that

(C.21) Im{ξ(y)− ξ(x)} ≥
∫ y

x

αr3/2 dr ≥ αx3/2(y − x) ≥ 0 (y ≥ x ≥ R).

Since E(x, y) = e2iβ{ξ(y)−ξ(x)}, we see that E(x, y) lies inside or on the unit circle
when β = 1 and y ≥ x ≥ R. Thus, case 1 holds when β = 1. Interchanging x and
y in (C.21) and evaluating |E(x, y)| shows that case 2 holds when β = −1. Similar
arguments show that if α < 0, cases 1 and 2 hold when β = −1 and β = 1, respectively.
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In case 1, we set h0 = 0 in (C.18) and send x0 to infinity. This yields the equation

h(x) = K[1 + h](x), K[f ](x) = −
∫ ∞

x

K(x, y)f(y) dy.

Increasing R if necessary, we may assume
∫∞
R |ψ(y)| dy ≤ 1/2. Then ‖K‖ ≤ 1/2,

where K is regarded as an operator on BC
(
[R,∞)

)
, the Banach space of bounded,

continuous functions in the uniform norm. Thus, h = (K+K2+K3+· · · )1 is the unique
bounded, continuous function that satisfies the integral equation. By the dominated
convergence theorem and Leibniz integral rule, such a solution of the integral equation
also satisfies the ODE (C.17). We note that hn = (K+K

2+· · ·+K
n)1 can be computed

via the Picard iteration h0(x) = 0, hn+1 = K[1 + hn]. Standard estimates [10, 33] on
the size of |hn+1(x)− hn(x)| in the Picard iteration scheme give the bound

(C.22) |h(x)| ≤ exp

(∫ ∞

x

|ψ(r)| dr
)
− 1 (x > R).

By (C.19), h(x) = O(x−7/2) as x→ ∞, as required.
In case 2, we define K[f ](x) =

∫ x
R K(x, y)f(y) dy and proceed in the same manner,

again assuming
∫∞
R |ψ(y)| dy ≤ 1/2. This establishes existence and uniqueness of a

bounded, continuous solution of h = K[1 + h], along with the bound

(C.23) |h(x)| ≤
(
exp

{∫ x

R

|ψ(r)| dr
}
− 1

)
≤
(
e1/2 − 1

)
≤ 2/3 (x ≥ R).

Although h(x) will not in general approach 0 as x → ∞, we will show below that it
approaches a limiting value, c, with |c| ≤ 2/3. Defining

(C.24) h̃(x) =
h(x)− c

1 + c
, h0 =

−c
1 + c

,

we find that h̃ satisfies h̃ = h0+K[1+ h̃] and hence (C.17). Thus, adjusting the initial
condition from 0 to h0 merely shifts and rescales the solution. If we can show that
h(x)− c = O(x−7/2) as x→ ∞, then h̃(x) will be the desired solution of (C.17) that
decays as O(x−7/2). To prove that c = limx→∞ h(x) exists, we integrate (C.17) from
x1 to x2, assuming x2 > x1 ≥ R:

(C.25) h(x2)− h(x1) =
β

2i

∫ x2

x1

ψ(x)
(
1 + h(x)

)
dx − β

2i

√
Ψ(x)

F (x)
h′(x)

∣∣∣∣x2

x1

.

Recall that β = ±1 distinguishes the case in (C.16). The first term on the right is

O(x
−7/2
1 ) due to (C.23) and (C.19). If we can show that

√
Ψ/Fh′(x) = O(x−7/2),

then we are done: (C.25) implies that for any sequence x1 < x2 < · · · with xn → ∞,
h(xn) is a Cauchy sequence. So c = limx→∞ h(x) exists. Sending x2 to ∞ and
replacing x1 by x in (C.25) then gives c− h(x) = O(x−7/2), as required.

To show that
√
Ψ/Fh′(x) = O(x−7/2), we differentiate the integral equation

h = K[1 + h]. This gives

(C.26)

√
Ψ(x)

F (x)
h′(x) =

∫ x

R

E(x, y)ψ(y)[1 + h(y)] dy (x > R).
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Using the bound |E(x, y)| ≤ η(x, y) = exp{−2|α|y3/2(x − y)} for x ≥ y ≥ R, and
breaking the integral in (C.26) into two segments of length (x−R)/2, we obtain

(C.27)

∣∣∣∣∣
√

Ψ(x)

F (x)
h′(x)

∣∣∣∣∣ ≤ 5

3
η
(
x, x+R

2

) ∫ x+R
2

R

|ψ(y)| dy + 5

3

∫ x

x+R
2

|ψ(y)| dy,

where 5/3 is a bound on |1+ h(y)|. The first integral on the right is bounded by 1/2,
while

η

(
x,
x+R

2

)
= exp

{
−|α|

(
x+R

2

)1/2(
x2 −R2

2

)}
,

which decays superexponentially as x → ∞. Since
∫∞
x

|ψ(y)| dy = O(x−7/2), the
second integral in (C.27) is bounded by

C

(
x+R

2

)−7/2

= 27/2C

(
1 +

R

x

)−7/2

x−7/2 = O(x−7/2).

Thus,
√
Ψ/F h′(x) = O(x−7/2), as claimed.

Appendix D. Analyticity of the spectral density function. A number of
authors have proved that the spectral function ρ(x) is absolutely continuous when the
potential in the Schrödinger equation is of bounded variation or decreases sufficiently
rapidly at infinity; see, e.g., [35, 46, 30]. However, we are not aware of any work that
establishes conditions to ensure that ρ′(λ) will be real analytic for λ > 0. In this
appendix, we prove this for the operator L in (2.4), studied throughout this paper.

Our proof will be to show that u±(x;λ) in (C.2) can be made to depend ana-
lytically on λ in a complex neighborhood of each λ0 > 0. We can then construct a
fundamental matrix Φ̃(x;λ) for (3.14) of the form

Φ̃(x;λ) =

(
y+(x;λ) y−(x;λ)

Ψ(x)y′+(x;λ) Ψ(x)y′−(x;λ)

)
,

where y±(x;λ) = xe−x2/2u±(x;λ). The construction of u±(x;λ) will involve a fixed-
point (i.e., Picard) iteration, as in Appendix C, producing solutions for sufficiently
large x, say, x ≥ x0, where x0 does not depend on λ in the neighborhood. Similar
to what we did in (3.9), we can express the fundamental matrix Φ(x;λ) with correct
boundary conditions at x = 0 in the form

(D.1) Φ(x;λ) = Φ̃(x;λ)C(λ) (x ≥ x0),

where C(λ) = Φ̃(x0;λ)
−1Φ(x0;λ) depends analytically on λ near λ0, since Φ(x0;λ)

is an entire function of λ (see [10]) while Φ̃(x0;λ)
−1 is analytic in the neighborhood

where u±(x;λ) are analytic. The m-function may then be written

m(λ) = − lim
x→∞

y+(x;λ)c11(λ) + y−(x;λ)c21(λ)
y+(x;λ)c12(λ) + y−(x;λ)c22(λ)

=

{
−c21(λ)/c22(λ), Imλ > 0,

−c11(λ)/c12(λ), Imλ < 0.

This equation clarifies the source of the discontinuity across the continuous spectrum
in them-function: when Imλ changes sign, the growing and decaying solutions switch,
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i.e., y+(x;λ) and y−(x;λ) reverse roles. From (2.22), we know that m(λ) = m(λ̄).
Thus,

(D.2) ρ′(λ) =
1

π
Im{m(λ+)} =

1

π

m(λ+)−m(λ−)
2i

=
1

2πi

detC(λ)

c12(λ)c22(λ)
,

which is real-valued for real λ and analytic in the neighborhood on which u±(x;λ) can
be constructed to depend analytically on λ. Reality of the final formula in (D.2) for λ ∈
R can be confirmed by noting that C(λ) = Φ̃−1Φ with Φ real and Φ̃ having complex
conjugate columns (since u+(x;λ) = u−(x; λ̄)). We note that (D.2) could potentially
be used to compute ρ′(λ) without complexifying λ, but by solving a terminal value
problem as well as an initial value problem. This is the key idea of the FPP algorithm
[15], though their derivation is different than ours and leads to a representation,
namely, (5.1), that does not allow λ to be complex.

The WKB analysis in Appendix C fails to produce analytic functions u±(x;λ)
because different formulas are used for the cases when Imλ is positive or negative. The
problem occurs in case 2, where we adjusted h0 in (C.18) to achieve limx→∞ h±(x) =
0. In fact, (C.18) is not the most general solution of (C.17); one could add to it a
term of the form ±h1

2i

(
1− e±2i{ξ(x0)−ξ(x)})√Ψ(x0)/F (x0), so that h±(x0) = h0 and

h′±(x0) = h1. Varying h1 and solving for h0 (as we did with h1 = 0) leads to a one-
parameter family of solutions of (C.17) that approach zero as x→ ∞, consistent with
the observation at the beginning of Appendix C that the recessive solution is unique
while the dominant solution is not. Our task now is to analytically continue u+(x;λ)
from the upper λ-half-plane into the lower half-plane, and u−(x;λ) from the lower
half-plane into the upper half-plane, in order to select the “right” dominant solutions.

It will be necessary to complexify x in Appendix C, as well as in Lemmas B.1–
B.3. We will use the letter z (to replace x) as there is no chance of confusion with the
second component of �r in (2.12). First, we modify the notation f(z)

.
= g(z) to mean

that there is a number R ≥ 0 such that f(z) and g(z) are both defined and analytic on
the region SR = {reiθ : r > R , |θ| < π/6}, and, for all nonnegative integers n and k,
f (n)(z) − g(n)(z) = o(|z|−k) as (z ∈ SR) → ∞, i.e., as |z| → ∞ with z remaining in
SR. We then have the following lemma.

Lemma D.1. Ψ(z) satisfies Ψ(z)
.
= 1/(2z3).

Proof. Since Ψ(z) is entire, both Ψ(z) and (2z)−3 are defined on SR with R = 0.
Proceeding as in Lemma B.1, we define g(z) = (2z)−1 −Ψ(z) and observe that (B.1)

holds with x replaced by z = x + iy and the integral interpreted as
∫∞
x e−(s+iy)2ds.

Note that
∣∣ ∫∞

x e−(s+iy)2ds
∣∣ ≤ ey

2 ∫∞
x e−s2ds ≤ (2x)−1ey

2−x2

. Since z ∈ S, we have

y2 ≤ x2/3, |z|2 ≤ 4x2/3, and x2 − y2 ≥ 2
3x

2 ≥ 1
2 |z|2. It follows that (2x)−1ey

2−x2 ≤
(
√
3|z|)−1e−|z|2/2. Similarly, |e−z2 | ≤ e−|z|2/2. The rest of the proof of Lemma B.1

works the same, i.e., there is a polynomial pn(x) of degree n+1 such that |g(n)(z)||z|k ≤
pn(|z|2)|z|k−n−4e−|z|2/2, which converges to zero as (z ∈ SR) → ∞.

Since g(z) = 1/(2z3) satisfies 1
2 |z|−3 ≤ |g(z)| ≤ 2|z|3, which is of the form (B.2),

the proof of Lemma B.2 is easily modified to show Ψ(z)−1 .
= 2z3. In particular, there

is an R large enough that Ψ(z)−1 has no poles for z ∈ SR, which also follows from
|Ψ(z)| ≥ |2z3|−1 − |Ψ(z) − (2z3)−1| and Lemma D.1. Adapting Lemma B.3 to the
case of analytic functions on SR is also straightforward and implies that F (z;λ) =
λ− [14Ψ′′(z)− 1

16Ψ(z)−1Ψ′(z)2 + (1− z2)z−1Ψ′(z) + (z2 − 3)Ψ(z)
]
satisfies

(D.3) F (z;λ)− λ
.
= −1

2
z−1 +

9

32
z−5,
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where the left-hand side is independent of λ. Next we fix λ0 > 0 and consider
λ ∈ B, where B = Ba(λ0) is the open ball of radius a = λ0/3 centered at λ0. By
(D.3), we may increase R if necessary so that |F (z;λ) − λ| < λ0/6. We then have
|F (z;λ) − λ0| < λ0/6 + λ0/3 = λ0/2, which implies that |ArgF (z;λ)| < π/6 for
λ ∈ B and z ∈ SR. Since Ψ(z)−1 .

= 2z3, we may increase R further if necessary to
conclude that Ψ(z)−1 = 2z3(1 + ε(z)) for z ∈ SR, where |ε(z)| < sin(π/12). As a
result, |ArgΨ(z)| = ∣∣Arg [Ψ(z)−1

]∣∣ < 7π/12 for z ∈ SR. Thus, F (z;λ), Ψ(z)−1 and
F (z;λ)/Ψ(z) are bounded away from the branch cut of the square root and fourth
root functions for λ ∈ B and z ∈ SR. If we define

v(z;λ) = w(z)1/2[F (z;λ)/λ]1/4[2Ψ(z)]1/4u(z;λ),

then u(z;λ) will satisfy (C.1) iff v(z;λ) satisfies

(D.4)

√
Ψ

F

d

dz

√
Ψ

F

dv

dz
=

(
−1 +

√
Ψ

F
ψ

)
v, ψ = −F−1/4 d

dz

√
Ψ
d

dz
F−1/4.

This may be derived analogously to (C.11) and (C.12). We also define

(D.5) ξ(z;λ) =

∫ z
√
F (ζ;λ)

Ψ(ζ)
dζ (λ ∈ B, z ∈ SR)

and look for solutions of (D.4) of the form v±(z;λ) = e±iξ(z;λ)[1 + h±(z;λ)]. The
equation for h±(z;λ) is

(D.6)
d

dz

√
Ψ

F

dh

dz
± 2i

dh

dz
= ψ(z;λ)(1 + h), h = h±(z;λ).

We can solve this equation for λ ∈ B and z ∈ S±
R , where

(D.7) S+
R = {reiθ : r > R, −π/24 < θ < π/6}, S−

R = {z̄ : z ∈ S+
R}.

This is done by solving the integral equation

h(z;λ) = −
∫
γ(z)

K(z, ζ;λ)[1 + h(ζ;λ)] dζ,

where K(z, ζ;λ) = β
2i

[
1 − E(z, ζ;λ)

]
ψ(ζ;λ), E(z, ζ;λ) = e2iβ{ξ(ζ;λ)−ξ(z;λ)}, γ(z) is

the path from z to ∞ in the direction eiβπ/6, and β = ±1 records the sign in (D.6).
Thus, we seek a solution of h = K[1 + h], where

(D.8) Kf(z;λ) = −
∫ ∞

0

K(z, z + γ̂s;λ)f(z + γ̂s;λ)γ̂ ds, γ̂ = eiβπ/6.

Focusing on the β = +1 case, we will show below (increasing R if necessary) that there
is a positive, decreasing function g(s) defined for s ≥ 0 such that

∫∞
0
g(s) ds ≤ 1/2

and |K(z, z + γ̂s;λ)| ≤ g(s) for z ∈ S+
R , λ ∈ B, and s ≥ 0.

Let B be the Banach space of (jointly) holomorphic functions f(z;λ) that are
bounded on S+

R ×B, with norm ‖f‖B = supz,λ |f(z;λ)|. Then since the integrand of
(D.8) is holomorphic in z and λ for fixed s and is uniformly dominated by g(s)‖f‖B,
K maps B to B and has norm ≤ 1/2. Indeed, continuity of Kf(z;λ) follows from
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the dominated convergence theorem, and analyticity follows from Morera’s theorem
and Fubini’s theorem. The fixed-point iteration h = [K+K2 +K3 + · · · ]1 leads to a
holomorphic function h ∈ B that satisfies h = K[1 + h] and ‖h‖B ≤ 1. A change of
variables shows that for any t ≥ 0 we have

h(z + γ̂t;λ) = −
∫ ∞

t

K(z + γ̂t, z + γ̂s;λ)[1 + h(z + γ̂s;λ)]γ̂ ds.

Applying γ̂−1∂t[· · · ] and γ̂−1∂t
{√

Ψ/F γ̂−1∂t[· · · ]
}
to this equation and setting t = 0

shows that h(z;λ) satisfies (D.6). Finally, we will see below that

(D.9) |K(z, z + γ̂s;λ)| ≤ g
(
s+ 3(|z| −R)/4

)
(z ∈ S+

R , λ ∈ B).

It follows that |h(z;λ)| ≤ 2
∫∞
3(|z|−R)/4 g(s) ds, which converges to zero as |z| → ∞.

In particular, for real x, h(x;λ) → 0 as x → ∞. As a result, v+(x;λ) ∼ e+iξ(x;λ)

for large x, and u+(x;λ) has the form (C.2) and depends analytically on λ ∈ B for
fixed x. In the β = −1 case, the same construction works on S−

R , and in fact the

partial sums h
(n)
− =

∑n
k=1 K

k1 are related to those above by h
(n)
− (z;λ) = h

(n)
+ (z̄; λ̄)

for z ∈ S−
R , λ ∈ B. As a result, u−(x; λ̄) = u+(x;λ) for x > R. In (D.1), the point x0

where C(λ) = Φ̃(x0;λ)
−1Φ(x0;λ) is defined can be any number greater than R.

It remains to construct g(s) so that
∫∞
0 g(s) ds ≤ 1/2 and (D.9) holds. First we

claim that |E(z, z + γ̂s;λ)| is a decreasing function of s when λ ∈ B and z ∈ S±
R are

fixed and therefore remains bounded by 1 for s ≥ 0. Focusing on the β = +1 case,
this is equivalent to claiming that Im{ξ(z+ γ̂s;λ)} is an increasing function of s. This
follows from (d/ds)ξ(z + γ̂s;λ) =

√
F (ζ;λ)/Ψ(ζ)γ̂, where ζ = z + γ̂s. Indeed, since

ζ ∈ S+
R and λ ∈ B, the arguments used above to bound F (z;λ) and Ψ(z)−1 away

from the branch cut also imply

Arg

(√
F (ζ;λ)

Ψ(ζ)
γ̂

)
= 1

2 ArgF + 3
2 Arg z +

1
2 Arg(1 + ε(z)) + Arg γ̂

∈
(
− π

12
− π

16
− π

24
+
π

6
,
π

12
+
π

4
+

π

24
+
π

6

)
=

(
π

48
,
13π

24

)
.

Therefore, the imaginary part of (d/ds)ξ(z+ γ̂s;λ) is positive. Note that Arg γ̂ = π/6
offsets the negative contributions from the other terms, which is why adjusting the
contour of integration to point in the γ̂ direction allows us to analytically continue λ
across the real axis.

Since |E(z, z + γ̂s;λ)| ≤ 1 for s ≥ 0, the left-hand side of (D.9) is bounded by
|ψ(z+ γ̂s;λ)|. Increasing R if necessary, we claim there is a nonnegative function g(s)
such that

∫∞
0 g(s) ds ≤ 1/2 and |ψ(z + γ̂s;λ)| ≤ g

(
s+ 3(|z| −R)/4

) ≤ g(s) for s ≥ 0,

z ∈ S+
R , λ ∈ B. (We continue to assume β = +1.) To this end, we note that

ψ(ζ;λ) = 1
8 Ψ

−1/2Ψ′F ′︸ ︷︷ ︸
C1

F−3/2 − 5
16 Ψ

1/2(F ′)2︸ ︷︷ ︸
C2

F−5/2 + 1
4 Ψ

1/2F ′′︸ ︷︷ ︸
C3

F−3/2,

C1
.
= − 3√

8
ζ−9/2[1− 45

16ζ
−4], C2

.
= ζ−11/2

√
32

[1− 45
16ζ

−4]2, C3
.
= − ζ−9/2

√
2

[1− 135
16 ζ

−4],

where we used (D.3) to compute F ′ and F ′′, which are independent of λ. Increasing
R if necessary, we may assume |C1| ≤ (4/3)|ζ|−9/2, |C2| ≤ (1/5)|ζ|−11/2, and |C3| ≤
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(4/5)|ζ|−9/2 for ζ ∈ SR. We already established that |F (ζ;λ)− λ0| < λ0/2 for λ ∈ B
and ζ ∈ SR, so |F (ζ;λ)| > λ0/2. It follows that

(D.10) |ψ(ζ;λ)| ≤ 11

30

(
2

λ0

)3/2

|ζ|−9/2 +
1

16

(
2

λ0

)5/2

|ζ|−11/2 (ζ ∈ SR, λ ∈ B).

Finally, for z ∈ S+
R and ζ = z+γ̂s with s ≥ 0, we have |ζ|2 = |z|2+s2−2|z|s cos[5π/6+

Arg(z)] by the law of cosines. Since −π/24 < Arg(z) < π/6 and cos(19π/24) < −3/4,
|ζ|2 ≥ |z|2 + s2 + (3/2)|z|s. It follows that |ζ| ≥ (s + 3|z|/4). Defining g(s) to be
the right-hand side of (D.10) with |ζ| replaced by (s + 3R/4), we have that g(s) is a
positive, decreasing function for s ≥ 0 and |ψ(z+ γ̂s;λ)| ≤ g(s+3(|z| −R)/4) ≤ g(s)
for z ∈ S+

R and λ ∈ B, as claimed. Increasing R if necessary,
∫∞
0 g(s) ds ≤ 1/2.
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