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Abstract

Let L[E] be an iterable tame extender model. We analyze to which extent
L[E] knows fragments of its own iteration strategy. Specifically, we prove
that inside L[E], for every cardinal κ which is not a limit of Woodin cardinals
there is some cutpoint t < κ such that Jκ[E] is iterable above t with respect
to iteration trees of length less than κ.
As an application we show L[E] to be a model of the following two cardinals
versions of the diamond principle. If λ > κ > ω1 are cardinals, then 3

∗
κ,λ

holds true, and if in addition λ is regular, then 3
+
κ,λ holds true.

0 Introduction.

If n > 0, then Mn, the least iterable extender model with n Woodin cardinals does
not know how to iterate itself (cf. Lemma 1.1). However, if δ1 < · · · < δn are the
Woodin cardinals of Mn, then inside Mn, Mn||δi+1 is (ω, δi+1)-iterable above δi for
all i < n (with the convention that δ0 = 0). In fact, more is true (cf. [8, Theorem
0.5]). This motivates Definition 0.1 below.

As a bit of terminology, if M = (Jα[E];∈, E, Eα) is a premouse and β ≤ M∩OR,
then M||β = (Jβ[E ↾ β];∈, E ↾ β,Eβ) and M|β = (Jβ[E ↾ β];∈, E ↾ β, ∅). An
iteration tree T is above α iff crit(ET

β ) ≥ α for all β + 1 < lh(T ); a premouse
M is (ω, γ)-iterable above α iff there is an iteration strategy Σ which works for
normal trees on M which are above α and have length < γ. We may think of M
as being quasi-(ω, ω1, γ)-iterable above α iff there is an iteration strategy Σ which
works for countable stacks of normal iteration trees on M which are above α, have
length < γ, and are such that at limit stages the Q-structure identifies the right
branch according to Σ. (Cf. [11, p. 1212] on the formal definition and also on the

1The results of this paper were proved while the first author was a guest at the Wissenschafts-
kolleg zu Berlin, where the second author stayed as a fellow during the academic year 2005-6. We
thank the Wissenschaftskolleg for its generous support.

1



significance of “quasi-(ω, ω1, γ)-iterable.”) An ordinal δ is a cutpoint of M iff there
is no EM

ν 6= ∅ such that crit(EM
ν ) ≤ δ ≤ ν.2 M is tame iff for all initial segments

M||ξ of M, if an ordinal δ is a Woodin cardinal in M||ξ, then δ is a cutpoint of
M||ξ.

Definition 0.1 Let L[E] be an extender model. Suppose that (in V ) L[E] is quasi-
(ω, ω1,OR)-iterable, as being witnessed by Σ. Let γ be either a cardinal of L[E], or
else γ = ∞. The ordinal t < γ is called the transition point of L[E] below γ iff t is
least such that t is a cutpoint of L[E] and L[E] |= “Jγ[E] is quasi-(ω, ω1, γ)-iterable
above t,” as being witnessed by the restriction of Σ to the relevant trees.

The following result will be shown in the first section of this paper.

Theorem 0.2 Let L[E] be a tame extender model. Suppose that (in V ) L[E] is
quasi-(ω, ω1,OR)-iterable. Then for every γ > ω such that Jγ[E] |= “there are only
boundedly many Woodin cardinals,” and either γ is a cardinal in L[E] or else γ = ∞,
the transition point of L[E] below γ exists.

The research leading to this paper was motivated by the question whether every
iterable tame extender model thinks that there is a well-ordering of R which is
ordinal definable from a real parameter. Notice that our Theorem 0.2 only shows
that there is some t < ω

L[E]
1 such that whenever t ≤ α < ω

L[E]
1 then Jα[E] is ω

L[E]
1 -

(rather than ω
L[E]
1 +1-) iterable above t from the point of view of L[E]. The second

author has shown recently that if L[E] is assumed to be ω-small, then L[E] indeed
thinks that there is a well-ordering of R which is (in fact inside L(R)) definable from
a real parameter (cf. [14]).

In the second section of this paper we apply Theorem 0.2 and show that 3
∗
κ,λ

holds in L[E]. It is known that 3
∗
κ,λ holds in L for all ω < κ < λ (cf. [3, Theorem

35.21]).

Definition 0.3 Let κ ≤ λ be cardinals. The principle 3
∗
κ,λ denotes the following

statement. There is a function F : Pκ(λ) → V such that for every X ∈ Pκ(λ),
F (X) is a subset of P(X) of size at most Card(X), and for all A ⊂ λ, there is a
club C ⊂ Pκ(λ) such that for all X ∈ C, X ∩ A ∈ F (X).

Theorem 0.4 Let L[E] be a tame extender model. Suppose that (in V ) L[E] is
sufficiently iterable.3 Then 3

∗
κ,λ holds in L[E] for all cardinals κ, λ of L[E] such

that ω
L[E]
1 < κ < λ.

2Often, this is called a strong cutpoint.
3“Sufficient iterabiliy” is a slight strengthening of being quasi-(ω, ω1, OR)-iterable; see Definition

2.3.
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We do not know whether one may weaken ω
L[E]
1 < κ to ω

L[E]
1 ≤ κ in the statement

of Theorem 0.4.
Donder and Matet have shown (cf. [1], cf. also [9]) that if we replace “club” by

“stationary” in Definition 0.3, then the resulting weaker principle already follows
from 2<κ < λ.

We also show that 3
+
κ,λ holds in L[E] for regular λ. Jensen has shown that

3
+
κ,λ holds in L for all ω < κ < λ such that λ is regular in L (cf. [2, §2, Theorem

2]). The principle 3
+
κ,λ implies the corresponding two cardinals version of Kurepa’s

Hypothesis (cf. [2, §1, Theorem 5]).

Definition 0.5 Let κ ≤ λ be cardinals. The principle 3
+, unctble.
κ,λ denotes the follow-

ing statement. There is a function F : Pκ(λ) → V such that for every X ∈ Pκ(λ),
F (X) is a subset of P(X) of size at most Card(X), and for all A ⊂ λ, there is
an unbounded set D ⊂ λ such that for all uncountable X ∈ Pκ(λ), if X ∩ D is
unbounded in sup(X), where sup(X) is a limit ordinal, then both X ∩ A ∈ F (X)
and X ∩D ∈ F (X).

Jensen’s original definition of 3
+
κ,λ results from the one just given by crossing

out the word “uncountable.”

Theorem 0.6 Let L[E] be a tame extender model. Suppose that (in V ) L[E] is
sufficiently iterable. Then 3

+, unctble.
κ,λ holds in L[E] for all cardinals κ, λ of L[E]

such that ω
L[E]
1 < κ < λ and λ is regular in L[E].

We do not know if Jensen’s original version of 3
+
κ,λ can be shown to hold in L[E].

1 Self-iterability.

In this section we shall prove Theorem 0.2. Let us, though, first indicate why this
is non-trivial. Versions of Lemma 1.1 belong to the folklore of inner model theory.

Lemma 1.1 Let L[E] be an extender model, and suppose that L[E] |= “δ is the least
Woodin cardinal.” Assume that in V Col(ω,δ), L[E] is normally (ω, δ+ + 1)-iterable.
Let κ < δ. Then L[E] |= “I am not normally (ω, δ+L[E] + 1)-iterable with respect to
non-dropping iteration trees which only use extenders with critical points taken from
the interval (κ, δ) and its images.”

Proof. Suppose not, and let us work inside L[E] to define an iterate W of
L[E]. Let P denote Woodin’s extender algebra corresponding to all extenders below
δ (cf. [13, section 7.2]). Let W̄ be the δth linear iterate of L[E] which is obtained by

3



hitting the least measure with critical point above κ (and its images) δ many times,
and let i : L[E] → W̄ be the iteration map. Let W be a normal non-dropping iterate
of W̄ which arises by making Jδ[E] generic over the image of P, and let j : W̄ → W
be the iteration map. Set

π = j ◦ i : L[E] → W.

We will have that π(δ) < δ+L[E].
Let G ∈ V be π(P)-generic over W such that Jδ[E] ∈W [G]. As P has the δ-c.c.,

π(δ) is a cardinal in W [G]. Therefore, if Q ⊳ L[E] is least such that π(δ) ≤ Q∩OR
and ρω(Q) = δ, then Q /∈W [G].

We claim that if H is Col(ω, π(δ))-generic over V ⊃ W [G], then Q ∈ W [G][H ].
This gives a contradiction, because then if H0, H1 are mutually Col(ω, π(δ))-generic
over V , Q ∈W [G][H0] ∩W [G][H1], and hence Q ∈W [G].

Let H be Col(ω, π(δ))-generic over V . Inside W [G][H ], there is a tree T searching
for a countable premouse R together with a fully elementary embedding

k : R → π(Q)

such that R⊲Jδ[E], δ is a cutpoint in R, π(δ) ≤ R∩OR, k ↾ δ = id, k(δ) = π(δ) (and
therefore also ρω(Q) = δ), and if π(δ) ∈ Q, then π(δ) ∈ R and k(π(δ)) = π(π(δ)).
T is ill-founded in V [H ], due to the existence of Q, π ↾ Q ∈ V . Therefore, T is
ill-founded in W [G][H ]. Let R ∈W [G][H ] ⊂ V [H ] be given by a branch through T .
We have that L[E] is normally (ω, δ++1)-iterable in V [H ] by our hypothesis. Hence
π(Q) is normally (ω, δ+ + 1)-iterable above π(δ) inside V [H ], so that the existence
of k guarantees that R is normally (ω, δ+ + 1)-iterable above δ inside V [H ] as well.
A standard coiteration argument performed inside V [H ] thus yields that in fact
R = Q. Thus Q ∈W [G][H ].

� (Lemma 1.1)

The reader will have noticed that the above proof only uses that δ be a cutpoint
in L[E] (rather than that κ is the least Woodin cardinal of L[E]). The following
readily follows from Lemma 1.1.

Corollary 1.2 Let L[E] be an extender model, and suppose that L[E] |= “κ is the
least supremum of infinitely many Woodin cardinal.” Assume that in V Col(ω,κ), L[E]
is normally (ω, κ)-iterable. Then the transition point of L[E] below κ does not exist.

One ingredient in the proof of Theorem 0.2 is the following version of Woodin’s
extender algebra (cf. [13, section 7.2] on its “classical” version).
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Lemma 1.3 Let κ be an infinite cardinal, and let M be a normally (ω, κ+ + 1)-
iterable premouse of size κ such that for some δ < M∩ OR, M |= “δ is a Woodin
cardinal.” Then there is a poset P ⊂ M|δ which is definable over M|δ and such
that M |= “ P has the δ-c.c.,” and for every A ⊂ κ+ there is a normal non-dropping
iteration tree U on M with last model S = MU

∞ such that A ∩ πU
0∞(δ) is πU

0∞(P)-
generic over S.

Proof. P is like the usual extender algebra, except that for each α < δ we have
an atomic formula “α̌ ∈ A.” Notice that B |= ϕ iff B ∩ ξ |= ϕ whenever ξ is above
the supremum of all α such that the atomic formula “α̌ ∈ A” shows up in ϕ. The
rest is as in [13, section 7.2].

� (Lemma 1.3)

We shall write P
M|δ for the poset of Lemma 1.3.

We shall also need the following result on the local definability of ||−. (Cf. [12,
Lemma 3.6].)

Lemma 1.4 Let M = (M ;A) be an amenable J-model, and let κ ∈ M be a cardinal
of M. Let P be a partial order which is Σω-definable over M ||κ. The relation

{(p, ϕ(τ1, . . . , τn)) : p ∈ P, ϕ is a Σ0−formula, τ1, . . . , τn ∈MP,

and p ||−P

M ϕ(τ1, . . . , τn)}

is then ∆1-definable over M (in the parameter P). Therefore, the relation

{(p, ∃x1 . . .∃xmϕ(x1, · · ·xm, τ1, . . . , τn)) : p ∈ P, ϕ is a Σ0−formula, τ1, . . . , τn ∈MP,

and ∃σ1 . . .∃σmp ||−P

M ϕ(σ1, . . . σm, τ1, . . . , τn)}

is Σ1-definable over M (in the parameter P).

Proof. Let us prove the first part. For α ≤ M ∩ OR, let us write

Aα = {(p, σ, τ) : p ∈ P, σ, τ ∈ SM
α , and p ||−P

M σ = τ}.

Here, SM
α is the αth model of the S-hierarchy generating M. It is not hard to prove

the following simultaneously by induction, using the recursive characterization [4,
Definition 3.3 (a)] of p ||−P

M σ = τ .

Claim 1. Let α ≤ M ∩ OR be a limit ordinal.
(a) For all ordinals ᾱ < α, Aᾱ ∈ M||max(κ, α).
(b) If α ≤ κ, then Aα is Σω-definable over M||κ, and if α > κ, then Aα is

∆1-definable over M||α (in the parameter P).
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Proof of Claim 1. Let β be a limit ordinal, and let (a) and (b) be shown for
all limit ordinals α < β.

Let us first show (a) for β. This is trivial if β is a limit of limit ordinals. Let
β = λ+ ω, where λ is a limit ordinal. We show Aλ+n ∈ M||max(κ, β) for all n < ω
by induction on n. Well, Aλ ∈ M||max(κ, β) follows from (b) of the inductive
hypothesis. (Notice that if λ < κ, then Aλ is a bounded subset of M||κ which is
definable over M||κ, by (b) of the inductive hypothesis, and is hence an element of
M||κ, because κ ∈ M is a cardinal of M.) If Aλ+n ∈ M||max(κ, β), then

(p, σ, τ) ∈ Aλ+n+1 iff χ(p, σ, τ, Aλ+n) ∧ χ(p, τ, σ, Aλ+n),

where (cf. [4, Definition 3.3 (a)]) χ(p, σ, τ, A) is the following Σ0-formula:

∀(π1, s1) ∈ σ∀q′ ≤ q∃q ≤ q′(q ≤ s1 → ∃(π2, ss ∈ τ(q ≤ s2 ∧ (q, π1, π2) ∈ A)).

Therefore, Aλ+n+1 may be obtained from P × SM
λ+n+1 × SM

λ+n+1 ∈ M||max(κ, β) via
Σ0 comprehension.

Let us now show (b) for β. We have that (p, σ, τ) ∈ Aβ iff

∃α∃A ⊂ P × SM
α × SM

α ((p, σ, τ) ∈ A ∧ ∀(q, σ′, τ ′) ∈ P × SM
α × SM

α

((q, σ′, τ ′) ∈ A⇔ χ(q, σ′, τ ′, A) ∧ χ(q, τ ′, σ′, A))),

where χ is as above. This shows that if β ≤ κ, then Aβ is Σω-definable over M||κ,
and if β > κ, then Aβ is Σ1-definable over M||β (in the parameter P). It is easy to
see that in the latter case Aβ is also Π1-definable over M||β (in the parameter P).
� (Claim 1)

Now let us write, for α ≤M ∩ OR,

Bα = {(p, ϕ(τ1, . . . , τn)) : p ∈ P, ϕ is Σ0, τ1, . . . , τn ∈ SM
α , and p ||−P

M ϕ(τ1, . . . , τn)}.

In order to prove the following we may use the characterizations of p ||−P

M σ ∈ τ ,
p ||−P

M ¬ ϕ, and p ||−P

M ϕ ∧ ψ given in [4, Definition 3.3 (b), (c), (d)] as well as the
following one: p ||−P

M ∃x ∈ τϕ(x, τ1, . . . , τn) iff

{q ≤ p : ∃(σ, q′) ∈ τ(q ≤ q′ ∧ q ||−P

M ϕ(σ, τ1, . . . , τn)}

is dense below p.

Claim 2. Let α ≤ M ∩ OR be a limit ordinal.
(a) For all ordinals ᾱ < α, Bᾱ ∈ M||max(κ, α).
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(b) If α ≤ κ, then Bα is Σω-definable over M||κ, and if α > κ, then Bα is
∆1-definable over M (in the parameter P).

Proof of Claim 2. This is shown in much the same way as Claim 1 above,
only that χ has to be replaced by a different Σ0-formula in order to deal with the
recursive characterization of p ||−P

Mϕ(τ1, . . . , τn) for Σ0-formulae ϕ which was stated
above. � (Claim 2)

The second part is now immediate. � (Lemma 1.4)

Our basic idea for the proof of Theorem 0.2 is now as follows. Let γ be a cardinal
of L[E] or γ = ∞, and let s < γ be the strict sup of the Woodin cardinals of L[E]
below γ. Let Σ be the unique iteration strategy for L[E]||γ above s. Working in
L[E], we shall attempt to use the extender sequence E ↾ γ to reconstruct the Q-
structures which determine Σ on trees of size < γ. This we do by comparing those
Q-structures with L[E]||γ, in the following way.

Suppose that T ∈ L[E]||γ is according to Σ, has limit length, and is above s.
Let b = Σ(T ). For reasonably closed ordinals t < γ such that T ∈ L[E]||t, we
“compare” Q(b, T ), regarded as a mouse over M(T ),4 with L[E]||γ, regarded as a
mouse over L[E]||t. This involves comparing mice over different sets, moreover in
L[E] we do not yet know Q(b, T ), indeed, we are trying to find it. Both problems
are solved by executing in L[E] a genericity iteration of M(T ) (a structure which we
do know now). If this genericity iteration U succeeds, we shall have a P

M(U)-generic
G such that

M(U)[G] ≈ L[E]||t,

in the sense that the two structures can easily define one another. Notice that
U moves not just M(T ), but its extension Q(b, T )).

The tree U = Ut depends on t, but the genericity iteration is sufficiently local
that there is a single iteration tree U (depending on T , of course), of which all the
Ut are initial segments.

Suppose Ut has limit length, and let c = Σ(Ut). In what we call the Ut-simple
case, we have

Q(c,Ut)[G] ≈ L[E]||ξ,

for some ξ < γ, where ≈ denotes a certain fine-structure-preserving intertranslata-
bility, extending the equivalence of M(U)[G] with L[E]||t. Using G and L[E]||ξ,

4By our tameness assumption, δ(T ) is a cutpoint of Q(b, T ).
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we can then invert the generic extension (via, as we shall call it, the maximal P-
construction in L[E] over M(U)) so as to find Q(c,Ut) inside L[E]. We then have c
and ic in L[E]. Since genericity iterations do not drop, ic acts on Q(b, T ). In what
we shall call the Ut-terminal case, we have that

ic(δ(T )) = δ(Ut),

so that

ic : Q(b, T ) → Q(c,Ut).

This enables us to find Q(b, T ) inside L[E]. (A simple Σ1
1 absoluteness argument

shows Q(b, T ) ∈ L[E][h], for all generic collapses h of δ(T ).) This enables us to find
b = Σ(T ) inside L[E], as we set out to do.

If Ut is simple, but not terminal, then we can use c to continue building U . We
now think of ourselves as building Uv, where v is the least reasonably closed ordinal
> t.

There are two ways this process can fail to find Σ(T ): either (a) some Ut fails
to be simple, or (b) all Ut are simple but non-terminal. If Ut is not simple, then
intuitively, L[E]||γ regarded as a mouse over L[E]||s is strictly stronger than L[E]||γ
regarded as a mouse over L[E]||t. For simplicity, let us assume that γ is a limit
cardinal in L[E], so that case (b) cannot occur. (Genericity iterations cannot go
on that long.) We have seen then that L[E]||γ is not sufficiently strong to recover
its iteration strategy above s by the method above, then there is a t > s such that
L[E]||γ regarded as a mouse over L[E]||s is strictly stronger than L[E]||γ regarded
as a mouse over L[E]||t. We then give up on trying to iterate L[E]||γ above s,
and move to iterating L[E]||γ above t. Our strength order is well-founded, so after
finitely many aborted attempts, we shall find the desired transition point t. (If γ is
a successor cardinal, we can deal with case (b) in a way which produces descent in
the same strength order.)

This completes our sketch. We now describe the method of inverting generic
extensions, and the strength order on relativised mice, which we shall use.

Let M be a premouse with ω · γ = M∩OR, and let δ ∈ M be a cardinal of M.
Let us further assume that δ is a cutpoint of M. Let P̄ be of height δ+ω such that
P̄|δ ⊂ M|δ is definable over M|δ. Let us suppose further that M|δ is P

P̄|δ-generic
over P̄ , by which we mean that P̄ |= “δ is a Woodin cardinal,” and P̄ [G] = M|(δ+ω)
for some generic filter G. We define a sequence (Pi : δ + 1 ≤ i ≤ γ̄), some γ̄ ≤ γ,
as follows. We’ll inductively maintain that Pi |= “δ is a Woodin cardinal,” and
Pi[G] = M||(ω · i). (Notice that this holds for i = δ + ω by our hypotheses.)
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Set Pδ+1 = P̄. At limit stages λ > δ, we first take the “union” of the Pi’s
for i < λ, getting a model P̄λ such that P̄λ |= “δ is a Woodin cardinal,” and
P̄λ[G] = M|(ω · λ). If M||(ω · λ) is active, then Pλ is the result of expanding P̄λ

by the top extender ḞM||(ω·λ) ∩ P̄λ; if M||(ω · λ) is passive, then we set Pλ = P̄λ. If
Pi was constructed, then we stop the construction if i = γ, or if δ is not definably
Woodin over Pi.

5 Otherwise we let Pi+ω be obtained from Pi by constructing one
step further.

We set P = Pγ̄ . We shall write P(M, P̄ , δ) for P. The model P(M, P̄, δ) is
called the maximal P-construction in M over P̄ .

A set of computations now proves the following. (The reader may find an ex-
panded version of the argument which is to come in the proof of [12, Theorem 3.9].)

Lemma 1.5 Let M, δ, P̄, G, (Pi : δ + 1 ≤ i ≤ γ̄), P = Pγ̄ = P(M, P̄ , δ) be as
above. Let us in addition assume that all transitive collapses of countable substruc-
tures of M are quasi-(ω, ω1, ω1 + 1)-iterable.

Suppose that i ≤ γ̄, ρω(M||(ω · i)) ≥ δ, and M||(ω · i) is sound. (By hypothesis,
this will certainly be true if i < γ.) Then Pi is a premouse and Pi[G] = M||(ω · i).
Moreover, if δ is definably Woodin over Pi, then ρn(Pi) = ρn(M||(ω · i)) for every
n < ω, and Pi is sound.

Suppose that ρω(M) < δ and M is sound above δ. (But M need not to be fully
sound.) Then δ is not definably Woodin over P.

Proof. First part: This is shown by induction on (i, n), ordered lexicographi-
cally. Let us fix i.

Claim 1. Pi[G] = M||(ω · i), and Pi is a premouse.

Proof of Claim 1. We use the fact that Pj [G] = M||(ω · j) for all j < i. The
more difficult case is the one where we assume M||(ω · i) to have a top extender,
ḞM||(ω·i). But we may then recover ḞM||(ω·i) from ḞM||(ω·i) ∩ (Pi|(ω · i)) in the
usual way: For a ∈ [ω · i]<ω and X ∈ P(crit(ḞM||(ω·i))) ∩M||(ω · i), we have that
X ∈ (ḞM||(ω·i))a iff there is some X̄ ∈ (ḞM||(ω·i) ∩ (Pi|(ω · i)))a with X ⊃ X̄.
Moreover,

ult0(Pi[G]; ḞM||(ω·i)) = ult0(Pi; Ḟ
M||(ω·i) ∩ (Pi|(ω · i)))[G],

and ḞM||(ω·i) and ḞM||(ω·i) ∩ (Pi|(ω · i)) have the same generators (cf. [12, Theorem
3.9, Claims 1 and 2]). It follows that Pi[G] = M||(ω · i) and also that Pi is a
premouse. � (Claim 1)

5By this we mean here and in what follows that either ρω(Pi) < δ, or else for some n < ω there
is an rΣPi

n+1-definable counterexample to the Woodinness of δ.
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Let us now prove that ρn(Pi) = ρn(M||(ω · i)) and Pi is n-sound for every n < ω,
unless δ is not definably Woodin over Pi. We thus may and shall assume that
ρω(Pi) ≥ δ. By the proof of the second part, we also may and shall assume that
ρω(M||(ω · i)) ≥ δ.

The case n > 1 is not really different from the case n = 1: we’d have to use the
appropriate reducts of Pi and M||(ω · i) rather than these structures themselves.
Let us thus assume that n = 1. (Cf. [12, Theorem 3.9, Claims 6,7, and 8].)

Claim 2. ρ1(M||(ω · i)) = ρ1(Pi).

Proof of Claim 2. Let us first show that ρ1(Pi) ≤ ρ1(M||(ω · i)). Suppose that

A∩ ρ1(M||(ω · i)) /∈ M||(ω · i), where A is Σ
M||(ω·i)
1 ({p1(M||(ω · i))}). Say ξ ∈ A iff

M||(ω · i) |= ∃xϕ(ξ, x, p1(M||(ω · i))), where ϕ is Σ0. Consider

B = {(q, ξ) ∈ P
P̄|δ × (ω · i) : ∃σ q ||−P

P̄|δ

Pi
ϕ(σ, ξ, p1(M||(ω · i)))}.

We cannot have that B ∩ (PP̄ |δ × ρ1(M||(ω · i))) ∈ Pi, because otherwise A ∩
ρ1(M||(ω · i)) ∈ Pi[G] = M||(ω · i). But B is ΣPi

1 ({p}) by the local definability of
||− (cf. Lemma 1.4). Therefore, ρ1(Pi) ≤ ρ1(M||(ω · i)), as P

P̄ |δ is coded by a subset
of δ.

Let us now verify that ρ1(M||(ω · i)) ≤ ρ1(Pi). We may assume that ρ1(Pi) <
Pi ∩ OR, as otherwise there is nothing to prove. Let P∗ be the 1-core of Pi, i.e.,

π : P∗ ∼= HullPi

1 (ρ1(Pi) ∪ {p1(Pi)}) ≺Σ1 Pi,

where P∗ is transitive. Setting p̄ = π−1(p1(Pi)), there is a partial ΣP∗

1 ({p̄})-definable
surjection f : ρ1(Pi) → P∗ ∩ OR. Say f(ξ) = η iff Pi |= ϕ(ξ, η, p̄), where ϕ is Σ1.
We may define B ⊂ ρ1(Pi)×ρ1(Pi) by setting (ξ, ξ′) ∈ B iff f(ξ) ≤ f(ξ′). As p1(Pi)
is 1-universal,6 P(ρ1(Pi)) ∩ P∗ = P(ρ1(Pi)) ∩ Pi, i.e.,

ρ1(Pi)
+P∗

= ρ1(Pi)
+Pi .

But we also have that
ρ1(Pi)

+Pi = ρ1(Pi)
+M||(ω·i)

by our inductive hypothesis, so that the order type of (the transitive collapse of) B

is at least ρ1(Pi)
+M||(ω·i). Notice that B is Σ

M||(ω·i)
1 ({p1(Pi), P̄}), because (ξ, ξ′) ∈ B

iff

M||(ω · i) |= ∃γ ∃η ∃η′ SPi
γ |= ϕ(ξ, η, p1(Pi)) ∧ ϕ(ξ′, η′, p1(Pi)) ∧ η ≤ η′)

6As M||(ω · i) is quasi-(ω, ω1, ω1 + 1)-iterable, Pi is quasi-(ω, ω1, ω1 + 1)-iterable as well, which
implies that p1(Pi) is 1-universal.

10



and the S-hierarchy producing Pi is Σ
M||(ω·i)
1 ({P̄}).

We claim that B /∈ M||(ω · i).
Well, if ρ1(Pi)

+M||(ω·i) < M||(ω · i) ∩ OR, then M||ρ1(Pi)
+M||(ω·i) |= ZFC

−, and
hence if B ∈ M||(ω · i), then the order type of B would have to be less than the
height of M||(ω · i)||ρ1(Pi)

+M||(ω·i), i.e., less than ρ1(Pi)
+M||(ω·i). This contradiction

shows B /∈ M||(ω · i) in this case.
On the other hand, if ρ1(Pi)

+M||(ω·i) = M||(ω · i)∩OR, then in fact P∗ = Pi and
π is the identity by the 1-universality of p1(Pi), which also gives that B /∈ M||(ω · i).

We have verified that B witnesses ρ1(M||(ω · i) ≤ ρ1(Pi). � (Claim)

Claim 3. p1(M||(ω · i)) = p1(Pi).

Proof of Claim 3. The above proof of ρ1(Pi) ≤ ρ1(M||(ω · i)) shows that
p1(Pi) ≤∗ p1(M||(ω · i)). Conversely, the above proof of ρ1(M||(ω · i)) ≤ ρ1(Pi) is
easily seen to show that p1(M||(ω · i)) ≤∗ p1(Pi). � (Claim 3).

Claim 4. Pi is 1-sound.

Proof of Claim 4. Let f ∈ Σ
M||(ω·i)
1 ({p1(M||(ω · i))}) be a partial function from

ρ1(M||(ω·i)) onto M||(ω·i). Let f(ξ) = x iff M||(ω·i) |= ∃y ϕ(y, ξ, x, p1(M||(ω·i))),
where ϕ is Σ0. Then g is a partial function from P

P̄ |δ×ρ1(M||(ω·i)) onto Pi, if we set
g(q, ξ) = x iff ∃σ q ||−Pi

Pi
ϕ(σ, ξ, x, p1(M||(ω · i))). Again, g is ΣPi

1 ({p1(M||(ω · i))}) by

the local definability of ||− (cf. Lemma 1.4). Also, because P
P̄ |δ is coded by a subset

of δ, we get a ΣPi

1 ({p1(M||(ω · i))})-definable partial function from ρ1(M||(ω · i)) =
ρ1(Pi) onto Pi. Because p1(M||(ω · i)) = p1(Pi), we are done. � (Claim 4)

Second part: Suppose that δ is definably Woodin over P. In particular, γ̄ = γ.
Also, by the proof of the first part, ρn(P) = ρn(M) as long as ρn(M) ≥ δ, and P is
sound above δ. Moreover, ρn(P) ≤ δ for the least n with ρn(M) < δ. Therefore, as
we assume δ to be definably Woodin over P, ρω(P) = δ, and P is fully sound.

Let P + ω be the premouse obtained from P by constructing one step further.
We then have that δ is a Woodin cardinal in P + ω, and hence M is P

P̄ |δ-generic
over P + ω, so that M ∈ (P + ω)[G]. Now let A ⊂ δ be bounded such that A
witnesses ρω(M) < δ. As M ∈ (P + ω)[G], we have that A ∈ (P + ω)[G]. Let

A = τG, where τ ∈ (P + ω)P
P̄ |δ. Because P

P̄ |δ has the δ-c.c. inside P + ω, we may
assume τ ∈ P̄|δ. But by ρω(P) = δ, P and P + ω have the same bounded subsets
of δ, so that τ ∈ P and thus A = τG ∈ P[G]. However, P[G] ⊂ M. Contradiction!

� (Lemma 1.5)
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We shall use the “+ω” notation from the proof of Lemma 1.5 more often. I.e.,
if R is a sound premouse, then by R + ω we mean the premouse which is obtained
by constructing over R one step further.

We now aim to define P(M, P̄, δ) also in situations where δ may not be a cardinal
of M or in which δ may not be a cutpoint in M.

Let M be a premouse with ω · γ = M∩ OR, and let δ ∈ M (not necessarily a
cardinal of M). Let P̄ be of height δ + ω such that P̄|δ ⊂ M|δ is definable over
M|δ, and let us suppose further that M|δ is P

P̄|δ-generic over P̄.
Let us first still suppose that δ is a cutpoint in M. We then define P(M, P̄ , δ)

to be P(M||θ, P̄, δ), where θ ≤ γ is largest such that δ is a cardinal in M||θ. Now
suppose that δ is not a cutpoint in M. Let α ≤ γ be least such that EM

α 6= ∅, α ≥ δ,
and crit(F ) ≤ δ. Set F = EM

α , and let ζ ≤ γ be largest such that crit(F )+M||α =
crit(F )+M||ζ. We then define P(M, P̄ , δ) to be P(ultn(M||ζ, F ), P̄, δ), where n < ω
is least such that ρn+1(M||ζ) ≤ crit(F ). Again, the model P(M, P̄ , δ) is called the
maximal P-construction in M over P̄.

With the help of Lemma 1.5 we may now show the following. We let <∗ denote
the prewellordering of of mice (cf. [15, p. 181 f.]).

Lemma 1.6 Let M, δ, P̄, and P = Pγ̄ = P(M, P̄, δ) be as above. (We now allow
δ to be not a cardinal of M or to be not a cutpoint in M). Let us suppose that M
is tame and (ω,OR)-iterable, and that there is a tame and (ω,OR)-iterable Q D P̄
such that δ is not definably Woodin over Q.

Each one of the following two hypotheses imply that δ is not definably Woodin
over P.

(a) δ is a cutpoint in M, and either δ is not a cardinal in M or else ρω(M) < δ.
(b) δ is not a cutpoint in M, and if α ≤ γ is least such that F = EM

α 6= ∅, α ≥ δ,
and crit(F ) ≤ δ, and if ζ ≤ M∩OR is largest such that crit(F )+M||ζ = crit(F )+M||α,
then ρω(M||ζ) ≤ crit(F ).

Proof. If (a) holds, then we may just apply Lemma 1.5. Let us now suppose
that (b) holds.

Let N = ultn(M||ζ, F ), where n < ω is least such that ρn+1(M||ζ) ≤ crit(F ), so
that P(M, P̄, δ) = P(N , P̄, δ). Let us write P for P(N , P̄, δ). If crit(F ) < δ, then
ρn+1(N ) = ρn+1(M||ζ) ≤ crit(F ) < δ, so that we may again just apply Lemma
1.5. Let us thus suppose that crit(F ) = δ. Notice that we do not assume that
ρω(M||ζ) < δ.

In order to derive a contradiction, let us assume that δ is definably Woodin over
P. We must then have that P ∩ OR = N ∩ OR, and N|δ = M|δ is P

P|δ-generic
over P, i.e., there is some P

P|δ-generic G such that N = P[G]. Let Q D P̄ be a
minimal iterable premouse such that δ is not definably Woodin over Q, i.e., Q |= “δ

12



is a Woodin cardinal,” but δ is not definably Woodin over Q. By tameness, δ is a
cutpoint of Q. Therefore, the comparison of P, Q is above δ + 1 on both sides. As
δ is definably Woodin over P, but not in Q, we in fact easily get that P <∗ Q.

On the other hand, G is also P
P|δ-generic over Q, and we may hence compare

M||ζ with Q[G]. The comparison will again be above δ + 1 on the Q[G]-side, so
that no iterate of Q[G] arising in this comparison will have an extender with critical
point δ on its sequence. But M||ζ does have such an extender, which easily gives
that – because ρω(M||ζ) ≤ δ – the final iterate of M||ζ will be non-sound. This
implies that Q[G] ≤∗ M||ζ , and therefore Q[G] ≤∗ N .

However, we may construe the iteration trees on Q[G] and N , which witness the
fact that Q[G] ≤∗ N , as iteration trees on Q and P, respectively. These trees then
witness that Q ≤∗ P. But we also showed that P <∗ Q. Contradiction!

� (Lemma 1.6)

The reader will gladly verify that much weaker forms of iterability will be enough
for guaranteeing the conclusion of Lemma 1.6.

We may also formulate the content of Lemma 1.6 in a negative way. In the
situation of Lemma 1.6, δ may end up being definably Woodin over P only if either

(a) δ is a cardinal in M, ρω(M) ≥ δ, and δ is not the critical point of an extender
on the sequence of M, or else

(b) δ is not a cardinal in M, and there is an extender F = EM
α with crit(F ) <

crit(F )+M||α = crit(F )+M ≤ δ ≤ α and ρω(M) > crit(F ).
The following order will play a crucial role in the proof of Theorem 0.2.

Definition 1.7 Let M and N be quasi-(ω, ω1,OR)-iterable premice, and let ξ ∈ M
and {ξ′,M} ⊂ N . Let Σ be an iteration strategy for M, and let Σ′ be an iteration
strategy for N . We write (N , ξ′,Σ′)⊳gen (M, ξ,Σ) iff the following holds true. There
is an iteration tree V ∈ N on M according to Σ and above ξ with a last model,
MV

∞, and there is some δ ∈ MV
∞, δ < ξ′, which is a Woodin cardinal in MV

∞ such
that δ is a cutpoint of MV

∞ and
(a) MV

∞|δ is definable over N|δ,
(b) N|δ is P

MV
∞|δ-generic over (MV

∞|δ) + ω,
(c) MV

∞ |= “δ is a Woodin cardinal,” but δ is not definably Woodin over MV
∞,

(d) P(N ,MV
∞|δ + ω, δ) <∗ MV

∞, and
(e) Σ′, restricted to iteration trees above ξ′, is induced by Σ.

We construe initial segments of iterates of M as iterates of M, too. A typical
MV

∞ as above may be the Q-structure for M(V ↾ lh(V) − 1), where lh(V) − 1 is a
limit ordinal, in which case (d) would say that the maximal P-construction in N
does not reach this Q-structure.

13



A comment on (e) should be in order. Suppose that (N , ξ′,Σ′) ⊳gen (M, ξ,Σ) as
being witnessed by V and δ. By (c), (d), and Lemma 1.6, we then have that either

(a) δ is a cutpoint in N , δ is a cardinal of N , ρω(N ) ≥ δ, and P(N ,MV
∞|δ +

ω, δ) ∩ OR = N ∩ OR, or else
(b) δ is not a cutpoint in N , and if α ≤ N ∩ OR is least such that F =

EN
α 6= ∅, α ≥ δ, and crit(F ) ≤ δ, then crit(F )+N||α = crit(F )+N , ρω(N ) > crit(F ),

P(N ,MV
∞|δ+ω, δ) = P(ult0(N , F ),MV

∞|δ+ω, δ) and P(N ,MV
∞|δ+ω, δ)∩OR =

ult0(N , F ) ∩ OR.
Let us write N ∗ = N if we are in case (a), and N ∗ = ult0(N , F ) if we are in

case (b).
By (d), there is an iteration tree V ′ on MV

∞ according to Σ with last model MV∩V ′

∞

and an embedding σ : P(N ,MV
∞|δ + ω, δ) → MV∩V ′

∞ . An iteration strategy for
MV∩V ′

∞ , and hence Σ, thus induces an iteration strategy for P(N ,MV
∞|δ+ω, δ). But

any iteration tree on N ∗ may be construed as an iteration tree on P(N ,MV
∞|δ+ω, δ),

so that Σ also induces an iteration strategy for N ∗. Thus Σ also induces an iteration
strategy for N . (e) expresses that the iteration strategy which is induced that way
is exacly Σ′.

Lemma 1.8 The relation ⊳gen is well-founded.

Proof. Suppose that (Nn+1, ξn+1,Σn+1) ⊳
gen (Nn, ξn,Σn) for every n < ω. We

aim to see that there is then a degenerate Σ0-iteration of N0.
Well, by (Nn+1, ξn+1,Σn+1)⊳

gen (Nn, ξn,Σn) there is an iteration tree V∗
n = Vn

∩V ′
n

on Nn above ξn such that both Vn and V∗
n have last models, MVn

∞ and MV∗
n

∞ , respec-
tively, there is some δn ∈ MVn

∞ , and there is an iteration tree Un+1 on Nn+1 with a
last model, MUn+1

∞ , such that
(a) there is a drop on the main branch of V ′

n, and V ′
n is above δn + 1,

(b) there is no drop on the main branch of Un+1, and Un+1 is either above δn +1,
or else there is some (least) α such that ENn+1

α 6= ∅, α ≥ δn, crit(ENn+1
α ) ≤ δn, and

Un+1 can be written as ENn+1
α

∩
Ūn+1, where Ūn+1 is above δn + 1,

(c) Nn+1|δn = MUn+1
∞ |δn is P

M
V∗

n
∞ |δn = P

MVn
∞ |δn-generic over MV∗

n
∞ , and in fact

(d) MUn+1
∞ = MV∗

n
∞ [Nn+1|δ(Vn)].

Here, Vn is supposed to be such that P(Nn+1,MVn
∞ |δn + ω, δn) <

∗ MVn
∞ . In

particular, δn is definably Woodin over P(Nn+1,MVn
∞ |δn + ω, δn), call it P. The

reason for (b) here is then that by Lemma 1.6, either δ is not overlapped in Nn+1,
P ∩ OR = Nn+1 ∩ OR, and the iteration tree Un+1 (which is non-dropping on its
main branch) arising in the comparison of P with MVn

∞ may be construed as an
iteration tree on Nn+1, or else δ is overlapped by a total extender ENn+1

α , P =
P(ult0(Nn+1, E

Nn+1
α ),MVn

∞ |δn + ω, δn), and the iteration tree Ūn+1 (which is non-
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V∗
2

N2 · · · · · · · · · >

U2



y

MU2
∞

‖

M
V∗

1
∞ [N2|δ1]

V∗
1

⋃

N1 · · · · · · · · · > M
V∗

1
∞

U1



y

MU1
∞

‖

M
V∗

0
∞ [N1|δ0]

V∗
0

⋃

N0 · · · · · · · · · > M
V∗

0
∞

Figure 1: An alleged ill-foundedness of ⊳gen.

dropping on its main branch) arising in the comparison of P with MVn
∞ may be

construed as an iteration tree on ultk(Nn+1, E
Nn+1
α ).

This situation is summarized in figure 1.
We may now complete the diagram by copying V∗

1 , V∗
2 , etc., down to the bottom

line. Notice here that we may construe the iteration tree on MU1
∞ = M

V∗
0

∞ [N1|δ0],
which appears in this process and which will be above δ0, as an iteration tree on

M
V∗

0
∞ , etc. The iteration tree on N0 along the bottom line which is produced in this

fashion will be according to Σ0, because of (e) in Definition 1.7. But obviously said
iteration tree will be degenerate. This is a contradiction!

� (Lemma 1.8)

Let us now start the proof of Theorem 0.2. Let us fix L[E], a quasi-(ω, ω1,OR)-
iterable tame extender model. Let Σ denote the iteration strategy for L[E]. In what
follows we shall write K for L[E], with the idea that from the point of view of L[E],
the universe behaves somewhat like a core model. We shall first define, inside K, a
(partial) iteration strategy ΣK .
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Let γ be either a cardinal of K, or else γ = ∞. We assume that Jγ [E] = K||γ |=
“there are only boundedly many Woodin cardinals.” Set s = sup{δ < γ : δ is
Woodin in K}, if there is a Woodin cardinal in K below γ; otherwise set s = 0. By
hypothesis, s < γ. We first aim to find some t < γ, t ≥ s, such that K |= “K||γ
is γ-iterable above t.” We shall then argue that there is in fact such a t which is a
cutpoint in K.

Let T ∈ K be an iteration tree on K||γ of limit length < γ which is above s. As
we aim to verify, inside K, quasi-(ω, ω1, γ)-iterability of K||γ above some t, we may
and shall assume that if T is according to Σ, then in V , Σ(T ) is characterized as
the unique cofinal branch b through T such that M(T ) E Q(T ) = Q(b, T ) E MT

b .
Moreover, if K is able to see Q(T ), then K can also identify b. Let us thus assume
without loss of generality that δ(T ) is Woodin in M(T ) +ω, because otherwise the
identification of b is trivial.

We’ll describe a tree U = U(T ) arising in the attempt to find Q(T ). We’ll
actually use this procedure to define ΣK(T ). U will be a normal non-dropping
iteration tree on M(T ) + ω. If T is according to Σ, then we’ll see that ΣK(T ) =
Σ(T ), unless Σ(T ) ↑. However, ΣK(T ) may indeed remain undefined.

Set s∗ = sup{δ < δ(T ) : δ is Woodin in M(T )}, if there is a Woodin cardinal
in M(T ); otherwise set s∗ = 0. Notice that because K is tame, and as we assume
δ(T ) to be Woodin in M(T ) + ω, we’ll have that s∗ < δ(T ). The tree U we are
about to construct will be above s∗.

For a moment, let us consider any normal non-dropping iteration tree U on
M(T ) + ω which has a last model, MU

∞. Let

πU
0∞ : M(T ) + ω → MU

∞

be the iteration map. Let us also suppose that T is according to Σ. Then the Q-
structure Q(T ) exists, and we may construe U to act on all of Q(T ) in the following
way. Let n < ω be least such that either ρn+1(Q(T )) < δ(T ), or else there is

an rΣ
Q(T )
n+1 -definable counterexample to the Woodinness of δ(T ). There is then an

rΣn+1-elementary map
π : Q(T ) → Q∗

such that π ⊃ πU
0∞, π is continuous at δ(T ), and Q∗ D MU

∞ is a premouse such that
either ρn+1(Q∗) < π(δ(T )), or else there is an rΣQ∗

n+1-definable counterexample to the
Woodinness of π(δ(T )). π is obtained by letting U act on Q(T ), where we restrict
the iteration maps to be just rΣn+1-elementary (even if we could afford more).

The construction of U will take place inside K and is as follows. The tree U
attempts to make K||γ generic over M(T ) in the sense of Lemma 1.3. At limit
steps λ of the construction of U we will use the maximal P-construction in K over
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M(U ↾ λ) to search for Q(U ↾ λ). (Once this search is not successful, we stop
the construction of U , and we give up on trying to define ΣK(T ).) P(K,M(U ↾

λ) + ω, δ(U ↾ λ)) will inherit the iterability-above-δ(U ↾ λ) from K, so that indeed
the maximal P-construction in K over M(U ↾ λ) is a good candidate for the Q-
structure for U ↾ λ. If MU

ζ is defined, then it may well be that U ↾ (ζ + 1) is

“maximal,” i.e., K|πU
0ζ(δ(T )) is P

MU
ζ |πU

0ζ(δ(T ))-generic over MU
ζ . In this case, we

would set ζ + 1 = lh(U). If π ⊃ πU
0ζ is then as in the previous paragraph, where

π : Q(T ) → Q∗,

then we might search for Q∗ via the maximal P-construction in K over MU
ζ , and we

might then search for Q(T ) via searching for an rΣn+1-elementary embedding from
some Q̄ which end-extends M(T ) into Q∗. Notice that if P(K,MU

ζ , π
U
0ζ(δ(T ))) de-

fines a counterexample to the Woodinness of πU
0ζ(δ(T )), then P(K,MU

ζ , π
U
0ζ(δ(T ))) =

Q∗ ∈ K, so that by absoluteness and uniqueness Q(T ) (and hence b = Σ(T )) will
be in some KCol(ω,ǫ), and therefore in K as well.

The details of the construction of U are as follows. Suppose that U ↾ ζ has been
constructed. Let us assume first that ζ is a successor ordinal, ζ = ζ̄ + 1. Set

P = P
MU

ζ̄
|πU

0ζ(δ(T ))
.

If every extender from MU
ζ̄

satisfies all the axioms correspondig to P, then we stop

the construction of U , i.e., we set lh(U) = ζ , U = U ↾ ζ . In the latter case we will
have that K|πU

0ζ(δ(T )) is P-generic over MU
ζ̄
. Set

P = P(K,MU
ζ ||π

U
0ζ(δ(T )) + ω, πU

0ζ(δ(T ))).

If P is no Q-structure for MU
ζ ||π

U
0ζ(δ(T )), then ΣK(T ) ↑. Otherwise we are in

the U-terminal case. Then let ǫ = P ∩ OR. In KCol(ω,ǫ), there will be a unique
pair (Q, π) such that π : Q → P is rΣn+1-elementary and M(T ) E Q. But then
Q = Q(T ) ∈ K, and hence b = Σ(T ) ∈ K as well. We may then define ΣK(T )
inside K as the unique cofinal branch through T which is obtained in this fashion.

Now suppose that not every extender from MU
ζ̄

satisfies all the axioms corre-

spondig to P. If ζ̄ = γ, then we stop the construction of U , i.e., we set lh(U) = γ+1,
U = U ↾ γ + 1. In this case, by decree, ΣK(T ) ↑. Otherwise, i.e., if γ̄ < γ, we let F
be the least extender from MU

ζ̄
with crit(F ) > s∗ which does not satisfy the axioms

correspondig to P and we define U ↾ ζ + 1 in the natural way, i.e., so that U ↾ ζ + 1
is a normal extension of U ↾ ζ , where EU

ζ̄
= F .

Now suppose that ζ ≤ γ is a limit ordinal. If δ(U ↾ ζ) is not a Woodin cardinal
in M(U ↾ ζ) + ω, then Q(U ↾ ζ) = M(U ↾ ζ), and we define U ↾ ζ + 1 as that
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extension of U ↾ ζ where [0, ζ)U is given by M(U ↾ ζ). Notice that in this case
πU

0ζ(δ(T )) > δ(U).
Let us now finally assume that δ(U ↾ ζ) is in fact a Woodin cardinal in M(U ↾

ζ) + ω. Set
P = P

M(U↾ζ).

By the construction of U ↾ ζ , K|δ(U ↾ ζ) is then P-generic over M(U ↾ ζ) + ω. If
P = P(K,M(U ↾ ζ) + ω, δ(U ↾ ζ)) is no Q-structure for U ↾ ζ , then we stop the
construction of U , i.e., we set lh(U) = ζ , U = U ↾ ζ , and we also decide to have
ΣK(T ) ↑. Let us thus assume that P is indeed a Q-structure for U ↾ ζ . This is the
U-simple case. We will then define U ↾ ζ+1 as that extension of U ↾ ζ where [0, ζ)U
is given by P.

This finishes the definition of ΣK(T ). Notice that the map T 7→ ΣK(T ) is in K,
and that if T is according to Σ and ΣK(T ) ↓, then ΣK(T ) = Σ(T ). In particular,
if T ∈ K is according to ΣK , then T is also according to Σ.

A moment of reflection shows that the tree U(T ) arising in the attempt to find
Q(T ) cannot have length ≥ δ(T )+K + 1, because otherwise the usual reflection
argument would show that one of the extenders EU

α would satisfy all the relevant
axioms after all. Therefore lh(U(T )) ≤ γ.

Suppose now that there is no ξ < γ, ξ > s, such that ΣK is total with respect
to trees T on K|γ which are above ξ, which are according to Σ, and which are
such that for all limit ordinals λ ≤ lh(T ), Σ(T ↾ λ) is the unique b such that
M(T ↾ λ) E Q(M(T ↾ λ)) E MT ↾λ

b .
Let us first consider the case where γ is a successor cardinal of K, say γ = γ̄+K .

We are then going to define a sequence (ξn, ηn, Tn,Un : n < ω) such that for every
n < ω, γ̄ < ξn < ηn, Tn is a normal tree of limit length on K||ηn above ξn according
to ΣK such that ΣK(Tn) is not defined, Un is the normal non-dropping tree on
M(Tn) + ω arising in the attempt to find Σ(Tn), and

(K||ηn+1, ξn+1,Σ) ⊳gen (K||ηn, ξn,Σ).

This last clause yields a contradiction.
Let ξn, ηn, Tn, Un be given. We may then pick ξn+1 > ηn such that Tn ∈ K|ξn+1.

Let ηn+1 > ξn+1 be such that there is a normal tree of limit length, call it Tn+1, on
K||ηn+1 above ξn+1 according to ΣK such that ΣK(Tn+1) is not defined. We may
and shall assume that Tn+1 does not start with a drop; hence K||ηn+1 has a measur-

able cardinal, namely crit(E
Tn+1

0 ) ≥ ξn+1, and hence δ(Tn)+K||ηn+1 exists. Set α =
δ(Tn)+K||ηn+1. If lh(Un) < α, then P(K||ηn+1,M(Un) + ω, δ(Un)) E P(K,M(Un) +
ω, δ(Un)) <

∗ Q(Un) E MUn

Σ(Un), which shows that (K||ηn+1, ξn+1,Σ)⊳gen(K||ηn, ξn,Σ).7

7Notice that clause (e) in Definition 1.7 is given by the fact that Σ, restricted to iteration trees
T such that for all limit ordinals λ ≤ lh(T ), Σ(T ↾ λ) is characterized as the unique cofinal branch

18



Now suppose that lh(Un) ≥ α. By Lemma 1.5, for each λ < α we have that
P(K|α,M(Un ↾ λ) + ω, δ(Un ↾ λ)) = P(K|ξn+1,M(Un ↾ λ) + ω, δ(Un ↾ λ)). We
therefore must have some λ ≤ α such that P(K||ηn+1,M(Un ↾ λ) + ω, δ(Un ↾

λ)) <∗ Q(Un ↾ λ), because otherwise Un ↾ α ⊂ K|α, Un ↾ α is definable over K|α,
Un ↾ (α + 1) ∈ K||ηn+1, and the usual reflection argument would show that one of
the extenders EU

β , β < α, would satisfy all the relevant axioms after all. This again
shows that (K||ηn+1, ξn+1,Σ) ⊳gen (K||ηn, ξn,Σ).

Let us now suppose that γ is a limit cardinal of K. We are then going to define
an increasing sequence (ξn : n < ω) of ordinals below γ such that

(K||γ, ξn+1,Σ) ⊳gen (K||γ, ξn,Σ)

for all n < ω. This again gives a contradiction.
Set ξ0 = 0. Suppose that ξn has been chosen. Let T on K||γ be of length

< γ and according to ΣK such that ΣK(T ) ↑. Let U be the tree arising in the
attempt to find Σ(T ). We know that lh(U) ≤ δ(T )+K < γ. We then either have
that P(K||γ,M(U) + ω, δ(U)) <∗ Q(U), or else P(K||γ,M(U) + ω, δ(U)) = Q(U),
K|πU

0∞(δ(T )) is P
MU

∞|πU
0∞(δ(T ))-generic over MU

∞, but P(K||γ,MU
∞+ω, πU

0∞(δ(T ))) <∗

MT ∩U
∞ . In both cases, we get that (K||γ, ξ,Σ) ⊳gen (K||γ, ξn,Σ) whenever ξ >

δ(T )+K . We may thus simply set ξn+1 = δ(T )+K + 1.
We have shown that if γ is either a cardinal of K or else γ = ∞, and if Jγ[E] |=

“there are only boundedly manyWoodin cardinals,” then there is some t < γ such
that K |= “K|γ is γ-iterable above t.” We now want to see that we may choose t
as a cutpoint of K. Well, if there is no µ < γ such that µ is < γ-strong in K, then
this is trivial. So let us assume that µ < γ is least such that µ is < γ-strong in K.

Let t̄ < µ be such that K |= “K|µ is µ-iterable above t̄.” Notice that by the
choice of µ, we may assume that t̄ is a cutpoint in K. We claim that K |= “K|γ
is γ-iterable above t̄.” To see this, let T be a tree on K|γ of length < γ. We have
T ∈ K|ν for some ν < γ such that E = EK

ν is an extender with crit(E) = µ.
We may find Σult(K;E)(T ) in ult(K;E) ⊂ K. We must have Σult(K;E)(T ) = Σ(T ).
The fact that K |= “K|γ is γ-iterable above t̄” is therefore witnessed by taking
the “amalgamation” (i.e., formally, the union) of all Σult(K;E), restricted to iteration
trees T ∈ K|ν above t̄, where E = EK

ν is an extender with crit(E) = µ.
This finishes the proof of Theorem 0.2.

� (Theorem 0.2)

Definition 1.9 Let L[E] be an extender model. Let γ be either a cardinal of L[E],
or else γ = ∞. We shall write t(γ) = tL[E](γ) for the transition point of L[E] below
γ (if it exists; otherwise we let t(γ) = tL[E](γ) ↑).

b through T ↾ λ such that M(T ↾ λ) E Q(T ↾ λ) E MT ↾λ

b
, is in fact unique.
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A consequence of Theorem 0.2 is the following.

Lemma 1.10 Let L[E] be tame and quasi-(ω, ω1,OR)-iterable, and write K = L[E].
Let κ be a cardinal of K. Suppose that either κ is a limit cardinal of K, or else
there is some µ below the predecessor of κ in K such that µ is < κ-strong in K. Let
t = tK(κ). Then inside K, K is (ω, ω1, κ)-iterable above t.

Proof. Let T ∈ K with tree order T be an iteration tree on K above t of length
κ̄ < κ. We may construe T as being a tree on K||η for some η. Working inside K,
we may let π : K̄ → K||η be such that K̄ is transitive, CardK(K̄) = CardK(κ̄) < κ,
and T ∈ K̄|µ = K|µ, where µ > CardK(κ̄) is the critical point of π. We may and
shall also assume that t < µ. The tree order T induces an iteration tree T̄ on K̄.

Let us now first assume that κ is a limit cardinal. Then inside K, K||κ̄+K is
κ̄+K +1 iterable above t. There is hence an iterate MU

∞ of K||κ̄+K with lh(U) < κ̄+K

and some σ : K̄ → MU
∞. Let us copy T̄ onto MU

∞, using σ, which gives σT̄ . Inside
K, the iteration strategy for K||κ̄+K gives us a maximal branch b through σT̄ . b is
also a maximal branch through T̄ as well as through T .

But we must now have that b = Σ(T ), because otherwise there would be two dif-
ferent cofinal branches through T̄ ↾ sup(b) which are according to the true iteration
strategy.

Now suppose that κ = λ+K , and let µ < λ be least such that µ is < κ-strong
in K. Let t̄ < µ be the transition point of K below µ. Let us pick E = EK

ν with
crit(E) = µ and ν < κ such that K̄, T̄ ∈ K|ν. Of course, t̄ < t is the transition
point of ult(K;E) below iE(µ). But then the above argument yields Σ(T ) inside
ult(K;E) ⊂ K.

We have shown that we may define T 7→ b = Σ(T ) for trees T above t and of
length < κ inside K.

� (Lemma 1.10)

We do not know if Lemma 1.10 holds true if κ = λ+K and there is a cutpoint in
K in the half open interval [λ, κ).

Definition 1.11 Let M be a premouse, and let δ ∈ M. Then M is called countably
iterable above δ iff for all sufficiently elementary π : M̄ → M with δ ∈ ran(π), where
M̄ is countable and transitive, M̄ is quasi-(ω, ω1, ω1)-iterable above π−1(δ). We also
call M countably +1 iterable above δ iff for all sufficiently elementary π : M̄ → M
with δ ∈ ran(π), where M̄ is countable and transitive, M̄ is quasi-(ω, ω1, ω1 + 1)-
iterable above π−1(δ).

We immediately get the following.
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Lemma 1.12 Let L[E] be tame and quasi-(ω, ω1,OR)-iterable, and let us write K =
L[E]. Then inside K, K is countably iterable above t(ℵK

1 ).
Let κ ≥ ℵK

2 be a cardinal of L[E] which is not a limit of Woodin cardinals of
L[E]. Then inside K, K is countably +1 iterable above t(κ).

Here is another helpful one.

Lemma 1.13 Let M, N be tame. Let M be countably iterable and such that no
δ ∈ M is definably Woodin over M Let N be (ω, κ+ + 1)-iterable, where

κ = max(Card(M),Card(N )),

and no δ ∈ N is definably Woodin over N . Then M, N can be successfully com-
pared.

Proof. The N -side of the comparison gives us the Q-structures for the M-side.
The result then follows by the usual reflection argument.

� (Lemma 1.13)

Lemma 1.14 Let L[E] be tame and quasi-(ω, ω1,OR)-iterable. Let η be a double
successor cardinal of L[E]. Then Jη[E] is universal with respect to premice M ∈
L[E]8 of height at most (and including) η such that L[E] |= “M is coiterable with
Jη[E]. Moreover, the coiteration of M with K||η lasts fewer than η steps.

Proof. For the purpose of this proof, let us call a premouse N “good” iff N |=
“if there is a largest cardinal, λ, then cf(λ) is not measurable.” In order to prove
the Lemma, let us work in L[E], which we denote by K.

As η is a double successor cardinal, K||η is “good.” Set η = ρ++, where ρ is a
cardinal. If M∩ OR < η, or if M is “good,” then the arguments in [7, Section 3]
easily give the desired result.

Let us thus suppose that M ∩ OR = η, and that M is not “good.” Let λ be
the largest cardinal of M. Let T , U be the iteration trees on K||η, M, respectively,
arising in the coiteration of K||η, M.

Let α be least such that MT
α ||η = MU

α ||η. We’re done if MU
α ||η ∩ OR = η. So

let us assume that MU
α ||η ∩ OR > η. Standard arguments (using that K||η has

a largest cardinal) show that we cannot have that η extenders have been applied
along [0, α]U . In particular, there is no drop along [0, α]U , and πU

0α(λ) is the largest
cardinal of MU

α ||η. Also, πU
0α(λ) must be singular in MU

α ||η. But MT
α ||η = MU

α ||η,
and so MT

α ||η has a largest cardinal. Therefore, there is no drop along [0, α]T , and

8This form of universality means that M ≤∗ K||η for all such M.
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πT
0α(ρ+) is the largest cardinal of MT

α ||η. But πT
0α(ρ+) is not singular in MT

α ||η.
Contradiction!

It is now easy to see that lh(T ) = lh(U) < η.
� (Lemma 1.14)

The following tells us that there is a perfect substitute for thick classes for
“weasels” of the form K||η. The proof is easy.

Lemma 1.15 Let L[E] be tame and quasi-(ω, ω1,OR)-iterable. Let η be a double
successsor cardinal of L[E], say η = ρ++L[E]. Then the following holds true inside
L[E], where we write K = L[E].

(a) Let C ⊂ η be ρ+-closed and unbounded in η. Then hK||η(C) = K||η.9

(b) If T is an iteration tree on K||η of successor length α+1 < η such that there
is no drop along [0, α]T , then {ξ < η : πT

0α(ξ) = ξ} is ρ+-closed and unbounded in η.
(c) More generally, if F ∈ K||η is a (short or long) extender on K||η, then

{ξ < η : iF (ξ) = ξ} is ρ+-closed and unbounded in η.

2 The two cardinals 3 principles in L[E].

The results in this section need more than just quasi-(ω, ω1,OR)-iterability, namely
versions of iterability which are stated in [10, Definition 6.7 and Theorem 6.9] and
which are heavily exploited in [5], cf. [5, Facts 3.16.1 and 3.19.1].

Definition 2.1 Let M be a premouse, and let Σ be a (partial) iteration strategy for
M. A phalanx ((Pα : α ≤ θ), (λα : α < θ)) is called (Σ,M)-generated iff for each
α ≤ θ there is a normal iteration tree Tα on M according to Σ and of successor
length such that Pα E MTα

∞ lh(ETα
ν ) ≤ λβ for all ν + 1 < lh(Tα) and for all β < α.

We say that ((Pα : α ≤ θ), (λα : α < θ)) is (Σ,M)-generated by trees above γ iff we
also have that crit(ETα

ν ) ≥ γ for all α ≤ θ and ν + 1 < lh(Tα).

Definition 2.2 Let M be a premouse, and let Σ be a (partial) iteration strat-
egy for M. We say that M is ∗, κ-iterable (above γ) iff the following holds. If
~P = ((Pα : α ≤ θ), (λα : α < θ)) is (Σ,M)-generated (by trees above γ), then ~P is
normally (ω, κ)-iterable (above γ).

The inner models which show up in real life are typically ∗,OR-iterable (cf. for
instance [10, Theorem 6.9]).

9Here, h denotes the Σ1-Skolem function.
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Definition 2.3 Let M be a premouse. We say that M is sufficiently iterable iff
M is quasi-(ω, ω1,OR)-iterable as well as ∗,OR-iterable.

The arguments of the previous section (cf. in particular Lemma 1.10) yield the
following.

Lemma 2.4 Let L[E] be a tame extender model which is sufficiently iterable, and
write K = L[E]. Let κ be a cardinal of K. Suppose that either κ is a limit cardinal of
K, or else there is some µ below the predecessor of κ in K such that µ is < κ-strong
in K. Let t = tK(κ). Then inside K, K is ∗, κ-iterable above t.

We are now going to prove Theorems 0.4 and 0.6. Let us again write K for L[E].
As a warm-up, we shall first prove Theorems 0.4 and 0.6 in the simplified case where
K |= “I am quasi-(ω, ω1,OR)-iterable as well as ∗,OR-iterable.” We’ll then prove
the full set of results in a second round.

So let us first suppose that K |= “I am quasi-(ω, ω1,OR)-iterable as well as
∗,OR-iterable,” and let us work inside K. Let θ be an uncountable cardinal of K,
and let

π : K̄ → K||θ

be an elementary embedding which is continuous at limit points of cofinality ω and
such that K̄ is transitive. Let (κα|α < γ) be the monotone enumeration of the
infinite cardinals of K̄. We also write κγ = K̄ ∩ OR. We shall need the apparatus
of [5] and [6]. In particular, we need to refer to the statements (1)α through (6)α of
[5]. However, all we really have to care about is summarized in the statements of
Facts 1 and 2 below, which may be used as black boxes.

For some α ≤ γ we call π good at κα provided that for all β < α, (2)β holds. We
remind the reader that [5] shows that10

∀β < α(2)β ⇒ (6)α ⇒ (5)α ⇒ (4)α ⇒ (1)α,

where (1)α says that the coiteration of K̄ with K doesn’t use extenders with index
≤ κα+1 on the K̄-side. It is also shown in [5] that

∀β < α(4)β ⇒ (3)α.

Moreover, it is shown in [6] that for every uncountable cardinal η there is a stationary
set of X ∈ Pη+(K||θ) such that if X = ran(π) with π (and everything else) as above

10If V = K, then K is a very soundness witness for all of its initial segments, so that as the
W of [5] we may just use K. Also, again if V = K, the arguments of [5] and [6] do not require
OR + 1 iterability – OR-iterability is enough. We’ll need to consider variants of the statements
(1)α through (6)α below.
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then for all α < γ,
(3)α ⇒ (2)α.

This discussion readily yields the following two statements.

Fact 1. ([6]) There is a stationary set of X ∈ Pη+(K||θ) such that X ≺ K||θ
and if π : K̄ ∼= X ≺ K||θ, where K̄ is transitive, then π is good at K̄ ∩ OR.

Fact 2. ([5]) Let π : K̄ → K||θ, where K̄ is transitive. Let (κα|α < γ) be
the monotone enumeration of the infinite cardinals of K̄, and set κγ = K̄ ∩ OR.
Suppose α < γ to be such that π is good at κα. Then K̄||κα+1 doesn’t move in the
comparison with K.

We are now ready to start the proof of Theorem 0.4.
Let us fix κ, λ as in the statement of Theorem 0.4. Let X ∈ Pκ(λ) be uncount-

able. We aim to define F (X). Let us pick some

σ : K ′ → K||λ,

where K ′ is transitive, which is good at K ′∩OR and such that Card(K ′) = Card(X)
and X ⊂ ran(σ). Such a σ exists by Fact 1. As κ < λ, we may and shall assume
that σ 6= id.

Set λ̄ = K ′ ∩ OR. Because σ is good at K ′ ∩ OR, there is a normal tree T on
K with last model MT

∞ such that MT
∞ D K ′. For each K ′-cardinal µ ≤ λ̄, there is

a least α = α(µ) ≤ lh(T ) such that MT
α D K ′|µ;11 let ξ = ξ(µ) ≤ MT

α(µ) ∩ OR be

largest such that K ′|µ and MT
α(µ)||ξ have the same bounded subsets of µ. We define

F (X) = {X ∩ σ′′B : ∃µ ≤ λ̄ B ∈ P(µ) ∩MT
α(µ)||ξ(µ)}.

Claim 1. For each X ∈ dom(F ), F (X) has size at most Card(X).

Proof of Claim 1. It suffices to prove that

Card(µ+MT
α(µ)

||ξ(µ)) ≤ max{Card(crit(σ)),Card(µ)}

for each uncountable µ ≤ λ̄. Let us fix such a µ, and write α = α(µ), ξ = ξ(µ).
What we need to verify is trivial if MT

α ||ξ is a set sized mouse, because then
ρω(MT

α ||ξ) ≤ µ and MT
α ||ξ is sound above µ. Let us thus assume that MT

α is a
weasel. As σ 6= id, there is then some least δ ≤ crit(σ) such that (P(δ)∩K)\K ′ 6= ∅.

11In particular, MT
α is not supposed to have an extender with index µ.
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(Otherwise crit(σ) ends up being a superstrong cardinal in K. Either crit(σ) is
inaccessible in K ′ and δ = crit(σ), or else δ is the predecessor of crit(σ) in K ′.) We

may assume that µ ≥ δ, because otherwise Card(µ+MT
α(µ)

||ξ(µ)) ≤ Card(crit(σ)).
We have that α > 0. It is easy to verify that if crit(πT

0α) ≥ δ, then [0, α)T ∩DT 6=
∅, i.e., MT

α is a set sized mouse. Therefore, as we assume MT
α to be a weasel, if

γ + 1 is least in (0, α]T , then, setting η = crit(ET
γ ), we must have that η < δ.

But we must also have that
πT

0α(η) ≥ µ.

This is because if πT
0α(η) < µ, then the map

σ ◦ πT
0α ↾ K||η+

is easily seen to witness that η ends up being superstrong in K.
But now, by the choice of α, the set of generators of πT

0α (construed as an
extender) is a subset of µ, and hence MT

α ||µ
+MT

α has size µ. This shows that

Card(µ+MT
α(µ)

||ξ(µ)) ≤ Card(µ).
� (Claim 1)

Claim 2. For all A ⊂ λ, there is a club C ⊂ Pκ(λ) such that for all X ∈ C,
X ∩A ∈ F (X).

Proof of Claim 2. Let us fix A ⊂ λ. We define a club C ⊂ Pκ(λ) as follows. Set
X ∈ C iff there is some π : K̄ → K||λ+, where K̄ is transitive, such that A ∈ ran(π)
and X = ran(π) ∩ λ. We have to see that for all X ∈ C, X ∩ A ∈ F (X).

Let us fix X ∈ C. Let
σ : K ′ → K||λ

be the good embedding which was used to define F (X). Write λ̄ = π−1(λ). As
ran(σ) ⊃ ran(π) ∩K||λ, we may define k0 : K̄||λ̄→ K ′ simply as

k0 = σ−1 ◦ π ↾ K̄||λ̄.

Set λ′ = sup(k0
′′λ̄) ≤ K ′ ∩ OR ≤ K ′ ∩ OR. We may also define the liftup

k : K̄ → K∗ = ult(K̄, k0),

where K∗ consists of all [a, f ] such that a ∈ [λ′]<ω and f ∈ K̄, f : [ν]Card(a) → K̄
(for some ν such that k(ν) > max(a)). We have that k(λ̄) ≥ λ′ (where k(λ̄) > λ′ is
possible).

Let
σ̃ : K∗ → K||λ+
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Figure 2: The definition of F (X) works.

be the “interpolation map” which is defined by

σ̃([a, f ]) = π(f)(a),

for a ∈ [sup k′′λ̄]<ω and f ∈ K̄, f : [ν]Card(a) → K̄ (for some ν such that k(ν) >
max(a)). In particular, we may and shall identify K∗ with its transitive collapse, so
that always [a, f ] = k(f)(a). Figure 2 reflects this entire situation.

K∗ inherits the iterability from K||λ+. Write Ā = π−1(A). Because σ is good at
K ′ ∩OR, σ̃ is good at λ′, and hence by Fact 2, K∗ doesn’t move in the comparison
with K. This readily implies that

k(Ā) ∩ λ′ ∈ MT
α(λ′).

Therefore, X ∩ σ′′(k(Ā) ∩ λ′) ∈ F (X).
However, for all ξ ∈ X, say ξ = π(ξ̄), we get that ξ ∈ σ′′(k(Ā)∩λ′) iff σ(k0(ξ̄)) ∈

σ′′(k(Ā)∩ λ′) iff k(ξ̄) = k0(ξ̄) ∈ k(Ā) iff ξ̄ ∈ Ā iff ξ ∈ A. Hence X ∩ σ′′(k(Ā)∩ λ′) =
X ∩A, and so X ∩A ∈ F (X). � (Claim 2)

� (Theorem 0.4, simplified case)
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Let us now prove Theorem 0.6 in the simplified case where K |= “I am quasi-
(ω, ω1,OR)-iterable as well as ∗,OR-iterable.”

Let us fix κ, λ as in the statement of Theorem 0.4. Let X ∈ Pκ(λ) be uncount-
able. We’ll actually get by on an easier definition of F (X) in this new situation (due
to the fact that λ is now assumed to be regular). Much as before, we pick some

σ : K ′ → K||λ,

where K ′ is transitive, which is good at K ′∩OR and such that Card(K ′) = Card(X)
and X ∪ {X} ⊂ ran(σ). Again, such a σ exists by Fact 1 above, and we may and
shall assume that σ 6= id (as κ < λ). This time, though, we also need to assume
that σ is K-least with the properties as stated.

We now simply define

F (X) = {X ∩ σ(B) : B ∈ K ′}.

There is no analogue to Claim 1 above, as it is now trivial that Card(F (X)) ≤
Card(X). We are thus left with having to verify the following.

Claim. For all A ⊂ λ, there is an unbounded D ⊂ λ such that for all X ∈ Pκ(λ),
if X ∩D is cofinal in sup(X), then X ∩ A ∈ F (X) as well as X ∩D ∈ F (X).

Proof of the Claim. Suppose not, and let A ⊂ λ be a counterexample. There
is then some ǫ < λ+ such that A is the ǫth element of K according to the canonical
global well-ordering of K. The set A is then also definable over K||λ+ from the
parameters κ and ǫ.

Let us first define D ⊂ λ. Let (Xi : i < λ) be a continuous chain of elementary
substructures of K||λ+ such that (κ+1)∪{ǫ} ⊂ X0 and for all i < λ, Card(Xi) < λ,
Xi ∩λ ∈ λ, and Xi ∪{Xi} ⊂ Xi+1. We may and shall in fact require that each Xi+1

is chosen least with these properties. Let i < λ. By the Condensation Lemma, Xi

condenses to an initial segment of K, and we may write

τi : K||βi
∼= Xi ≺ K||λ+.

Set αi = Xi ∩ λ = τ−1
i (λ); so αi is the largest cardinal of K||βi. Set ǫi = τ−1(ǫ).

Notice that A ∈ ran(τi) for every i < λ, because A is definable over K||λ+ from
the parameters κ and ǫ; we then have τ−1

i (A) = A ∩ αi and A ∩ αi is definable over
K||βi from the parameters κ and ǫi exactly as A is definable over K||λ+ from the
parameters κ and ǫ. Notice also that αi < βi < αi+1 for all i < λ. For i ≤ j < λ,
we may define

τij : K||βi → K||βj
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by setting τij = τ−1
j ◦τi; we have αi = crit(τij), τij(αi) = αj, and τij(A∩αi) = A∩αj .

It is clear that for every i < λ, the system

((K||βk : k ≤ i), (τkj : k ≤ j ≤ i))

is definable over K||βi from the parameters κ and ǫi in much the same way as the
entire system

((K||βk : k < λ), (τkj : k ≤ j < λ))

was defined over K||λ+ from the parameters κ and ǫ.
Let Γ: OR × OR → OR denote the Gödel pairing function. We now let

D = {Γ(ǫi, βi) : i < λ}.

D is obviously an unbounded subset of λ.
Let us now fix some X ∈ Pκ(λ) such that X ∩D is cofinal in sup(X). We aim

to verify that both X ∩ A ∈ F (X) as well as X ∩ D ∈ F (X), which will give a
contradiction. Let

σ : K ′ → K||λ

be the map which was used to define F (X).
Let us write α = sup(X). There is then some limit ordinal η < λ such that

α = αη. To finish the proof of the Claim, it suffices to verify that K||βη ∈ ran(σ)
and ǫη ∈ ran(σ). This is because if this holds true, then A ∩ α ∈ ran(σ) as well as

((K||βi : i ≤ η), (τij : i ≤ j ≤ η)) ∈ ran(σ).

But then also D ∩ α ∈ ran(σ). However, if both A ∩ α ∈ ran(σ) as well as D ∩ α ∈
ran(σ), then both X ∩A ∈ F (X) as well as X ∩D ∈ F (X).

Let us therefore verify that K||βη ∈ ran(σ) and ǫη ∈ ran(σ).
We have that

(K||βη, (τiη : i < η))

is the direct limit of the system

((K||βi : i < η), (τij : i ≤ j < η)).

Cofinally many points of this system are elements of ran(σ). This is just because
by hypothesis, {Γ(ǫi, βi) : βi ∈ X} is cofinal in α. But if Γ(ǫi, βi) ∈ X, then K||βi ∈
ran(σ) as well as ǫi ∈ ran(σ), and then i ∈ η ∩ ran(σ) and

((K||βk : k ≤ i), (τkj : k ≤ j ≤ i)) ∈ ran(σ),
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as this system is definable over K||βi from the parameters κ and ǫi. For Γ(ǫk, βk),
Γ(ǫi, βi) both in X and k ≤ i, let us write

K̄k = σ−1(K||βk) and τ̄ki = τ−1(τki).

Setting ᾱi = σ−1(αi) and ǭi = σ−1(ǫi) for βi ∈ X, we have that if Γ(ǫk, βk) and
Γ(ǫi, βi) are both in X and k ≤ i, then ᾱk = crit(τ̄ki), τ̄ki(ᾱk) = ᾱi, and τ̄ki(ǭk) = ǭi.

Let
(K∗, (τ̄i : Γ(ǫi, βi) ∈ X))

denote the direct limit of the system

((K̄k : βk ∈ X), (τ̄kj : Γ(ǫk, βk) ∈ X ∧ Γ(ǫj, βj) ∈ X ∧ k ≤ j)).

Let ᾱ = σ−1(α). As α = sup{αi : βi ∈ X}, ᾱ = sup{ᾱi : βi ∈ X}. Let us also write
ǭ = τ̄i(σ

−1(ǫi)) (which is independent from i with Γ(ǫi, βi) ∈ X).
There is a natural embedding

π : K∗ → K||βη

defined as follows. If x ∈ K∗, then pick βi ∈ X such that x ∈ ran(τ̄i) and set
π(x) = τiη(σ(τ̄−1

i (x))). It is easy to see that π is well-defined. Notice that π(ᾱ) =
τiη(σ(τ̄−1

i (ᾱ))) = τiη(σ(ᾱi)) = τiη(αi) = α (for any i < η with βi ∈ X).
Let us write Z = P(ᾱ) ∩K∗ ∩K ′.

Subclaim 1. π ↾ Z = σ ↾ Z.

Proof of Subclaim 1. Let ξ < ᾱ, and let U ∈ P(ξ) ∩ Z. Let ξ ∈ ran(τ̄i),
i.e., ξ < ᾱi. Then U ∈ ran(τ̄i) and π(U) = τiη(σ(τ̄−1

i (U))) = τiη(σ(U)) = σ(U), as
σ(ξ) < αi.

Now let U ∈ Z. Then

π(U) =
⋃

βi∈X

π(U ∩ ᾱi) =
⋃

βi∈X

σ(U ∩ ᾱi) = σ(U).

This shows Subclaim 1. � (Subclaim 1)

Because σ is good at K ′ ∩OR, Subclaim 1 in particular yields that π is good at
ᾱ. (This only needs π ↾ ᾱ = σ ↾ ᾱ.) Let T be the normal tree on K which arises in
the comparison of K with K ′||ᾱ = K∗||ᾱ. As σ is good at ᾱ, K ′||ᾱ+K ′

E MT
∞. As

π is good at ᾱ, K∗ E MT
∞. Therefore, K ′||ᾱ+K ′

E K∗ or K∗ E K ′||ᾱ+K ′
.

Subclaim 2. K∗ ⊳ K ′||ᾱ+K ′
.
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Proof of Subclaim 2. Because X ∩ D is cofinal in α, cf(α) = cf(X ∩ D) ≤
Card(X) < κ. On the other hand, α > κ, as κ + 1 ⊂ X0. Therefore α is singular
(in K||λ), so that ᾱ is singular in K ′, and hence ᾱ is singular in K ′||ᾱ+K ′

. On the
other hand, λ is regular (in K||λ+), and hence α = (τη ◦ π)−1(λ) is regular in K∗.
This yields that K∗ ⊳ K ′||ᾱ+K ′

. � (Subclaim 2)

By Subclaim 2, K∗ ∈ dom(σ). But now

(K∗, (τ̄i : Γ(ǫi, βi) ∈ X))

is the direct limit of the system

((K̄k : Γ(ǫk, βk) ∈ X), (τ̄kj : Γ(ǫk, βk) ∈ X ∧ Γ(ǫj , βj) ∈ X ∧ k ≤ j)),

so that σ(K∗) is the model gotten by forming the direct limit of the system

((K||βk : Γ(ǫk, βk) ∈ X), (τkj : Γ(ǫk, βk) ∈ X ∧ Γ(ǫj, βj) ∈ X ∧ k ≤ j)).

But the latter system gives the model K||βη, so that in fact K||βη = σ(K∗). This
shows that K||βη ∈ ran(σ).

In order to verify ǫη ∈ ran(σ), notice that σ(ǭ) = π(ǭ) by Subclaim 2, and
hence σ(ǭ) = π(ǭ) = τiη(σ(τ̄−1

i (ǭ))) = τiη(ǫi) = ǫη, independently from i such that
Γ(ǫi, βi) ∈ X. � (Claim)

� (Theorem 0.6, simplified case)

Let us now drop the hypothesis that K |= “I am quasi-(ω, ω1,OR)-iterable as
well as ∗,OR-iterable.” We key idea for showing that 3

∗
κ,λ and 3

+, unctble.
κ,λ both hold

in K remains of course the same. Let θ > λ. An inspection of the argument we have
given above shows that in order to verify 3

∗
κ,λ in L[E] (where ω

L[E]
1 < κ < λ) or in

order to verify 3
+, unctble.
κ,λ in L[E] (where ω

L[E]
1 < κ < λ and λ is regular in L[E])

we need to see that the following “amalgamation” of Facts 1 and 2 holds true.

Lemma 2.5 Let L[E] be a tame extender model, and suppose that (in V ) L[E]
is sufficiently iterable. Let κ < λ < λ+ < θ be uncountable cardinals of L[E].
Then inside L[E] the following statement holds true. There is a stationary set
X ∈ Pκ(Jθ)[E] such that if

π : Jθ̄[Ē] ∼= X ≺ Jθ[E],

then Jπ−1(λ+)[Ē] is coiterable with L[E] and in fact Jπ−1(λ+)[Ē] does not move in the
comparison with L[E]. Moreover, if λ′ is a cardinal of Jπ−1(λ+)[Ē], and if N ⊲Jλ′[Ē]

with ḞN = ∅ is such that λ′ is the largest cardinal of N and there is an embedding
k : N → Jλ+ [E] with k ↾ λ′ = π ↾ λ′, then N is coiterable with L[E] and in fact N
does not move in the comparison with L[E].
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Proof. Obviously, the “moreover” part of Lemma 2.5 implies the fact about
Jπ−1(λ+)[Ē]. We shall, however, first prove the first part of Lemma 2.5. We’ll then
indicate how to prove the “moreover” part by a simple variant.

We again write K = L[E]. Let us work in K. Let

π : K̄ → K||θ

be given, where we pick π by a method as in [6]. We shall say more about how to
pick π in a minute. If κ is countably closed, which by GCH is equivalent to the fact
that κ is not the successor of a cardinal of cofinality ω, then we might just pick π
in such a way that ωK̄ ⊂ K̄ (cf. [5]). However, if κ is not countably closed, then
a little bit more work is necessary (cf. [6]). We aim to see that π satisfies the first
part in the statement of Lemma 2.5, and we shall then verify that π actually also
satisfies the “moreover” part.

Let us write η for the cardinality of X, so that K̄ ∩OR < η+. We may and shall
assume that π ↾ (η + 1) = id. We’ll then also have that π ↾ (t(κ) + 1) = id.

Let us consider the comparison of K with K̄. As K is η+-iterable above t(η+)
by Lemma 1.10, the first η+ steps of this comparison are no problem, at least as
long as K̄ does not move.12 We aim to see that K̄||π−1(λ+) does not move in this
comparison (which then also shows that the comparison lasts fewer than η+ steps).

Let (κα|α ≤ γ) enumerate the infinite cardinals of K̄||π−1(λ+), and set λα = κ+K̄
α

for α ≤ γ. We also set Λα = sup(π′′λα) for α ≤ γ. Now let us suppose towards
contradiction that K̄||π−1(λ+) does move in the comparison with K. Let F = EK̄

ν

be the first extender used on the K̄-side. Let κα∗ be the K̄-cardinality of ν, and
let, for α ≤ α∗, Pα, Qα, Rα, and Sα be defined exactly as in [5]. Let us remind the
reader how these objects are defined.

Let T denote the iteration tree on K which arises in the comparison of K with
K̄|ν (in which, by the choice of ν, K̄|ν does not move). For α ≤ α∗, let ξ(α) be
the least ξ such that K̄||κα = MT

ξ ||κα. It is easy to see that we must then have
MT

ξ |λα = K̄||λα (but we may have that MT
ξ has an extender with index λα) or else

α = α∗. Let Pα be the longest initial segment of MT
ξ(α) which has the same subsets

of κα as K̄ has. We may then let Rα = ultn(Pα;Eπ↾λα), where n = 0 if Pα is a
weasel and n is least with ρn+1(Pα) ≤ κα < ρn(Pα) if Pα is set-sized. We recursively
define Sα and Qα as follows. If Rα is a premouse (rather than just a proto-mouse),
then we set Sα = Rα; otherwise let π(κζ(α)) = crit(ḞRα), let δ(α) be the largest

δ such that P(π(κζ(α))) ∩ Sζ(α)||δ ⊂ K||Λζ(α), and let Sα = ultk(Sζ(α)||δ(α); ḞRα),
where k = 0 if Sζ(α) is a weasel and k is least with ρk+1(Sζ(α)||δ(α)) ≤ π(κζ(α)) <

12If K̄ were to move, then we might face a problem as K̄ may have Woodin cardinals between
t(η+) and π−1(λ+).
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ρk(Sζ(α)||δ(α)) if Sζ(α)||δ(α) is set-sized. Finally, we let Qα = Pα if Sα = Rα, and

we let Qα = ultn(Qζ(α); Ḟ
Pα) otherwise, where n = 0 if Qζ(α) is a weasel, and n is

least with ρn+1(Qζ(α)) ≤ κζ(α) < ρn(Qζ(α)) if Qζ(α) is set-sized.
Let us now consider the following statements, for α ≤ α∗ (cf. [5] and [6]).

(2)∗α ((K,Sα), π(κα)) is countably iterable above t(η+).

(3)∗α ((K̄,Qα), κα) is countably iterable above t(η+).

(4)∗α (((Pβ : β < α)∩K̄), (λβ : β < α)) is countably iterable above t(η+).

(5)∗α (((Rβ : β < α)∩K), (Λα : β < α)) is countably iterable above t(η+) with respect
to special iteration trees.

(6)∗α (((Sβ : β < α)∩K), (Λα : β < α)) is countably iterable above t(η+) with respect
to special iteration trees.

As in [5] and [6], we aim to prove that

∀β < α(2)β ⇒ (6)α ⇒ (5)α ⇒ (4)α, and

∀β < α(4)β ⇒ (3)α.

We also want to have that
(3)α ⇒ (2)α.

We are now in a position to say exactly how we may and shall assume π to have
been chosen, namely in such a way that for every witness to ¬(2)α there is some
(possibly different) witness Φ to ¬(2)α (i.e., Φ is a countable phalanx which can
be embedded into ((K,Sα), π(κα)) and which is not countably iterable above the
preimage of t(π(λα))) such that Φ can be reembedded into ((K̄,Qα), κα) to show
that ¬(3)α holds; cf. [6] on further details). In other words, we may and shall assume
π to be such that (3)α ⇒ (2)α.

The proofs of (6)α ⇒ (5)α and (5)α ⇒ (4)α are exactly as in [5, Lemmas 3.17
and 3.18]. Therefore, the following remains to be shown.

Claim 1. ∀β < α(2)β ⇒ (6)α.

Claim 2. ∀β < α(4)β ⇒ (3)α.

Claim 3. If (4)α∗ holds, then F = EK̄
ν is not used in the comparison of K with

K̄.
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As we are assuming F to be the first extender used in the comparison of K with
K̄, this will give a contradiction.

Proof of Claim 1. The idea for the proof of this Claim is as in [5, Lemma
3.19]. As there, it suffices to see that for all β < α the following holds true. If Sβ is
set-sized, then Sβ ⊳ K, and if Sβ is a weasel, then EK

Λβ
6= ∅ is a total extender on K

and Sβ = ult(K;EK
Λβ

). This is enough as we may then argue as in the proof of [5,

Lemma 3.19]. Notice that this is the first place where we need that inside K, K is
∗, η+-iterable, which is given by Lemma 2.4.

Let us fix β < α, and let us suppose (2)∗β to be true. Let us first assume that Sβ

is set-sized. Then we want to see that Sβ ⊳ K.

Case 1. There is no µ < π(κβ) such that µ is < π(λβ)-strong in K.

Notice that we must have t(π(λβ)) ∈ ran(π), so that t(π(λβ)) < Λβ. Our case
hypothesis is easily seen to give that Λβ is a cutpoint of K. We thus have that
K||π(λβ) is π(λβ)-iterable above Λβ.

The case hypothesis also implies that if E
Sβ

ξ 6= ∅, where ξ < Sβ ∩ OR, then

crit(E
Sβ

ξ ) > Λβ. Therefore, we either have that Λβ is also a cutpoint of Sβ, or else

Ḟ Sβ 6= ∅ and crit(Ḟ Sβ) = π(κβ). We have that ρω(Sβ) ≤ π(κβ).
Let us take a countable hull of a rank initial segment of V (i.e, K) which contains

K||π(λβ) as well as Sβ . Let c denote the collapsing map. The comparison of c(K||λβ)
with c(Sβ) is above c(Λβ) on the c(K||λβ)-side and above c(Λβ) or at least above
c(π(κβ)) on the c(Sβ)-side. By how π was chosen, we may thus successfully compare
c(K||λβ) with c(Sβ) and deduce that c(Sβ) ⊳ c(K||π(λβ)). Therefore Sβ ⊳ K||π(λβ).

Case 2. There is some µ < π(κβ) such that µ is < π(λβ)-strong in K.

Let µ be the least such. Let us pick E = EK
ξ such that Sβ ∈ K|ξ and crit(E) = µ.

Notice that t(κ) < µ. We may then argue inside ult(K;E) to deduce that in fact
Sβ is an initial segment of ult(K;E), and therefore of K.

By how π was chosen, ((K,Sβ),Λβ) is countably iterable above t(η+). This im-
plies that ((ult(K;E),Sβ),Λβ) is countably iterable above t(η+) inside K as well
as ult(K;E). Moreover, ult(K;E)||iE(µ) is iE(µ) + 1 iterable above t(η+) inside
ult(K;E). We may therefore use Lemma 1.13 to deduce that we may success-
fully compare ult(K;E)||iE(µ) with ((ult(K;E)||iE(µ),Sβ),Λβ). Standard argu-
ments then yield that Sβ ⊳ ult(K;E)||iE(µ), i.e., Sβ ⊳ K.

Now suppose that Sβ is class-sized. We aim to see that EK
Λβ

6= ∅, where crit(EK
Λβ

)
is also the critical point of the first extender used along the main branch going from
K to Pβ. We also want to see that Sβ = ult(K;EK

Λβ
).
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The argument is an amalgamation of the argument for the case where Sβ is set-
sized and the argument from [5, Lemma 3.19] for the case where Sβ is a weasel.. We
omit further detail.

� (Claim 1)

Proof of Claim 2. This proof is basically as the proof of [5, Lemma 3.16],
modulo arguments as in the proof of Claim 1 and of Claim 3. We also need to cite
Lemma 2.4 here. We omit further detail.

� (Claim 2)

Proof of Claim 3. We need to split the proof into three cases.

Case 1. κ is a limit cardinal.

In this case, η+ < κ, and we may use K||η++ as our “core model.” I.e., we apply
the techniques of Lemma 1.14 and Lemma 1.15. Let us consider

~P = ((Pα||η
++ : α ≤ α∗), (λα : α < α∗))

and
~P ′ = ((Pα||η

++ : α < α∗)∩K̄, (λα : α < α∗)).

By (4)α∗ , ~P ′ is countably iterable above t(η+). By we may construe the ~P-side of

the comparison of ~P with ~P ′ as an iteration of K||η++ which is above t(η+). We
have that K||η++ is η++ + 1 iterable above t(η+), and hence by Lemma 1.14 the

comparison of ~P with ~P ′ will successfully terminate after fewer than η++ steps.
Standard arguments, using Lemma 1.14 and Lemma 1.15, then yield that in fact F
is on the sequence of Pα∗ . This gives a contradiction!

Case 2a. κ is a successor cardinal, say κ = ǫ+, where ǫ is a cardinal, and there
is no µ < ǫ which is < κ strong.

In this case, there is some cutpoint c ≥ t(η+), ǫ ≤ c < crit(π) = ran(π) ∩ κ < κ.
Let ξ > c be least such that (P(c) ∩ K||(x + ω)) \ K̄ 6= ∅. (ξ is well-defined, as
(P(crit(π))∩K)\K̄ 6= ∅.) We may then actually construe the coiteration of K with
K̄ as the coiteration of K||ξ with K̄, which will be above c on both sides.

In particular, none of the models Pα for α ≤ α∗ with κα ≥ crit(π) will be a
weasel. Let us take a countable hull of some rank initial segment of V containing
all sets of current interest. Let k denote the collapsing map. The coiteration of

((k(Pα)|α ∈ ((α∗ + 1) ∩ ran(k))), (λα|α ∈ (α∗ + 1) ∩ ran(k)))
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with
((k(Pα)|α ∈ ((α∗) ∩ ran(k))∩k(K̄)), (λα|α ∈ (α∗ + 1) ∩ ran(k)))

doesn’t involve k-images of weasels. These two phalanxes may therefore successu-
fully be coitereated, and we may conclude that k(K̄||κα

+K̄) ⊳ k(Mα∗), and hence
K̄||κα

+K̄ ⊳Mα∗ . Contradiction!

Case 2b. κ is a successor cardinal, say κ = ǫ+, where ǫ is a cardinal, and there
is some µ < ǫ which is < κ strong.

Let µ < ǫ be least such that µ is < κ strong. We have that t(η+) < µ. We may
let G = EK

ξ 6= ∅ be such that crit(G) = µ and K̄ ∈ K||ξ. We’ll then take ult(K;G)
as our “core model.”

More precisely, let

~P = ((P†
α||iG(µ)|α ≤ α∗), (λα|α < α∗))

and
~P ′ = ((P†

α||iG(µ)|α < α∗)∩K̄, (λα|α < α∗)),

where P†
α is obtained by letting the iteration tree (including the final cut) which

produces Pα from K act on ult(K;G). (If Pα is set-sized, then P†
α = Pα, but if Pα

is a weasel, then P†
α 6= Pα.)

By (4)α∗ , ~P ′ is countably iterable, and hence ~P ′ is also countably iterable in

ult(K;G). We may hence successfully coiterate ~P with ~P ′ inside ult(K;G). Stan-
dard arguments then yield that in fact F is on the sequence of MT

α∗ . Contradiction!
� (Claim 3)

The reader will now luckily verify that our argument actually also shows the
“moreover” part of Theorem 2.5. The point is that if π is chosen as above and
k : N → K||λ+, where k ↾ λ′ = π ↾ λ′, then we may just replace K̄ by N in (3)∗α and
(4)∗α and show the implications for the new versions of (2)∗α through (6)∗α exactly as
before for the old versions. We may then finally deduce that N is not moved in the
comparison with K as in the proof of Claim 3 above.

� (Lemma 2.5 and Theorems 0.4 and 0.6)
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