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PROJECTIVE MODULES OVER
HIGHER-DIMENSIONAL NON-COMMUTATIVE TORI

MARC A. RIEFFEL

The non-commutative tori provide probably the most accessible
interesting examples of non-commutative differentiable manifolds. We
can identify an ordinary n-torus rn with its algebra, C(rn), of continuous
complex-valued functions under pointwise multiplication. But C(rn) is
the universal C*-algebra generated by n commuting unitary operators. By
definition, [15, 16, 50], a non-commutative n-torus is the universal
C*-algebra generated by n unitary operators which, while they need not
commute, have as multiplicative commutators various fixed scalar
multiples of the identity operator. As Connes has shown [8, 10], these
algebras have a natural differentiable structure, defined by a natural
ergodic action of rn as a group of automorphisms. The non-commutative
tori behave in many ways like ordinary tori. For instance, it is an almost
immediate consequence of the work of Pimsner and Voiculescu [37] that
the K-groups of a non-commutative torus are the same as those of an
ordinary torus of the same dimension. (In particular, non-commutative
tori are KK-equivalent to ordinary tori by Corollary 7.5 of [52].)
Furthermore, the structure constants of non-commutative tori can be
continuously deformed into those for ordinary tori. (This is exploited
in [17].)

In this paper we study the non-stable behavior of (finitely generated)
projective modules over non-commutative tori. These are the appropriate
generalization of complex vector bundles over ordinary tori, according to
a theorem of Swan [54, 45]. It is well known that for higher-dimensional
ordinary tori the non-stable behavior of vector bundles is quite com
plicated. Our main theme is that, in contrast, as soon as there is any
irrationality present, then the non-stable behavior of projective modules
over non-commutative tori is quite regular. To make this more precise, let
us introduce some notation.

A non-commutative torus is specified by giving the multiplicative
commutators for its generators. For our purposes this is most conveniently
done by giving a skew bicharacter on Zn, or better (as first exploited by
Elliott [17]) by giving a real skew bilinear form, say B, on Zn. To each
x E Zn we can associate a product, say ux' of the unitary generators, in
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such a way that the non-commutative torus Ae corresponding to 0 is the
universal C*-algebra generated by the ux's subject to the relation

uyux = exp(-lTiO(x,y)) ux+y

(For details see Section 4.)
Any non-commutative torus An has a canonical trace, T (generalizing the

Lebesgue measure on an ordinary torus), which defines a homomorphism
(again denoted by T) from Ko(An) to R (which generalizes the assignment
to a vector bundle of its dimension). Furthermore, from the work of
Pimsner and Voiculescu [37] it follows rapidly that

,..., 2n - I
Ko(An) = Z .

We also recall that, by definition, the positive cone of Ko(A) for any
algebra, A, consists of the elements which are represented by actual
projective A-modules (not just differences thereof). So T will have positive
values on the positive cone of Ko(A(}).

We will say that 0 is not rational if its values on the integral lattice
Zn c Rn are not all rational. Then our main results are as follows:

THEOREM 6.1. If 0 is not rational, then the positive cone of Ko(An) consists
exactly of the elements of Ko(An) on which T is strictly positive, together
with zero.

THEOREM 7.1 (Cancellation). If () is not rational, then any two pro
jective modules which represent the same element of Ko(An) are iso
morphic. Equivalently, if U, V and Ware projective An-modules such that
U E9 W"'" V E9 W, then U ,..., V.

COROLLARY7.2 and THEOREM7.3. If () is not rational, then we have a
quite explicit construction of every projective Ae-module up to isomorphism.

COROLLARY7.10. If () is not rational, then the projections in An itself
generate all of Ko(An).

These results also have consequences for Kj(Ae). Let VAn denote
the group of unitary elements in Ae, and let U~e denote the connected
component of the identity element of VAo.

THEOREM 8.3. If () is not rational, then the natural map from UAel V~(}
to Kj (A e) is an isomorphism.

This last result, in turn, has an interesting consequence for the structure
of the set of projections in An' namely,

THEOREM8.13. If 0 is not rational, then any two projections in A(} which
represent the same element of Ko(Ae) are in the same path component of the
set of projections in An.
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Of central importance for the proofs of the above results is a quite
explicit method for constructing a large number of projective Ao-modules,
even without any special hypotheses on 8. In Section 1 we describe a
general approach to this construction, which is also applicable to some
other situations, as indicated in [50]. For the Ao's, this approach involves
the Heisenberg representation of locally compact Abelian groups, and the
restrictions of the Heisenberg representation to subgroups. This is
discussed in a general way in Section 2, while the special case in which the
subgroups are lattices is discussed in Section 3. It is this latter case which
actually provides projective Ao-modules.

Given the myriad projective modules which can be constructed by the
method discussed in the first three sections, it is essential to have a way of
classifying these modules. The crucial tool which we use for this
classification is the generalized Chern character introduced by Connes [8],
with its associated apparatus of non-commutative differential geometry
involving connections and their curvature. Cannes' Chern character has
already been discussed for the Ae by Elliott [17], and we will use heavily
Elliott's description of the range of Cannes' Chern character for the Ae.
Our construction of connections, and the calculation of their correspond
ing curvatures and Chern characters, is the subject of Sections 4 and 5.

Section 6 is the first section in which we must assume that () is not
rational. Under this hypothesis, we show that every element of Ko(Ao) on
which T is positive, is represented by a projective module of the kind
constructed in the earlier sections. The proof is basically a somewhat
lengthy inductive argument on the exterior forms which constitute the
range ~f the Chern character, using in a careful way the non-rationality
of ().

In Section 7 we prove the cancellation theorem and obtain some of its
corollaries. The proof involves, in addition to the results of the earlier sec
tions, the theory of topological stable rank which was developed in [48] to
prove cancellation for irrational rotation algebras (non-commutative 2-tori)
in [49]. Finally, in Section 8 we discuss the consequences for KI(Ao).

The non-commutative tori, in addition to providing an interesting
setting in which to investigate non-commutative differential geometry and
algebraic topology, arise naturally in various ways. For example, Poguntke
[38], building on extensive earlier work, has shown that for any connected
Lie group G, the unique simple subquotient of C*( G) corresponding to
any primitive ideal of C*(C) is either the algebra K of compact operators
(or a finite dimensional full matrix algebra), or is of the form K 0 Ae
where Ao is a simple non-commutative torus. He also has obtained an
analogous result when G is a (not necessarily connected) compactly
generated locally compact two-step nilpotent group. In another direction,
Olesen, Pedersen, and Takesaki [31] have shown that the non
commutative (and commutative) tori are exactly the C*-algebras which
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admit an ergodic action of an ordinary torus group Tn. In yet another
direction, the non-commutative tori provide a useful setting within which
to study Schrodinger operators with quasi-periodic potential. Many
spectral projections of these Schrodinger operators will correspond to
projective modules. For a survey of this matter see [3]. Finally, let us
mention that Connes has discovered that non-commutative tori provide a
fruitful setting in which to develop Yang-Mills theory [13].

The investigation carried out in this paper can be attempted for other
classes of C*-algebras associated with groups. A nice start at doing this
has been made for nilpotent discrete groups by Packer [33, 34], and for
nilpotent Lie groups by Sheu [53].

I wish to record here my thanks to George A. Elliott for having
provided me with a preprint of [17] at an early stage in my investigation of
this subject, and to Bruce Blackadar for helpful conversations about
aspects of cancellation for projective modules over the An's.

1. The general framework. We discuss in this section a general
framework for the construction of projective modules over the twisted
group C*-algebras of discrete groups. (Throughout this paper, by
"projective module" we will always mean "finitely generated projective
module".) Our discussion expands some of the ideas sketched in [50], and
has potential application to other situations, as indicated there. But for
the present paper, our discussion serves primarily as motivation for the
developments in later sections; specific results from this section are not
needed later. Thus this section can be read rapidly, but we do use it as an
opportunity to introduce some of the notation which will be used
throughout the rest of this paper.

Let D be a discrete group. We wish to consider the group C*-algebra of
D twisted [60] by a 2-cocycle with values in T (the group of complex
numbers of modulus one). While we will eventually need to work with
specific cocycles, we find it convenient to put this off as long as possible
by using the well-known alternative description [29] in terms of central
extensions by T. Thus we will assume given a group E containing T as an
open central subgroup, with E/ T identified with D. We will let a denote all
of the data giving this central extension of D by T. We can then form the
group C*-algebra C*(E), and the reduced algebra C:(E) (see [35]). Let e
denote the function on T defined by e(t) = exp(2'7Tit) for t E R, where we
identify T with R/Z in the usual way. (We will use this e throughout the
paper. Here R = real numbers, while Z = integers.) Since T is open in E,
we can consider e to be a continuous function on E by letting e have value
zero off T. We choose Haar measure on E so that T has measure one. Then

e will be an idempotent in the center of Cc(E) (the algebra of continuous
complex-valued functions of compact support on E, with convolution),
and so will represent a central idempotent in both C*(E) and C: (E). The
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algebras we wish to explore are then eC*(E) and eC: (E), which we denote
by C*(D, a) and C:(D, a) respectively. Our principal objective is to
describe a method for constructing projective modules over these
algebras.

This method involves embedding D as a cocompact subgroup of a larger
(perhaps Lie) group G to which a extends. In view of the description of a
which we are presently using, this means that we must consider a group H
containing T as a central subgroup, with quotient identified with G,
together with a cocompact embedding of E in H, such that the diagram

commutes. We will denote again by a the corresponding extension of G by
T. If we identify e with the measure on T whose density with respect to the
normalized Haar measure on Tis e, then we can view e as a finite measure
on H. As such, e can also be viewed as an idempotent in the center of the
double centralizer algebras of C*(H) and C: (H), so that we can form
the algebras eC*(H) and eC:(H). We denote these algebras by C*(G, a)
and C:(G, a) respectively.

Now the space Cc(H), suitably equipped and completed as described in
[42], forms an imprimitivity (i.e., equivalence) bimodule, X = Ce(H),
between C*(E) and the transformation group C*-algebra C*(H, HI E). I
have not noticed the corresponding fact for C: mentioned in the literature,
so record it here:

1.1 PROPOSITION. Let H be any locally compact group and E any closed
subgroup. Then a quotient, X" of the imprimitivity bimodule X = Ce(H)
between C*(H, HIE) and C*(E), provides an imprimitivity bimodule be
tween C:(H, HIE) and C:(E). Infact, Xr = XI(X!) where I is the kernel
of the homomorphism from C*(E) onto C: (E).

We omit the proof since it is not needed later; but it consists of
straight-forward application of the results in Section 3 of [44].

We return now to the special Hand E considered earlier. It is
easily verified that e commutes with everything in sight, so that if we set
Y = eX and 1; = eX" then Y will be an imprimitivity bimodule between
eC*(H, H / E) and eC*(E) (= C*(D, a) ), while 1; will be an imprimitivity
bimodule between eC:(H, HI E) and eC:(E) (= C:(D, a)). The general
basis for our construction of projective modules is then:

1.2 PROPOSITION. Let A and B be C*-algebras, with A having an identity
element, and let Y be a B-A-imprimitivity bimodule. For any projection p in
B, the right A-module pY is projective.
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Proof This follows familiar lines [46]. Essentially from the definitions,
we can find two finite sequences (xJ and (Yi)' each containing say m
elements in Y, such that

~ (xi' Y)B = p.

In fact, it is clear that we can take all xi' Yi E pY. Then for any z E pY
we have

z = pz = ~ (Xi' Yi)BZ = ~ Xi(Yi' Z)A,

so that the xi form a finite set of generators for pY. Furthermore, the
mapping of A m to pY given by

(a.) 1---7 ~ X ·a·I I I

has as right inverse the mapping

Z ~ ( (Yi' z)A)'

This expresses pYas a direct summand of Am, so that pY is projective.

Thus we see that one way to construct projective modules over C*(D, a)

(or C:(D, a)) is to arrange matters so that we can see how to find
projections in eC*(H, HIE) (or eC:(H, HIE)). Note that eC*(H, HIE)
need not have an identity element.

We now use the assumption that E is cocompact in H. This assumption
implies that there is a natural homomorphism of C*(H) into C*(H, HIE),
and so of eC*(H) into eC*(H, HI E). Thus one way to find projections in
eC*(H, HI E) is to find projections in eC*(H). But projections in eC*(H)
correspond, more or less, to square-integrable a-representations of G. We
say "more or less" because, on the one hand, not all square-integrable
representations give projections [19, 56], while on the other hand we do
not insist that the square-integrable representations be irreducible. Similar
considerations apply to eC:(H). Note that Y (= eCc(H)) is closely
related to the restriction to D of the right regular a-representation of G.

In order to work effectively with the above generalities, it is very
desirable to have matters defined at the level of functions. To begin with,
one can hope that pEL l(H). Then for A = eC*(E) (or eC: (E)) one
would try to set, for f, g E peL1(H) and sEE (assuming that H is
unimodular),

(f, g)A(S) =!* * g(s) = kl(x)g(xS)dX = (!* ds' g)L2(H)'

(Here ds denotes the "delta-function" at s, and we define the inner
product on L2(H) to be conjugate linear in the first variable.) For this to
make sense, it is desirable that the right hand side should, as a function of
s, be in L l(E). It is not clear to me how widely this can be expected to
hold. It would be interesting to know, for example, how often it holds
when p is a minimal projection in the technical sense used in [2, 56].
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Anyway, rephrasing matters in terms of a-representations, we see that if
'7T is an integrable right a-representation of G on a Hilbert space Z, we
should seek a dense *-subalgebra A of L\D, a), and a dense A-invariant
subspace V of Z such that

s ~ <~'7T(s), YI)

is in A for all ~, YI E V. Taking this expression as the A-valued
inner-product on V, we can complete to obtain a right C*(D, a)-module
with C*(D, a)-valued inner-product, which may turn out to be a projective
module. In the next two sections we will see how this can be accomplished
when D is Abelian by using Schwartz spaces for A and V.

2. The Heisenberg equivalence bimodule. Suppose now that the discrete
group D is Abelian. Given a cocycle a on D, we wish to embed D in a
larger group to which a extends, and for which there exists a square
integrable a-representation. One such situation, in which the larger group
is also Abelian, is quite familiar, and suffices for our present purposes.
Let M be any locally compact Abelian group, let M be its dual group,

1\

and let G = M' X M. Then on G we have the canonical bicharacter fJ

defined by

fJ( (m, s), (n, t») = (m, t),
1\

where here ( , ) denotes the duality between M and M. (We will also use
< , ) to denote the inner-product on L2(M). The context will make clear
which meaning is intended.) Furthermore, G has a canonical square
integrable fJ-representation, '7T, on L2(M), the Heisenberg representation
[41], defined (using the conventions on page 149 of [58]) by

('7T(m,s)J)(n) = (n, s)J(n + m).

In view of this, we will refer to fJ as the Heisenberg cocycle on G.

The commutation relation among the operators of '7T is given by

'7Tx'7Ty= f3(x, Y)'7Tx+y = f3(x, y)13(y, X )'7Ty'7Tx

for x, y E G. It is thus natural to define a skew bicharacter, p, on G by

p(x, y) = f3(x, y)13(y, x),

so that

'7Tx'7Ty= p(x, Y)'7Ty'7Tx'

(This p will essentially correspond to the p in [17].) It is not cohomologous
to fJ, but rather to {32. However, as discussed in [25, 31], p determines the
cohomology class of /3.

As suggested in the first section, we will in later sections prefer to work
with right modules. However, left representations are more familiar, and
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for this reason we will in this section work primarily with left modules.
Towards the end of the next section a convenient way of reinterpreting our
formulas in terms of right modules will emerge.

We will be concerned with embedding discrete groups in G. But in this
section discreteness is not important. Thus until further notice we will let
D be any locally compact Abelian group, usually viewed as a closed
subgroup of G. To show the generality of our situation, we point out that if
y is any (continuous) bicharacter on D, then an embedding of D into an
appropriate G can always be found such that y is the restriction to D of the
Heisenberg cocycle on G. To see this, let cf> denote the homomorphism of D/\

into D defined by

(x, cf>(y) > = y(x, y).
/\

Let G = D X D with its Heisenberg cocycle 13, and let 1j; denote the
embedding of D into G defined by

'f(x) = (x, cf>(x) ).

Then

j3('f(x), 'f(y») = <x, cf>(y) > = y(x, y)

as desired. (Notice also that if D is discrete, then 1j;(D) is a lattice in G.)
From now on we will not use y, but rather will use 13 to denote both the
Heisenberg cocycle and its restriction to D. Similarly we will denote
the restrictions to D of p and 'IT again by p and 'IT, and we will denote C*(D, 13)

by B (or Bf3)' We recall from [60] that for <1>,'lr E LI(D, 13) the operations
in Bf3 are defined by

(<I>'lr)(x) = k lP(y)'lr(x - y)f3(y, x - y)dy

<l>*(x) = f3(x, x)<P(-x).

It will be important for us to know that the representation 'IT of Bf3 on
L2(M) is faithful. In order to show this, and for other purposes, we need to
consider the dual action of the dual group of D on Bf3' Now the dual/\ /\

group, G, of G can be identified with M X M in the evident way. And
from this it is easily seen that every character of G is of the form

x M p(x, y)

for some y E G. This establishes a specific isomorphism between G and/\

G. Now every character of D extends (not uniquely) to a character of G, so
that every character of D will be of the form

w ~ p(w,y)

for some y E G, where wED. Here y is not unique, and the indicated/\

homomorphism from G to D has as kernel exactly the subgroup
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D~ = {y E G: p(W,y) = 1 for all w ED}.

This subgroup D~ will playa major role shortly.
1\

Let a denote the dual action of D on B{3. This action is defined on
Cc(D, [3) by

(atCP)(w) = (w, t)CP(w)

1\

for cP E CAD, [3), t E D and wED (so that [3 is not explicitly involved).1\

This action gives an action of D on the primitive ideal space of B{3' and
P. Green has shown in Proposition 34 of [18] (see also the last sentence of
its proof) that:

1\

2.1 PROPOSITION. The dual action of D on th~ primitive ideal space of B{3

is transitive. In particular, there are no proper D-invariant ideals in B{3.

Consider now the representation 'TT of B{3 on L2(M). To show that this
representation is faithful, it suffices to show, according to Proposition1\

2.1, that the kernel of 'TT is D-invariant. But the integrated form of the
relation

'TTx'TTw'TT~ = p(x, w)'TTw

for x E G and wED, is easily seen to be

'TTx'TT(CP)'TT~ = 'TT(axCP)

for cP E B{3' where by ax we denote the dual automorphism of
B{3 corresponding to the character w 1---7 p(x, w) of D. It follows that if <I>
is in the kernel of 'TT, then so is ax(<I» for any x E G. Since every character
of D comes from an x E G, as seen above, the kernel of 'TT must be a

1\

D-invariant ideal of B{3. Consequently we obtain, as desired:

2.2 PROPOSITION. The representation 'TT of B{3 on L2(M) is faithful.

Following the method described in the first section, we wish to

construct from the above situation a left B{3-module V with B{3-valued
inner-product. For this we need suitable spaces of functions. In the
present context this means that we need a space of functions on M which
behaves well under both the Fourier transform and restriction to

subgroups. As suggested by Weil [58], the appropriate space is the space
S(M) of Schwartz functions on M, as defined by Bruhat [7]. When Mis
"elementary" in the sense of no. 11 of [58], that is, when M is a Lie group
of the form RP X zq X Tm X F where F is a finite group, then S(M) is
defined as usual as the space of infinitely differentiable functions which,
together with all their derivatives, vanish at infinity more rapidly than any
polynomial grows (where "polynomial" only refers to the RP X zq part of
M). Since in later sections we will only need to consider the case in
which M is elementary, no difficulty will occur if the reader assumes
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throughout this section also, that all groups considered are elementary.
The crucial property which we obtain by using Schwartz functions is:

2.3 LEMMA. Iff, g E S(M), then the function on G defined by

x H (f, 7Txg)

is in S(G).

Proof In this section the inner-product in L 2(M) is taken to be
conjugate linear in the second variable, since we work with left1\

representations. For m E M and s E M, we have

(f, 7T(m,s)g) = L f(n)(n, s)g(n + m)dn.

Now for fixed m this is just the Fourier transform of the function

n H f(n)g(n + m).

But for f, g E S(M) the function j(n)g(n + m) on M X M is easily
seen to be in S(M X M), and it is easily seen that the operation of
taking Fourier transforms in the second variable is an isomorphism

1\

of S(M X M) onto S(M X M) = S(G), as indicated at the top of page
159 of [58].

It is also easily seen that for any f E S(G) the restriction of f to D will
be in SeD). (A somewhat more general fact is indicated at the top of page
167 of [58].) In particular, we obtain the following crucial fact:

2.4 COROLLARY. For f, g E S(M) the junction on D defined by

w H (f, 7Twg)

is in SeD).

2.5 Notation. For f, g E S(M) we let (f, g)B denote the function in SeD)
defined by

(f, g)B(w) = (f, 7Twg)

for wED.

We wish to show that this S(D)-valued inner-product is compatible
with the action of SeD) on S(M). But first we must make sure that this
action is well-defined.

2.6 LEMMA. Let D be a closed subgroup of G, let j E S(M), and let
q, E SeD). Then 7T(<P)fis in S(M).

Proof We indicate the proof for the case of elementary groups, and
leave to the reader its extension to the general case. (But see Sections 6, 7
and 9 of [7].) For M, and so D, elementary, we will see that we do not need
to assume that <Pis differentiable, but only that <Pvanishes rapidly at
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infinity. We must show that if P is any polynomial on M and if 6. is any
differential operator with constant coefficients on M, then P6.(7T(iP)f) is a
bounded function. (See page 158 of [58].) Now, to begin with,

(7T(CI»f)(m) = In iP(w)(m, w")f(m + -w')dw,"
where w = (w', w") E M X M. From this it is fairly evident that 7T(CI»f

is infinitely differentiable.
Next, any differential operator with constant coefficients is a linear

combination of products of the operators a/amj' where for M = Rk X
ZP X Tq X F the mj are coordinates in Rk or Tq (and, for the Tq vari
ables, functions are viewed as defined on Rq but constant on cosets of
zq c Rq). To compute, we must first clarify that our convention"
concerning the identification of R with R is that

(r, s) = e(rs) = exp(27Tirs) for r, s E R.
Then

(a(7T(iP)f)/am)(m) = k iP(W)27Tiw;Zm, w")f(m + w')dw

+ k iP(w)(m, w")(af/amj)(m + w')dw.

But CI>(w)27Tiw)'is again in SeD) and af/amj is again in S(M). It follows
that any 6.(7T(CI»f) is a finite sum of terms of the form 7T(iP)f for other
CI>'sand f's. Thus it suffices to show that for any CI>E SeD) and any

f E S(M) the function P7T(iP)f is bounded, for any polynomial P on M.

But any polynomial P is a sum of products of coordinates mj, where now
these are coordinates in Rk or Zp. Then

mj(7T(iP)f)(m) = k mjiP(w)(m, w")f(m + w')dw

In iP(w)(m, w")(mj + wj')f(m + w')dw

L w;<p(w)(m, w")f(m + w')dw.

Now n M njf(n) is in S(M) for n E M, and w M wiiP(w) is in SeD), so it
follows that for any polynomial P the function P7T(CI»f is a finite sum of
terms of the form 7T(CI»f for other CI>'sand f's. Thus it suffices-to show that
any 7T(CI»f is a bounded function. But this follows from simple estimates
using the fact that CI>E L \D).

2.7 Notation. For f E S(M) and <PE SeD) we will denote 7T(<p)f by
tP[

2.8 PROPOSITION. For f, g E S(M) and CI>E SeD) we have

<iPf, g)B = iP<f, g)B·
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Proof For wED we have

(iPf, g)B(w) = (7T(iP)f, 7Twg)

- L iP(V)(7Tv.t. 7Twg)dv = L iP(v)(.t. 7T:7Twg)dv

k iP(v)(.t. 7Tw-vg)j3(v, w - v)dv

= (<I> * (.t. g)B)(w),

since 'iTv'iTw-v = f3(v, W - v)'iTw-

We now continue to show that with the operations defined above, S(M)
is, in effect, an S(D)-rigged space, in the terminology of [42]. For this
we need:

2.9 PROPOSITION. With operations defined as above, we have

(1) (.t. g>~ = (g, f)Bfor .t. g E S(M).

(2) The linear span of the range of ( , >B is dense in Bf3 = C*(D,j3).

Proof For (1) we have

«.t. g)~)(w) = f3(w, w)( (.t. g)B( -w))-

= f3(w, W)('iT_wg, f> = {J(w, w)(g, ('iTw)*f>

= j3(w, w)(g, f3(w, w)'7Twf) = (g, f)B(w),

as desired.
For (2), we notice first that from part (1) and from Proposition 2.8, the

linear span of the range of ( , )B is an ideal in S (D). Let us denote
the norm closu~eof this linear span by I, so that I is an ideal in B/3' We will
show that I is D-invariant, so that by Proposition 2.1 it must be all of Bf3.

Now for any x E G and.t. g E S(M), we have

(ax( (.t. g)B) )(w) = p(x, w)(.t. '7Twg>

= p(x, w)( '7Txf, '7Tx'7Twg)= ('7Tx.t. 7Tw7Txg)

= ('7Tx/' '7Txg)B(w).
1\

It follows that I is D-invariant, as desired.

The remaining fact which we need in order to know that S(M) is an
S(D)-rigged space is that (f,f)B is a positive element of the C*-algebra Bf3

for any f E S (M). It will be convenient to defer the proof of this fact until
we have established some facts about the commutant of the action of Bf3

on L2(M).

Now it is clear from the commutation relation for the '7Tx'Sthat the set of
x's in G such that '7Txcommutes with '7Twfor all wED is exactly DJ... It
follows that all operators in the range of the representation of C*(DJ.., {3)
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on L 2(M) will commute with those from BfJ' Anticipating our later
preference for right modules, we here prefer to use, instead of C*(D~, {3),
its opposite algebra, viewed as acting on the right on L2(M). It is clear
from the commutation relation for the 'lTx'S that this opposite algebra is
C*(D~, 71) where we define -

71(x,y) = {3(y, x).

Now 71 is cohomologous to 73, since 71{3 is symmetric and so a coboundary
(by Lemma 7.2 of [25]). It turns out that various formulas are simpler if
we use 73 instead of 71. We can arrange to do this by replacing 'lTzby 'lTi.
Accordingly, for n E S(D~) and IE S(M) we define In by

In = flY ('lTil)n(z)dz.

Then, as in Lemma 2.6, one checks that In E S(M). It is easily seen that
we obtain thus a right *-representation of

S(D~) c L\D~, 73).

We let A (or A13) denote the enveloping C*-algebra of Ll(D~, 73). Then,
exactly as in Proposition 2.2, the above action extends to a faithful right
action of A on L2(M). We now define an inner-product, ( , )A, on S(M)
with values in S(D~) h A, by

(f,g)A(Z) = ('lTzg,/)

for f, g E S(M), z E D~. As in Corollary 2.4, one checks that (f, g)A E
S(D~). Moreover, as in Proposition 2.8, one has

while, as in Proposition 2.9, we find that

(f, g)A = (g,/)A,

and that the linear span of the range of ( , )A is dense in A. Thus we have
verified all of the requirements for S(M) to be a right-rigged S(D~)-space

except the positivity of the inner-product, whose proof we again defer.
But what we really need is that S(M) provide an equivalence bimodule

(i.e., imprimitivity bimodule in the terminology of [42]) between Band A.
For this we need to verify that for any f, g, h E S(M) we have

(f, g)Bh = I(g, h >A-

This is not straightforward, since one side involves an integral over D
while the other involves an integral over D~. In fact, noticing this, we see
that the equation cannot be true unless we have normalized the Raar
measures on D and D~ properly. We set about doing this by first fixing
arbitrary Raar measures on M and D. We then choose the Plancherel RaarA

measure on M, and the corresponding product Haar measure on G. We
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remark that this latter is a canonical choice of Haar measure on G (for itsII
decomposition as M X M) in the sense that it is independent of the
choice of Haar measure on M. In fact it is the unique Haar measure on GII
which is "sel£-Plancherel" for the identification of G with G determined
by p. Now under this identification, D~ is the annihilator of D. It follows
that D~ can be identified as the dual group of G/D. On G/D we choose as
usual the Haar measure such that for F E Cc(G) we have

l F(x)dx = lID (L F(x + W)dw)di.

Then on D~ we choose the corresponding Plancherel Haar measure, that
is, the Haar measure such that for f, g E Cc(G/D) we have

LID f(i)g(i)dx = L~j(z)g(z)dz,
II

where f is the Fourier transform of f defined via p, that is,

j(z) = LID p(z, i)f(i)di

for z E D~. Weare now in a situation to which we will be able to apply
the Poisson summation formula, in the general form found on page 153 of
[28]. Specifically, if F E S(G), then

L F(w)dw = k-1 F(z)dz
II

where F is defined by

F(Y) = !c p(y, x)F(x)dx.

(It was Paul Chernoff, ardent fan of the Poisson summation formula, who
suggested its use to simplify my original arguments.)

We now need the well-known orthogonality relation for the Heisenberg
representation, and, in particular, the fact that for our specific choice of
Haar measures the formal dimension is 1.

2.10 LEMMA. Iff, g, h, k E S(M), then

L (f, 'TTxg)(h, 'TTxk)-dx = (f, h)(g, k)-.

Proof For m E M let Llnf be defined by

(Lmf)(n) = fen + m).

With this notation, and with x = (m, s) etc., the left hand side becomes

L 1M 1M f(n)(n, s)-g(n + m)dn
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x L h(p)(P, s)k(p + m)dpdsdm

L k (fLmgl''(s)(hLmk)/\-(s)dsdm
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where /\ here denotes the ordinary Fourier transform. Applying the
ordinary Plancherel theorem, we obtain

L L (fLmg)(n)(hLmk)-(n)dndm

L f(n)h(n) 1M g(n + m)k(n + m)dmdn

(/, h)(g, k)-.

The next result is the key to the relation between the inner-products
with values in A and B respectively.

2.11 PROPOSITION. Letf, g, h, k E S(M), let D be a closed subgroup of G,
and let the H aar measure on DJ... be normalized in terms of that on D as
discussed above. Then

In (f, 'lTwg)(h, 'lTwk)-dw = fif (f, 'lTzh)(g, 'lTzk)-dz.

Proof Define F on G by

1\

so that F E S(G) by Lemma 2.3. Let F be the Fourier transform of F
using p. Then

F(y) = L </, 'lTxg)(h, 'lTxk)-p(y, x)dx

- L ('lTyf, 'lTy'lTxg)(h,'lTxk)-p(y, x)dx

!c ('lTy/, 'lTx'lTyg)(h,'lTxk)-dx

= ('lTyf, h) <'lTyg,k) -,

where the last step uses Lemma 2.10. If we now apply to F the generalized
Poisson summation formula in the form given above, we obtain

.L (f, 'lTwg)(h, 'lTwk)-dw

= L~('lTz/, h)('lTzg, k)-dz
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= k.l (f, {3(z, z)7T_zh)(g, {3(z, z)7T_zk)-dz

= k.l (f, 7Tzh)(g, 7Tzk)-dz.

2.12 PROPOSITION. Iff, g, h E S(M), then

(f, g)Bh = f(g, h)A-

Proof Since S(M) is dense in L2(M), it suffices to show that the
inner-products of both sides with any k E S(M) are equal. But

( (f, g)Bh, k) = (k (f, g)B(W)7Twhdw, k)

= k (f, 7Twg)(k, 7Twh)-dw.

Applying Proposition 2.11 with hand k interchanged, we obtain

= k.l (f, 7Tzk)(g, 7Tzh)-dz

= (flY- (7Tif)(g, h)A (z)dz, k)

= (f(g, h)A' k)

as desired.

By using the same techniques, we can now show the positivity of the
inner-products.

2.13 PROPOSITION. If f E S (M), then (f, f)A and (f, f)B are positive
elements of the C* -algebras A and B respectively.

Proof According to Proposition 2.2 the representations of A and B on
L2(M) are faithful, so it suffices to show that (f, f)A and (f, f)B are
positive as operators on L2(M). Since S(M) is dense in L2(M), it suffices
to verify positivity on S(M). But for h E S(M) we have

( (f, f)Bh, h) = (k (f, f)B(W)7Twh, h)

= k (f, 7Tw/)(h, 7T~)aw

= k.l (j, 7Tzh)(j, 7Tzh)-dz > 0,

where we have used Proposition 2.11 in the last step. The proof of
positivity for (f, f)A is similar.
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We have now verified all of the conditions for S(M) to provide an
equivalence bimodule (i.e., imprimitivity bimodule as defined in 6.10 of
[42]) except for the relation with the operator norms of A and B. For this
we must show:

2.14 PROPOSITION. For f E S(M), «P E B, and n E A, we have

(<<PI,«Pf)A < II<I> I12(1, f)A,

and

(fn, fn)B < IIn112(f, f)B·

Proof The key fact used in this proof is that the representations of A
and B on L2(M) are faithful (Proposition 2.2), so that it suffices to verify
the above relations for the corresponding operators on L2(M). Now for
any h E S (M) we have

(h(iPf, <I>f)A'h) = ( (h, <I>f)B<I>f,h)

(<<pf,(<<PI,h)Bh) = (<<pf,«pf(h, h)A)

- (<P(f( h, h)A 112), <I>(f(h, h)A 112) )

< II«p112(f, f(h, h)A) = II<I>112(h(.t:f)A, h).

The desired inequality follows from the density of S(M) in L2(M). A
similar calculation works for the other case.

We can now define a norm on S(M) by letting the norm of h E S(M)
be II (h, h)AII1I2, or equivalently, by Proposition 3.1 of [44], II (h, h)BIII12•

Then the completion of S(M) will be a B-A-equivalence bimodule, where
B and A are now the completed C*-algebras. We summarize all of the
above as follows:

2.15 THEOREM. Let M be a locally compact Abelian group, let G =
1\

M X M, and let {3 be the cocycle for the Heisenberg projective representation
of G on L 2(M). Let D be any closed subgroup of G, and let D.l. be the

annihilator of D with respect to the skew cocycle coming from {3, with Haar

measure normalized as discussed earlier. Let B be the group algebra of D
twisted by the restriction of {3 to D, and let A be the group algebra of
D.l. twisted by the restriction of 73 to D.l.. Then the Schwartz space S(M),
suitably completed, and with the operations defined earlier, becomes a
B -A -equivalence bimodule.

We now digress briefly to consider the situation for the corresponding
von Neumann algebras. If, for the moment, we let B and A denote the
algebras SeD, {3)and S(D.l., 73), with their actions on S(M), and if we
equip S(M) with the ordinary inner-product from L2(M), then it is easily
seen from the results above that S(M) becomes a Hilbert B-A-birigged
space, as defined in 1.1 of [43). Then Theorem 1.9 of [43) is immediately
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applicable, and so we conclude that B and A generate each other's
commutant, as algebras of operators on L2(M). But it is easily seen that
these commutants are also generated by the corresponding projective
representations of D and DJ... Thus we obtain:

2.16 THEOREM. Let M, G, /3, D and DJ.. be as in Theorem 2.15, and let 'IT

be the Heisenberg projective representation of G on L2(M). Let jj and A be
the von Neumann algebras generated by 'IT(D) and 'IT(DJ..)respectively. Then
jj and A are each other's commutant.

This result is essentially contained in Proposition IIL4.4 of [14], where it
is obtained by quite different methods.

We close this section by reinterpreting some of its main results in a way
which is quite suggestive of further developments, although we will not
specifically need this reinterpretation in later sections of this paper.

Let K denote the algebra of compact operators on L2(M). Conjugation
by the Heisenberg representation gives an ordinary action of G as a group
of automorphisms of K, which for the moment we denote by a. We Claim
that a is integrable in a quite strong sense. There are various definitions of
what is meant by an integrable action (see [35]). But the following version
does not seem to have been considered before.

2.17 Definition. Let G be any locally compact group, let K be any
C*-algebra, with M(K) its multiplier algebra, and let a be an action of G
on K. Then we say that a is strongly subgroup integrable if K has a dense
a-invariant *-subalgebra, Ko, such that for any closed subgroup D of G,
and any a E Ko there is a b E M(K) such that for all c E Ko the function
w H O:w(a)c on D is integrable, and

bc = k lXw(a)cdw.

By taking adjoints one sees immediately that w H caw(a) also is
integrable. By considering integrals over the net of compact subsets of D it
is easily seen that also

cb = L O:w(a)cdw.

It is natural to write symbolically

b = L O:w(a)dw.

2.18 THEOREM. Let M be a locally compact Abelian group, let G =
M X M, and let a be the action of G on K = K(L2(M)) obtained by
conjugating by the Heisenberg projective representation of G. Then ex is
strongly integrable.

Proof As the dense subalgebra Ko we take the algebra of finite linear
combinations of rank one operators (f, g)K for f, g E S(M) (where by
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definition (f, g);!z = (h, g)/). Then it suffices to consider a = (f, g)K and
c = <h, k)K for f, g, h, k E S(M). If D is any closed subgroup of
G, and wED, then

O:w(a)c = '1lw(f, g)K'1l:V(h, k)K

= ('1lwf, '1lwg)K(h, k)K

= (h, '1lwg)('1lwf, k)K'

which is integrable over D since W M (h, '1lwg) is in SeD) by Corollary 2.4.
Furthermore,

k O:w(a)cdw = (k (h, '1lwg)'1lw/dw,k f
= ( (h, g)Bf, k)K'

which by Proposition 2.12

Thus, symbolically,

k awe (I, g)K)dw = (g, /)A"

In analogy with the situation for a free wandering action on a locally
compact space X, for which the corresponding action on Coc,(X) is strongly
integrable and the algebra generated by all the fD O:w(a)dw is just
Cex..,(XID), we can, for any strongly integrable action a of a group D
on a C*-algebra K, suggestively write KID for the C*-subalgebra of
M(K) generated by all the fD O:w(a)dw. Then the proof of Theorem 2.18
makes clear that, in that setting, KID = A.

Suppose now that M is the real line, R, so that G = R2. We can view the
action of G on K(L2(R» to be a "quantized plane". (In fact, for a suitable
insertion of a "Planck's constant" h parametrizing the infinite
dimensional irreducible representations of the Heisenberg group, the
algebra K(L2(R) ) will, as h goes to 0, become Cex..,(R2), with the action of G
becoming translation.) We will see in the next section that if D is chosen to
be a lattice in R2 (so ,.....Z2), then A = C*(D-1., /3) will be a non-
commutative 2-torus, and in fact an irrational rotation algebra if D is
irrationally skewed to the usual decomposition of R2. Thus we have

(quantized plane)/(D = Z2) = (non-commutative torus).

Given the usual relation between an ordinary plane, a lattice it contains,
and an ordinary torus, it is reasonable to consider the "quantized plane" K
to be the "simply-connected covering space" of the non-commutative
2-torus, and the action of D on K to be the "fundamental group" of the
non-commutative 2-torus.
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It is clear that a similar situation will prevail in higher dimensions, but
we will not discuss it here, nor will we explicitly use this point of view
later, although it can be helpful to keep it in mind.

3. The case of lattices. We suppose now that D is a discrete (Abelian)
group. Then C*(D, (3) is a C*-algebra with identity element. We supposeA

further that D is a lattice in G (= M X M), that is, a discrete subgroup
such that GID is compact. Then the dual group for GID will be discrete.
But we saw in the last section that this dual group can be identified with
DJ... Thus DJ.. must be a discrete subgroup of G. In the same way, the dual
of GIDJ.. can be identified with D, which is discrete. It follows that GIDJ..
is compact. We have thus shown:

3.1 LEMMA. If D is a lattice in G, then so is DJ...

In particular, we see that C*(DJ.., 73) will have an identity element. But it
is well-known that if A and B are both C*-algebras with identity elements
and if V is a B-A-equivalence bimodule, then V is a projective right
A-module, and a projective left B-module. (The arguments are contained,
for example, in the proof of Proposition 2.1 of [46].) Furthermore, B will
be the full endomorphism ring of the A-module V. Thus we have
shown:

A

3.2 PROPOSITION. Let D be a lattice in G (= M X M)' let A =
C*(DJ.., 73), and let V denote the right A -module obtained by completing
S(M) as described earlier. Then V is a projective A-module whose full
endomorphism ring is C*(D, (3), acting as described earlier.

Thus V represents an element, [V], of Ko(A). Since DJ.. is discrete, A has
a canonical finite normalized trace, 7' (or 7'A), coming from evaluating
elements of S(DJ..) at the identity element of DJ... Then 7' defines a group
homomorphism from Ko(A) into R, which we also denote by 7'. We can
then ask how to compute 7'( [V]). To answer this, we recall from
Proposition 2.2 of [46] that corresponding to 7'A there will be a canonical
finite (non-normalized) trace 7'B on B such that

7'B( (f, g)B) = 7'A( (g, f)A)

for all f, g E V. In terms of this we have:

3.3 PROPOSITION. Let A and B be C*-algebras with identity element, and
let V be a B-A-equivalence bimodule, so that V represents an element of
Ko(A). Let TA be a finite normalized trace on A and let 7'B be the
corresponding (non-normalized) trace on B. Then

7'A([V]) = 7'BOB)'

Proof As in the proof of Proposition 2.1 of [46], we can find elements
VI' ..• , vn of V such that
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~ (vi' Vi)B = IB'

and thus so that { (vi' lj)A} is a projection, P, in Mn(A), the algebra of
n X n matrices over A. Then it is easily checked, much as in the proof
of Proposition 1.2, that the mapping

v 1---7 (vi' V)A)

of V into An is an isomorphism of Vanta P(An), with inverse given (on
P(An)) by

(aJ 1-7 L: vPi'

By the definition of how 'TA extends to Ko(A), we have

'TA( [V]) = 'TA(P) = L: 'TA( (vi' Vi)A)

= L: 'TB( (Vi' V)B) = 'TB(L: (Vi' V)B) = 'TB(1B)'

Thus for the specific modules constructed above, we must determine 'TB

and then 'TB(lB)' We let 'TB denote the normalized trace on B.
To proceed, we must first determine, for the present special case in

which D is a lattice, how the normalizations of Haar measure made before
Lemma 2.10 specialize. Since D is discrete, it is natural to begin by
choosing counting measure on D as its Haar measure. On M we can take
any Haar measure, as long as we then take the corresponding Plancherel1\

measure on M. Then from the formula used to define the Haar measure
on GID, it is easily seen that this Haar measure, which now must be finite,
must give GID a total volume equal to the volume in G of a fundamental
domain for D. Let us denote this volume of a fundamental domain by
IGIDI. Then the corresponding Plancherel Haar measure on D-\ which

, must be a multiple of counting measure on DJ.., must give each point of
DJ.. a mass of IGIDI-1• Since we will shortly be focusing our attention
on DJ.. rather than D, so that we can work with right modules, we wish to
express IGID!-l in terms of DJ... Now the Poisson summation formula, as
used above, is entirely symmetric in D and DJ... Examination of its proof
then shows that the above Haar measure on DJ.. must be such that if we
define the Haar measure on G1DJ.. to be the Plancherel Haar measure for
the Haar (counting) measure on D (so that G1DJ.. has total mass 1), then
for suitable functions F on G

Ie F(x) = lelDJ. kJ. F(x + z )dzdx.

If we now let F be the characteristic function of a precompact measurable
fundamental domain for nJ.. in G, we obtain

1G1DJ..1= L/DJ. IGIDI-1 = IGIDI-1.

Thus the Plancherel measure on DJ.. gives each point the mass IG1DJ..I.
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Again because we will be emphasizing D-1., we prefer just to use
counting measure on D-1.. It is clear from the Poisson summation formula
that we ·can do this if on D we choose the Haar measure assigning
mass IGID-1.I-1 = IGIDI to each point. We make this assumption from
now on.

With the conventions just made, it is clear that the normalized trace, TA,

on A comes just from evaluation at O. Thus for f, g E S(M),

TA( (f, g)A) = (f, g)A(0) = (g, f)·

We must find the corresponding (non-normalized) trace on B. But if we let
TE just be evaluation of functions at 0 we obtain

TE( (g, f)B) = (g, f)B(O) = (g, f)·

Thus this is the corresponding trace on B. It is non-normalized because,
with the choice of Haar measure just made on D, the identity element of B
is easily seen to be the function with value IGI D-1.1 at 0 and value 0
elsewhere. Thus

TE(lB) = IGID-1.I.

In view of Proposition 3.3, we have obtained:
/\

3.4 THEOREM. Let D be a lattice in G (= M X M), let A =
C*(D-1., 73), and let V be the finitely generated projective right A-module
obtained by completing S(M) as described earlier. Let TA be the canonical
normalized trace on A coming from evaluating functions at 0, and view TAas
defining. the corresponding functional on Ko(A). Then

TA( [V]) = IGID-1.I,

where IGID-1.1is the volume of a fundamental domain for D-1..

We now digress to consider the von Neumann algebra aspects of the
situation, along the lines begun in Theorem 2.16. Because D a1?-dD-1. are
now lattices, so that A and B have finite faithful traces, the corresponding
von Neumann algebras, A and ii, will be finite von Neumann algebras,
and we can ask for the coupling function between them, much as was done
in [47]. We first clarify the situation by noting that, for the same reasons as
given in the proof of Proposition 2.3 of [47], the von Neumann algebra
generated by SeD, (3) acting on L2(M) is naturally isomorphic to the left
regular von Neumann algebra generated by SeD, (3) with respect to its
finite trace. We will thus let jj denote each of these algebras
interchangeably. A similar comment applies to A. We wish to invoke
Theorem 2.6 of [47], and so we must determine the center-valued traces on
A and E. Since A and 1J are each other's commutant by Theorem 2.16,
their common center is A n E. We claim that this common center is

generated by S(Do) where Do = D n D-1..Certainly S(Do) is contained in
the center, and the center-valued trace will act as the identity operator on
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S(Do)' But suppose w is in D but not in Do, so that there is ayE D with
pew, y) -=1=1. For any zED let Uz denote the unitary in B corresponding to
the 8-function at z. Then, if we let 9B denote the center-valued trace on ii,
we will have

( )9B ( - 1 9B ( )( )9BUw = UyUwUy ) = p w, y Uw ,

from which it follows that

u~B = O.

Since 9B is norm continuous, it follows that 9B on S(D, {3)consists just of
restricting functions to Do. In the same way, the center-valued trace 9A on
A will on S(DJ.., /3) consist just of restricting functions to Do. Then for
f, g E S(M) we have for y E Do

( (f, g)A)9A(y) = ('TTyg,f),

while

( (g, f)B)9B(y) = (g, 'TTyf).

These are almost the same, but we must remember that we are using
different Haar measures on D and DJ..., and so we must compare the above
as operators on L2(M). But for h E L2(M) we have

«f, g)B)9Bh = IGIDI ~ (g, 'TTyf)('TTyh),
Do

while

h( (g,f)A)9A = ~ 'TT;h('TTyg,f)
Do

~ 'TT;h(g, 'TT;f)

~ {3(y,Y)'TT_yh(g,{3(y,Y)'TT-yf)

~ 'TTyh(g, 'TTyf).

Thus as operators we have

Then from Theorem 2.6 of [47] we immediately obtain:
/\ --

3.5 THEOREM. Let D be a lattice in G (= M X AJ), and let A and B
be the finite von Neumann algebras on L2(M) generated by S(DJ.., /3) and
SeD, {3) respectively. Then the coupling function for A and ii is the scalar
operator IGIDI-1 (= IG1DJ..I).

We now return to our discussion of the C*-algebras, and we specialize
to the case in which D = Zn. Let us first consider the nature of an Abelian

/\

group M such that D can be embedded as a lattice in M X M = G. Since D
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is finitely generated, it will be contained in an open compactly generated
subgroup, H, of G. But since G/D is compact, the same will be true of
G/H. But G/H is discrete, and so must be finite. It follows that
G is compactly generated. Then by Theorem 9.8 of [22] G is of the form
Ra X Zb X K where K is compact. But G is clearly self-dual, and so must

b 1\ 1\
equally be of the form Ra X T X K, where K is discrete. Since G is1\ 1\

compactly generated, so must K be, so that K is of the form ZC X F
where F is a finite Abelian group. Thus G is of the form Ra X Tb X ZC X
F, that is, an "elementary" group as defined in [58]. Since M is a summand
of G, it too must be of this form, say

M -- RP X zq X Tm X F.

Then, of course,

G -- R2p X zq+m X Tq+m X F X F.

But for Zn to be a lattice in G, it is easily seen from Theorem 9.12 of [22]
that one must have n = 2p + q + m. We have thus shown:

3.6 PROPOSITION. If M is an Abelian locally compact group such that Zn1\

embeds as a lattice in M X M, then M is of the form

M = RP X zq X Tm X F,
where 2p + q + m = n, and F is a finite Abelian group.

We now begin to shift attention to Dl.- and right modules. It is clear that
the above considerations apply equally well if we are instead insisting
that Dl.- = Zn. Of course, D (= D.L.L) will be a lattice in G, and so, in
view of the form which G must have, D must be of the form Zn X Fo for
some finite group Fo. The module V of Proposition 3.2 will be a right
module over A = C*(Zn, 73), whose full endomorphism ring will be
B = C*(D, /3) acting on the left.

We recall that the dual group, Tn, of Zn has the natural dual action a on
A given, for f E L\Zn, /3), x E Zn and t E Tn, by

(at(f) )(x) = (x, t)f(x).

As in the first lemma of Section 13 of [10], the space of CGO-vectorsfor this
1\

action will be exactly S(Zn). In the same way, the dual action of D on
C*(D, /3)will have S(D) as its space of CGO-vectors(much as in the proof
of Theorem 4.1 of [6] ). We recall that these Schwartz spaces, as algebras,
are closed under the holomorphic functional calculus, for the reasons
given in the section on smoothing in the appendix to [9]. In particular, any
element of S(D, /3) which is invertible in C*(D, {3)will be invertible in
S (D, [3). (That is, the inverse of an invertible CGO-element is Coo.)

We need now to place the module S (M) in the framework described
by Connes in Lemma 1 of [8]. What we need, both here and especially
later is:
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3.7 PROPOSITION. Let A be a C*-algebra with identity element, let V
be a projective right A-module with A-valued inner-product, and let
B = EndA (V). So B is a C*-algebra, and V has a corresponding B-valued
inner-product. Let Ao and Bo be dense *-subalgebras of A and B respectively
containing the identity elements, and let Vo be a dense subspace of V which
is closed under the actions of Ao and Bo, and such that the restrictions to Vo
of the inner-products have values in Ao and Bo respectively. If Bo has
the property that any element of Bo which is invertible in B has its inverse
in Bo, then va is a projective right Ao-module. In addition, the mapping

from Vo ®Ao A to V defined by v <9 a I~ va is an isomorphism of right
A-modules.

Proof Since V is finitely generated and projective, there is a finite
collection, vI' ... , vn' YI, ... , Yn of elements of V such that

2: (Vi' Y)B = lB'

Since va is dense, we can approximate the v/s and y/s closely enough that
the corresponding sum of inner-products, which is an element of Bo, will
be invertible in B. By hypotheses its inverse is in Bo, and so, multiplying
the sum by the inverse, we find that IBis expressed as the sum of
inner-products of elements of Vo. It follows easily, much as in the proof
of Proposition 1.2 (or the proposition in [45]) that Vo is a projective
A-module.

Let now the v/s and y/s be as above except in va. The indicated map
from Vo <9A A is surjective because for any v E Vo

v = lBv = 2: (Vi' Yi)BV = 2: Vi(Yi' v)A'

But this map is also injective, for if 2: zjaj = 0 for certain Zj E Vo and
aj E A, then

2: Zj 0 aj = 2: 2: (Vi' Y)BZj 0 aj

2: 2: Vi(Yi' Zj)A 0 aj = 2: 2: Vi <9 (Yi' Zj)Aaj

2: Vi 0 (Yi' 2: zja) = O.

3.8 COROLLARY. With D, M and Vas before, S(M) is a projective right
Ao-module, where Ao = S(Zn, 73). Furthermore

V ,-." S(M) ®A A where A = C*(Zn, 71).o

For the cancellation theorem in Section 7 we need to have an upper
bound on the topological stable rank (as defined in [48]) of the
endomorphism ring of V. We obtain this from:

3.9 PROPOSITION. Let D be any group of the form zn X F for some finite
Abelian group F, and let f3 be any bicharacter on D. Then the topological
stable rank of C*(D, /3) is no larger than n + 1.
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Proof We shall show that C*(D, /3) can be built up from C*(F, /3) by
successive crossed products by Z. (This is mentioned at the end of 1.7 of
[17], at least for D torsion-free.) Once this is shown, the proposition
follows immediately by induction on n, using Theorem 7.1 of [48]. Note
that D is finite if n = 0, so that C*(D, /3) is finite dimensional, and its
topological stable rank is 1 by Section 3 of [48]. Thus to complete the
proof (as well as for later use) we only need:

3.10 PROPOSITION. Let D be any group of form zn X F for some finite
group F, and let {3 be any bicharacter on D. Let D' denote the subgroup of D
generated by the first n - 1generators of zn together with F, and denote the
restriction of /3 to D' still by {3. Let a denote the automorphism of C*(D', /3)
obtained from conjugation by the last generator of zn, and let a also denote
the corresponding action of Z on C*(D', /3). Then

C*(D, /3) '"'-' C*(D', /3) Xa Z.

Proof Let D be embedded, as discussed early in Section 2, as a closed1\

subgroup of a G = M X M such that the restriction to D of the
Heisenberg cocycle on G coincides with /3.Then D' is also so embedded. It
follows from Proposition 2.2 that both C*(D, /3) and C*(D', /3) are
faithfully represented on L2(M), so that C*(D', /3) can be viewed as a
subalgebra of C*(D, /3). Let u be the unitary in C*(D, /3)corresponding to
the last generator of Zn. Then from the commutation relations it is clear
that u normalizes C*(D', /3), so that a is well-defined. It is also clear that u
and C*(D', /3)generate C*(D, {3).Thus there is an evident homomorphism,
1], of the crossed product onto C*(D, /3).We must show that 1] is injective.
From the discussion above it is clear that 17 is injective on the subalgebra
C*(D', /3). Let I denote the kernel of 1]. Now we have seen earlier that we1\ 1\ 1\

have the dual action of D on C*(D, /3). But D '"'-' Tn X F, and in partic-, 1\

ular we can single out the subgroup T of D which sees only the last copy
of Z in Zn X F = D. But then it is evident that 1] is equivariant for this
action of T on C*(D, /3) and for the dual action of T on the
crossed-product. It follows that the kernel I must be invariant under this
dual action of T. But then by averaging a positive element of lover T
using the dual action, it follows that if I is not trivial, it must contain
non-zero elements which are invariant under the dual action. But it is
well-known (see Proposition 7.8.9 of [35] ) that such elements must belong
to C*(D', /3),on which we have seen that 1] is faithful. Thus I is trivial and
17 is an isomorphism.

Actually one can often do much better than Proposition 3.9. For
example, by using in part ideas of Bruce Blackadar, I have been able to
show that when f3 is not rational (that is, its range is not entirely contained
in the roots of unity), the topological stable range of C*(D, /3)is no bigger
than 2, and is equal to 2 if C*(D,{3) is not simple. But a remarkable



PROJECTIVE MODULES 283

argument of Riedel [40, 1] shows that when C*(D, /3) is simple, its
topological stable rank: can sometimes be 1, although exactly how often
this happens remains mysterious. In another direction, if /3 is trivial, then
C*(D, /3) is isomorphic to the tensor product of C(Tn) with a
finite-dimensional commutative algebra. It follows from Theorem 2.8 of
[48] that in this case the topological stable rank: is [nI2] + 1, where [ ]
denotes "integer part of". Presumably the other cases where /3 is rational
fall somewhere in-between, especially in view of Theorem 6.1 of [48], but I
have not investigated this matter. At any rate, Proposition 3.9 is quite
adequate for our present purposes.

In much of this section we have been working in a setting where
cocycles need not be cohomologous to skew bicharacters; whereas in the
next section we will restrict attention to a setting where skew bicharacters
are sufficient, and in which formulas will be considerably simpler if one
uses skew bicharacters rather than general cocycles or bicharacters. We
conclude this section by reviewing briefly how to pass between
cohomologous cocycles [60]. Since for this D need not be commutative, we
use multiplicative notation.

Let {3and a be cocycles on D which are cohomologous, so that there is a
function, 'IJ, from D to T such that

a(x, y) = "if(x)"if(y )'IJ(xy){3(x, y)

for x, Y E D. For any xED let Ux as before denote the unitary
corresponding to the delta-function at x, and let Af3' = C*(D, /3), be
the enveloping C*-algebra of the algebra Cc(D) for which the product is
given by

uxuy = {3(x, y)uxy'

and similarly for AD"' (The involution is given by

(uJ* = /3(x, x)ux-I,

and similarly for a.) Then we can define an isomorphism, cf>, from Af3 to AD"
by setting

cf>(f)(x) = 1J(x )f(x)

for f E Cc(D) and xED, and extending to the completions. The inverse
of cf> is then determined as above by "if.

Suppose now that V is a right Af3-module with inner-product < , )13with
values in A13, which is the completion of a right Ll(D)-module Vo
for which

(Va, JIQ)I3 C L leD).

Then we can make V into a right Aa-module with inner-product < , )a by
setting
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a
v . 1= v(TjI)

(v, w)ix) = 1J(x)(v, w),eCx)

for v, W E Vo, xED, I E LIeD). This process will preserve the property
of being projective.

4. Elementary projective modules and their Chern characters. Let
D = Zn, which we will let play the role of the D-L of earlier sections. Let y
be any bicharacter on D, and consider all the various embeddings of D as~ -
a lattice in M X M for various M's such that y = j3 where j3 is the
corresponding Heisenberg cocycle, together with the various finite direct
sums of the corresponding projective right modules over C*(D, y). We
obtain in this way a rather bewildering variety of projective modules.
We thus need some method for classifying the modules so obtained. The
trace on Ko is usually not adequate. However the Chern character intro-:
duced by Connes [8], and already discussed by Elliott [17] for the algebras
C*(D, y), turns out to be the ideal classification tool. We begin to develop
its use in this section. But we will consider here only M's of the special
form RP X zq with 2p + q = n. (We will call the corresponding pro
jective modules elementary projective modules.) Since in this case

1\

M -- RP X Tq, it turns out to be unnecessary to consider the more
general form RP X Zk X Tm. We will defer until Section 5 treatment of
the case in which M contains a finite subgroup.

We will not need the more general version of the Chern character which
Connes has developed in [11, 12]. The version in [8], based on actions of
Lie groups, suffices. The action which we will employ is the dual action
a of Tn on C*(D, y). Following [8], the corresponding Chern character
will then have its values in the cohomology group H'k(Tn). But since
Tn is commutative, H'k(T:z) can be identified with the exterior algebra
!\L *, where L denotes the Lie algebra of Tn and L * denotes its dual
vector-space.

We identify L with Rn in the evident way, and denote its standard basis
by E1, ••• , En" We then denote the dual basis for L* by E1, ••• , En" The
standard basis and its dual determine the orientations and volume
elements on Land L* which we will use.

We will identify D with the lattice in L* generated by the dual basis
{Ei} of L *. This is very convenient, because if xED and if Ux denotes the
corresponding unitary in C*(D, y), then the derivation on C*(D, y) defined
by any X E L by means of a is given on Ux by

X(ux) = 2'7Ti(X, x)ux'

where here ( , > denotes the pairing between Land L*. To see this, recall
that the one-parameter group aX in Tn defined by X acts on Ux by
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a{(ux) = e( <tX, x) )ux

for t E R, where, as before, e is the function from R to T defined by
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e(t) = exp(2?Tit).

One then just differentiates this formula. (Notice that y does not appear in
the formula for the derivation corresponding to X.)

Actually, we will never explicitly need the dual action of Tn in our
formulas for the Chern character. Rather, in making calculations it will
suffice to view the Chern character as measuring the interaction between
a Lie algebra of derivations of an algebra and the projective modules
over the algebra. See [32] for the case of commutative algebras. But, of
course, the dual action of Tn is needed to ensure that everything works
well once one completes to obtain the corresponding C*-algebra.

Since D (--- Zn) is free, any bicharacter y on D can be lifted (not
uniquely) to a bicharacter into the covering group of T, that is, into R.
This can then be extended to a bilinear form on L * :=) D, which we denote
for the moment by J. Thus for x, y E D we have

y(x, y) = e(J(x, y)).

Let 0 be twice the negative of the anti symmetric part of J, that is, for
x,y ED,

O(x, y) = -(J(x, y) - J(y, x)).

If J and -012 are viewed as R-valued cocycles on D, then they are
cohomologous, because J + 012 will be the symmetric part of J, which is
easily seen to be the coboundary of the R-valued function

x ~ J(x, x)/2

on D. This implies that if we let a denote the skew 2-cocycle on D defined
by

a(x, y) = e(O(x, y)/2),

then y and a are cohomologous. Since various formulas will be simpler if
we use skew bicharacters, we will work primarily with a and O.

Our notation is chosen so that our 0 is the negative of the 0 used by
Elliott. This choice is necessary in order for Elliott's other formulas to be
correct. We will discuss this matter further at the end of this section. We
note that aside from this, our earlier p becomes the same as Elliott's, while
our y is Elliott's a. In particular,

p(x, y) = e(O(x, y))

and
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for x, y E D. Note that (i = p.
Elliott [17] shows that the Chern character is very conveniently

expressed in terms of B. For this reason we will find it notationally simpler
to denote C*(D, a) by Ao instead of the Ap which Elliott uses, even though
many different fJ's give the same p and so isomorphic algebras. In the same
way we will write So for SeD, a). Since B is a skew bilinear form on L*, we
can view it as an element of A2L. It will be very useful to do this.

As indicated earlier, in this section we will take M to be of the form
RP X zq, so that G will be of the form R2p X zq X Tq. Since D is free,
any homomorphism from D into G lifts to a homomorphism into the
covering group R2p X zq X Rq of G, and so into R2p X R2q, where we take
zq c Rq. But such a homomorphism will then extend to a linear map from
L * into R2p X R2Q. It will be most convenient to view matters at this level.
To help in understanding various formulas, it will be useful to distinguish
between R and its dual vector space, which we denote by R*. Then R*m

will denote the dual of Rm. For any m we will let el, ... , em denote the
standard basis for Rm, and then el' ... , em will denote the dual basis for
R*m. In view of the fact that R2p X R2q comes from M X £1, and that
we are considering mappings from L*, it will be useful to view R2p+2q
more specifically as Rp+q X R*p+q, and to denote it by H*. However, we
will order the basis for H* by el' el, e2, e2, ... , with corresponding
orientation and volume element. We will frequently view H* as

H* = RP X Rq X R*P X R*q ,
and denote its dual vector space by H, writing

H = R*P X R*q X RP X Rq.

The dual basis for H will be denoted el, el, e2, e2, ... in that order. This
coincidence of notation should not cause difficulties, and has certain
advantages. (We could, in fact, identify H with H*.) /\

It should be clear that the Heisenberg cocycle f3 on M X M comes
from the usual pairing of Rp+q with R*p+q. Specifically, if x = (m, ~) and
y = (n, f), where m, n E RP X zq and where sand f are the images in
R*P X Tq of sand t in R*P X R*q then,

f3(x, y) = e( (m, t) ).

Just as we prefer to work with a and fJ, we prefer here to work with the
skew bicharacter f3f3*, which is given by

j3j3*(x, y) = e( (m, t) - (n, s) ).

The alternating bilinear form inside parentheses on the right, defined on
H*, is easily seen to be the one given by the standard 2~form
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in /\2H. If the Heisenberg cocycle j3 on G is to pull back to y on D, it is
clear that w should pull back to -f).

We have seen that the embedding of D into G is determined by a linear
mapping of L * into H*, and we now see that this linear mapping must
pull w back into - f). But it must also result in embedding D as a lat
tice in H*.

4.1 Definition. By an embedding map we mean a linear map T from L * to
H* such that:

(1) T(D) c RP X zq X R*P X R*q.
(2) T(D) is a lattice in RP X Rq X R*P X (R*q/Zq).
(3) The form w on H* is pulled back by T to the form - B on L *, that is,

if T* denotes the adjoint of T, viewed as a map from H to L, then

(/\2T*)(w) = -f).
The integer p will be called the height of T.

Let jj* denote RP X Rq X R*P, and let T denote T composed with the

evident projecti~n of H* onto ll* (along ep+l, ... , ep+q)' Since R*q/Zq is
compact, and H* has the same dimension as L *, it is evident that
condition (2) above is equivalent to

(2') T is invertible (from L * to jj*).

We remark that if B is sufficiently degenerate (e.g. B = 0) then, because
of condition (3), there may be few embedding maps. But we will see in the
next section that this does not matter (because f) is not unique, and can be
chosen to be non-degenerate).

Let S(M) be, as before, the Schwartz space on M = RP X zq. Given an
embedding map T, we wish to equip S(M), as before, with the structure of
a right So-rigged module. To do this we must take account of our change
to skew bicharacters, and of the change from /3 to 73 which occurs when
using right modules. So, let T be an embedding map, and let T = (T', T")
be the decomposition of T into its components going into Rp+q and R*p+q/\

respectively. Then we will actually embed D into M X M by composing

x ~ (T'(x), - T"(x»
/\

with the mapping to MX M. The corresponding linear map from L* to
H* then pulls w back to +B. If we let y be the bicharacter on D such that y
is the corresponding pull-back of the Heisenberg bicharacter /3, so that

y(x, y) = e( (T'(x), T"(y) ) )

for x, Y E D, it follows that yy* - p as desired. Thus the right action on
S(M) as defined in Section 2 will be an action of SeD, y). According to the
formula found somewhat after the proof of Proposition 2.9, this action is
given, for f E S(M), xED, and m E M, by
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(fux)(m) = ('TT~f)(m) = Y(x, x)('TT-xf)(m)

= e( (m - T'(x), T"(x) )f(m - T'(x)).

This action extends to SeD, y) in the evident way. We wish to change this
to an action of SeD, a), using the method described at the end of Section 3.
To do this, define the function TJ on D by

TJ(x) = e( (T'(x), T"(x) )/2).

Then a straight-forward calculation shows that

lj(x)1f(Y)TJ(x + y)y(x, y) = a(x, y).

This is exactly the coboundary formula found near the end of Section 3,
except that f3 has been replaced by y. We can thus use the discussion there
to find the formulas for the corresponding right action of SeD, a).

Specifically, the new action is defined, for f E S(M) and xED, by
a

(f . ux)(m) = (f(1f(x)ux) )(m)

= 1f(x )e( (m - T'(x), T"(X) ) )f(m - T'(x»)

= e( (m - T'(x)/2, T"(X) ) )f(m - T'(x)).

This action extends to SeD, a) in the evident way. We will not need y from
now on, so we will denote this new action just by fux.

We have arrived at the formula for this action by a fairly long path, so it
is worth commenting here that for the next part of our development we do
not explicitly need the earlier steps, as it is easy to verify directly that
under the above action S(M) becomes a right SeD, a)-module. We could
derive the formula for the corresponding inner-product with values in
SeD, a), but we will not have explicit need for it either. But we do need
later to keep in mind the earlier steps, as they ensure that S(M) will be a
projective module that relates well to the C*-completions (via the
inner-product), and they describe its endomorphism algebra. We summar
ize much of the development in this section so far by:

4.2 Definition. Let f) E /\2L. Define a skew cocyc1e,a, on the standard
lattice, D, in L * by

a(x, y) = e(8(x, y)/2).

Denote by So the *-algebra SeD, a). For any embedding map T of L* into
H*, define a right action of So on S(M), where M = RP X zq, by

(fux)(m) = e( (m - T'(x)/2, T"(X) )f(m - T'(x)),

where T = (T', T") for H* = Rp+q X R*p+q. Then S(M) becomes a
projective right So-module, which we denote by VT. We will also let VT
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denote the completion of S(M) as a projective right Ao-module, where
Ao = C*(D, a). The modules of the form VT, over either Se or Ae, will be
called elementary modules.

We remark that among the elementary modules are the free modules.
These will correspond to embedding maps of height zero, that is, where
p = 0 and q = n. This can be checked directly, and should be clear by the
end of the proof of Theorem 4.5.

Let us now determine the image under the canonical normalized trace,
T, on Ae of the element of Ko(Ae) which is represented by VT. We recall
from Sections 2 and 3 that we must normalize Haar measures

!\

appropriately. Specifically, on G = M X M we must take Plancherel
Haar measures. For the present situation we can do this by taking
counting measure on zq, the Haar measure of mass 1 on (R/Z)q, and
Lebesgue measure on R2P. (This is a product of Plancherel measures
because our pairing of RP with R*P is in terms of e(t) = exp(277'it), which
has the factor 277' built in.) We notice that the corresponding measure on
H* is just Lebesgue measure, which is just the measure coming from the
volume element .associated with the standard basis. If we let det(T) denote
the determinant of T, defined to be the factor by which T changes the
volume element for the standard basis of L* to that for jj*, then it is clear
that for the above normalizations the covolume of Din G is just Idet(T) I.

In view of Theorem 3.4, we obtain:

4.3 PROPOSITION. Let T be an embedding map, with VT the corresponding
projective module. Let T denote the canonical normalized trace on Ao, viewed
as a functional on Ko(Af). Then

T( [VT]) = Idet(T) I.

For future purposes, we recall that this means that if I denotes the
identity operator on VT, and if T/ denotes the non-normalized trace
on EndA (VT) corresponding to T, as described just after Proposition
3.2, then

T/(1) = Idet(T) I.

While the trace is a complete isomorphism invariant for projective
modules over the irrational rotation C*-algebras [49], in general (and
already for the rational rotation C*-algebras), it is not even faithful on Ko.
However, as pointed out by Elliott [17], the Chern character of Connes is
always a complete invariant for the elements of Ko(Af). Thus it is crucial
for us to calculate the Chern character of the VT,s. To do this, we must
define on VT a connection, V, with respect to the action of the Lie algebra
L on Ao. As domain for this connection we take

S(M) = S(RP X zq).
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Thus we are looking for a mapping, \1, of L into the linear maps on S(M)
such that for any X E L, f E S(M) and xED,

Vx(fux) = (\1x(f) )ux + f(X(ux) ).

(We use here the density in So of the span of the ux's, and the continuity of
all our operations.) It is natural to seek Vas a linear combination of three
types of operators on S(M), defined for (r, a) E RP X zq, S E R*P,

t E R*q, u E RP, andf E S(M) by

(Q;f)(r, a) = 2'7Ti(r, s)f(r, a),

(Q;f)(r, a) = 2'7Ti(a, t)f(r, a),

(Q~f)(r, a) = ~ u/3fI3rj)(r, a).

Straight-forward calculations show that the commutation relations among
these types of operators are:

[Q~, Q;] = 2'7Ti(u, s)I
I 2 2 3

[Qs' Qt] = 0 = [Qt' Qu]'

where I denotes the identity operator on S(M). Notice also that for any
fixed j, the various QJ all commute among themselves for different
parameter values. We also need the commutation relations of the Qj with
the operators corresponding to elements of D. Specifically, for xED and
for Ux the corresponding element of So' let ~ denote the operator on
S(M) consisting of right multiplication by ux' That is,

(~f)(r, a) = (fux)(r, a)

= e( «r, a) - T'(x)/2, T"(x» )f( (r, a) - T'(x».

To conveniently express the commutation relations, we must let
T = (1J, 12, 73, 14) denote the decomposition of T into its four compo
nents in

H* = RP X Rq X R*P X R*q.

Then straight-forward calculations show that

[Q;, ~] = 2'7Ti(1J(x), s)~,

[Q;, ~] = 2'lTi(12(x), t)~,

[Q~,~] = 2'lTi(u, 73(x»~.

Now for z E jj = R*P X R*q X RP, with z = (s, t, u), let us define an
operator Qz on S (M) by

] 2 3
Qz = Qs + Qt + Quo

From the commutation relations above we immediately see that for XED
we have
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(Qz, ~] = 2'TTi(z, rex) )~,

where now ( , ) denotes the evident pairing between jj and jj*.
If we rewrite the defining equation for a connection in terms of the

commutator with ~, we obtain

But the right hand side, as seen earlier, is
~-1 ~

2'lTi(X, x) ~f = 2'TTi((T )*(X), T(x) ) ~f

Comparing this with the commutator of Qz with ~, we see that we must
define V by

Vx = Q(f-I)*(X).

To calculate the Chern character of VT, we must find the curvature,
n, of V. To ease the notation, we let S = (r-1)*, which goes from L to
jj = R*P X R*q X RP, and we let S = (S!, S2' S3) be the correspond
ing decomposition of S. Then, since L is commutative, n is defined for
X, Y E L by

n(X, Y) = [Vx' Vy] = [QS(X)' QS(Y)]

1 3 3 1
= [QS1(X)' QSiY)] + [QS3(X)' QSI(Y)]

= 2'lTi( (SiX), Sl(Y» - (S3(Y)' Sl(X) ) )1
P

= 2'lTi ~ ( (S(X), ej>(S(Y), e)
j=1

(S(Y), ej>(S(X), ej> )1
p

= 2'lTi ~ «X, r-1(ej) )(Y, r-1(ej»
j=!

~-1 - --1
(Y, T (ej) > (X, T (ej» )1.

This suggests that we define ~ E L* by

T~-I(-) f 1 < . <ej or = } = py=
j r-\ej_p) for p + 1 <j < n (= 2p + q),

so that {~} is a basis for L*. In terms of this notation we see that

n(X, Y) = 2'lTi(X /\ Y, .± ~ /\ JS+p)I.j=1

That is,

n = 2'lTi(.~ lj /\ lj+p)1.:;=1



292 MARC A. RIEFFEL

(In case p = 0, sums such as this, here and later, are to be taken. to have
value O. Here this corresponds to the fact that on free modules nice
connections should have zero curvature.) Shortly we will transform this
formula for the curvature so as to make explicit the role of (J. But recall
that the Chern character is defined :interms of the various exterior powers,
Qk, of Q. The above formula is convenient for computing these exterior
powers, so we carry out this computation first. Note that for differentj's
the terms lJ 1\ lJ+ 1 commute among themselves (for the exterior product),
and that the square of any such term is O.Then if we let P(k) denote the
collection of subsets of {I, ... ,p} of cardinality k, we easily see that

nk ~ (2"'i)kk!( };tu 1; 1\ 1;+p:M E P(k) })I.

Let {~} denote the basis for L which is dual to the basis {lJ} for L*. Then
for arbitrary elements Xl' ... , X2k of L and any M E P(k) we have

(Xl 1\ ... 1\ X2k, IT JS 1\ JS+p)jEM

= (Xl 1\ ... 1\ X2k 1\ (II ~1\ ~+p), IT JS 1\ JS+p).j~M . j=l

We now set

P

p,T = d II JS 1\ JS+p
j=l

for d = Idet(r) I (where ifp = 0 we set p,T = d). We will find that p,T and 8
together determine the Chern character. Notice that p,T is a 2p-form, where
p is the height of T. Anyway, in terms of this new notation the above
expression becomes

r1( Xl 1\ ... 1\ X2k 1\ lUlf 1\ If+p), p.T).

Thus

Qk(XI 1\ ... 1\ X2k) = (2'7Tilk!d-1 (Xl 1\ ... 1\ X2k

1\ }; tUlf 1\ If+p:M E P(k)}, p.T)I.

We now transform this to make ~plicit the role of 8. Recall that {lJ}
was defined to be the image under T-I of the basis

el, ... ,ep' er, ... , ep+q
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for jj*. Then the dual basis {Jj} will be the image under T* of the
dual basis - -

el, ... , ep' eI, ... , ep+q

for fl. By condition 3 in the definition of an embedding map, T* carries
w to - fj. In terms of the basis {Jj}, this says that

p+q

fj = _(/\2T*)(w) = - ~ T*(e.) /\ T*(e.). I J JJ=

P q

= - ~ Jj+p /\ Jj - ~ 12p+j /\ Zj
j= I j= I

where Zj = T*(ep+) for j = 1, ... , n. That is,
p q

fj = ~ Jj /\ Jj+p + ~ Zj /\ 12p+j.
j=I j=1

Let cP denote anything with terms which involve at least one Jj for
2p + 1 <j < n. Then

fjP-k = (p - k)! ~{IIJj /\ ~+iN E pep - k)} + CPjr=N

= (p - k)! ~{II Jj /\ ~+/M E P(k)} + CPoj'l=M

From the definition of f.LTwe see that (CP, f.LT) = 0, so that from the
earlier 'formula for Qk we obtain

Qk(XI /\ ... /\ X2k)

= (27Ti)kk!((p - k)!)-Id-I(XI /\ ... /\ X2k /\ fjk-j, f.LT) I.

In particular, we find that for X, Y E L we have

Q(X, Y) = 27Ti((p - l)!)-Id-I(X /\ Y /\ fjp-I,f.LT)I.

Now Connes [8] defines the Chern character, ch, to be

chk(XI /\ ... /\ X2k) = (27Ti)-k(k!)-I'T'(Qk(XI /\ ... /\ X2k)),

where 'T' is the non-normalized trace on End(VT) corresponding to 'T.

Recalling that

7'(1) = Idet(T) I = d

by the comment just after Proposition 4.3, we obtain from above

Chi/XI /\ ... /\ X2k) = (XI /\ ... /\ X2k /\ fjP-k, f.LT)/(p - k)!

for k > 1. By definition
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clIo= r(l) = Idet 1') = d

= d(Yj /\ ~+I'/\'" /\ ~ /\ J2p' ~ /\ ~+I /\ ... /\ ~ /\ J2p)

= (fJP, pT)/pL

Thus the formula for chk given above for k > I is also valid for k = O.
Notice, in particular, that (fJP, pT) > 0, and also that chp =1= 0, while
chk = 0 for k > p, where p is the height of T. If we let J denote
contraction, as done in [5], and if exp(fJ)is defined using the usual power
series with the exterior product as done in [17], then it is evident that the
Chern character can be written succinctly as

ch(VT) = exp(B) J pT

Let us now investigate the nature of pT Note first that since T(D) k
RP X zq X R*P, we have

(e;, T(x» E Z for p + I <j < p + q,

for any xED. But each Ei is in D, and

(~, T(EJ) = (T*(~), Ei) = (~+j' E).

It follows that lj is integral for 2p + I <j < n. Let € denote the sign of
~t(T). Now because {J;} is the image under 1'-1 of the standard basis for
H*, and because of the orientation of that basis, we have

€d-1 = det(T-I) = (EI /\ /\ En'

J;+I /\ ~ /\ /\ l;p /\ J; /\ l;p+l /\ ... /\ y,:).

Thus
T - -

}.t /\ 12p+ 1 /\ ..• /\ ~

= d( - l)P J; + 1 /\ ~ /\ ... /\ l;p /\ 1; /\ l;p + 1 /\ ... /\ y,:

= f( - 1)PE\ /\ ... /\ En'

Then if N is any subset of {l, ... , n} of cardinality 2p, and if EN is the
corresponding basis element for /\2p L coming from the basis {Ei} of L,
we have

T t - -
(EN'}.t ) = (EN /\ J2p+l /\ ... /\ ~,}.t /\ 12p+l /\ /\ ~)

= f( -l)P (EN /\ 12p+1/\ ... /\ y,;, E1 /\ /\ En)'

which is an integer because 12p+ l' ... , ~ are integral as seen above. It
follows that }.tT is integral. Now by definition }.tT is decomposable over R.
We show that, in fact, }.tT is decomposable over Z, that is:

4.4 LEMMA. There is an integral basis {.i}} for DeL *, and an integer m,
such that
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T - -
It =mFjl\ ... I\Flp-

Proof Let C denote the subgroup of Zn c L spanned by 12p+ j, ... , ~.

By Theorem 5 on page 393 of [27], there is a basis {l)} for Zn and there are
integers kj, ... , kq such that kjFlp+ I' ... ,k?n is a basis for C. In
particular,

12p+ I 1\ ... 1\ ~ = cFlp+ j /\ ... /\ ~

for some integer c. Let {in denote the j.ual basis for L *. For any subset N
of cardinality 2p in {l, ... , n} let FN denote the corresponding basis
element for 1\2p L *. Then there are real numbers aN such that

T ~ It = ~ aNFN

as N ranges over all possible such subsets. For such N, let FN denote the
corresponding basis element for /\lp L. Then

T T - -
(FN' P, ) = (FN /\ 12p+I /\ ... 1\ ~, p, /\ 12p+I /\ ... /\ ~)

T - -
= C(FN 1\ F2p+1 /\ ••• /\~, p, /\ 12p+l 1\ ... /\ ~),

from which it is clear that (FN' p,T) = 0 unless N = {l, ... , 2p}. It follows
that all the aN = 0 unless this condition is met, so that

T - -
p, =mF11\···I\F2p

for some number m. But m E Z by the integrality of p,p

We have thus shown all but the existence part of:

4.5 THEOREM. Let 0 E /\2 L be given. For each embedding map T of
height p there is a decomposable element p,Tof /\2pzn C /\2pL * such that the
Chern character of the projective An-module VT is given by

ch(VT) = exp(O) J p,T,

and the curvature, for an appropriate connection, is given by

Q(X, Y) = 27Ti( (p - 1)!)-ljdet(T) ,-l(X /\ Y 1\ Op-I, p,T)I.

In particular, (OP, p,T) > o.
Conversely, for any decomposable p, in /\2pZn such that «()P, p,) > 0, there

exists an embedding map T of height p such that for some positive integer m
the sum of m copies of vThas Chern character and curvature as given above
with p, = mp,T,

Proof of existence. By assumption there is an oriented basis {~} for
Zn c L * such that

p, = mdi'I /\ ~ + I /\ ... /\ ~ 1\ F'2p

where m is a positive integer and € = +1. Let v = p,/m, so that v also
satisfies the hypotheses of the theorem. We will produce an embedding
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for 1 <j < p

for p + 1 <j < n.

map T such that J.tT = v. Then m copies of VT will have the desired Chern
character and curvature. Let {lJ} denote the dual basis for L, and let W
denote the linear span of Fl, ... , F2p" Since (f)P, v) =1=0, we can find a new
basis {1)} for W, not necessarily integral, such that if we extend it to
a basis for L by 12p+j = F2p+j for j = 1, ... , q, then

P q

f) = .~ 1) ;\ ~+j + .~ Zj ;\ 12p+j
J=l J=l

for certain Zj E L. Define T*:H ~ L by

{y for 1 <j < p
T*(e.) = j

J Zj_p for p + 1 <j < p + q

T*(~) = ~+j for 1 <j < p + q.

Then

p+q

(;\2T*)(w) = ~ T*(~) ;\ T*(ej)
j=l

p q

= ~ ~+j ;\ 1) + ~ 12p+j ;\ Zj
j=l j=l

= -f).

Let T be the adjoint of T*, so T goes from L * to H*. The above calculation
shows that T satisfies condition 3 in Definition 4.1 of an embedding map.
Let {J;} be the dual basis to {1JJ for L~ Note that JSp+j = F2p+j for
~ < j ~ q, while the span of 11, ... , 12p is the same as the span of
Fl, •.. , F2p. Then for fixed k

- _ {(T*(ej), ~> = (ej, T(~) >
(1), lk) - * - - _ - -

(T (ej_p), lk> - (ej_p' T(lk) )

From this it is clear that

{--l(-) f < <
- T ek or 1 = k = P};"=
k T-l(ek_p) for p + 1 < k < n.

In particular,

T(F2p+) = ep+j for 1 <j < q,

while T(i)) for 1 <j < 2p is contained in the span of T(~), ... , T(J;p)'
which is the span of e]> el' ... , ep' ep. It follows that T satisfies condition 1
in the definition of an embedding map. It is also clear from the above that
T satisfies condition 2', and hence condition 2. Thus T is an embedding
map for f). As before, with d = Idet(r) I, we have
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P

p,T = d ~ ~ /\ ~+P'
j=1

But by the definition of det(I') we have

det( I') ~ /\ 1;+ I /\ ... /\ 1; /\ lSp /\ ... /\ ~

= ~ /\ ... /\ F:z,

so that, remembering that JJ = 1) for j ~~2p + 1, we obtain
p

det(I') IIJ; /\ J;+p = FI /\ ... /\ Fzp'
j=1

297

Thus p,T agrees with v up to a sign. But «()P, p,T) > 0, since up to a positive
constant this is cho(VT), while «()P, v) > 0 by assumption. Hence the sign
must be positive, and JlT = v. Thus VT has curvature and Chern character
as stated in the theorem, except using lJ instead of Jl. Since the Chern
character is additive on direct sums of modules, the sum of m copies of VT
will have the desired curvature and Chern character for p,.

Actually, if 2p < n, then we can alter the above definition of T by
setting

T*(ep+ 1) = m -1 ZI, T*(ep+ 1) = m 12p+ \l

and then we will still have /\2T*(w) = -(), but the determinant of I' will
be multiplied by m, so that /IT = /l. However if 2p = n, there does not
seem to be enough room for such a maneuver.

We remark that if Jl EO /\0 L*, so that p == 0, then it is easily seen that the
VT constructed above is free of rank fL.

Let us discuss now the reason for defining ()by

p(x,y) = e(()(x,y»,

rather than by the e(()(x, y) ) which Elliott uses in [17]. Elliott's formulas
for the Chern character are not quite correct as stated, but need to have ()
replaced everywhere by -(J, or to have changed the basic commutation
relation. (See his comment in the second paragraph of [16].) The source of
this problem occurs in the middle of page 180, where Elliott appeals to
Connes' calculation on page 601 of [8]. The problem is that Connes'
calculation is off by a sign. To be more precise, if for A = e(()o) with
()o E (0, 1) one uses the commutation relation UI Uz = AUzUI, as does
Connes on page 601, then chI for the module with trace (Jo is -1; while if
one uses the relation U1 U2 = XU2U1, as does Connes on page 602, then
chI for this module is + 1. As Elliott explains on page 178 of [17], the
Chern character, unlike the trace on Ko, is not intrinsic to the C*-algebra,
but depends on the formulation of the dual group action. In particular, it
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is easily seen to depend on the orientation of the Lie algebra. The
difference in commutation relations above can be viewed as an implicit
change in this orientation, in that the second version can be rewritten as
U2Uj = AUl U2·

5. Tensor products with finite-dimensional representations. In this
section we, in effect, generalize the results of the previous section to the
case in which, as in Proposition 3.6, the group M has a finite group as a
factor. But we do this by considering a slightly more general case, which
involves tensoring projective modules by the spaces of finite dimensional
cocycle representations.

Suppose that, much as in Proposition 3.6, M = N X F where
N --' RP X zq and F is a finite commutative group. Because F is finite, it
is clear that S(M) = S(N) 0 S(F), where S(F) is just the space of
complex-valued functions on F, and the tensor product is just an algebraic/\

one. The Heisenberg cocycle on M X M will clearly be the product of
that from N and that from F, and the Heisenberg representation will
decompose correspondingly. If T is a homomorphism of D = Zn intoII
M X M, then it is clear that T is an embedding with cocompact range if/\

and only if its projection into N X N is. In this case the completion of
S(N) will form an elementary projective module for the pull-back of the
Heisenberg cocycle from N, while S(F) will be, under the projection of T/\

into F X F, just the vector space of a finite dimensional cocycle
representation of D. (We avoid the terminology "projective representa
tion" for evident reasons.) The cocycle for M is just the product of those
for Nand F, exactly as happens when forming the inner tensor product of
cocycle (i.e., "multiplier") unitary representations [29]. This suggests that
instead of eoneernin3 ourselyes ~yith the effeeb of all the pO.3.3iblcfinite/\

groups F and all the possible homomorphisms of D into F X F which
can be used, we simply consider the process of tensoring with all possible
finite dimensional cocycle representations of D. We proceed to explore
this process in this section. A hint of the existence of such a process can be
found in the construction near the top of page 602 of [8]. In anticipation
that the process may be useful for other groups, we will for a while
consider arbitrary discrete groups.

I should mention at this point that the statement of the second
proposition of my announcement [50] concerning this tensoring process is
not quite correct, in that it ignores what happens with the norms involved.
But we will see that it is correct at the level of the various dense
subalgebras we use. To handle the norms, we proceed by defining a
suitable bimodule by which we can "induce" projective modules.

Let D be any discrete group. Given a cocycle a on D, let Aa = C*(D, a),
and let C(J be the dense *-subalgebra Ce(D, a) of Aa' Let y be another
cocycle on D, and let Z be the Hilbert space of a finite dimensional right
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unitary y-representation of D. Define a right cocyc1e action of D on
C(J 0 Z by

(I 0 ~)x = (Ix) 0 (~x), xED.

Note that we use module notation for the -action of D on Z and Ca.
Caution must be exercised here because cocycles are involved, so that, for
example, (~x)y = y(x, y )~(xy) instead of = ~(xy). But if this is kept in
mind, it is easily seen that the above right action of D has cocycle cry. We
need to extend this action to an action of Aay on a suitable completion.
For this we need an inner-product with values in Cay. Since we are using
right actions, it is convenient to choose the ordinary inner-product on Z to
be linear in the second variable. We recall that the inner-product on Co
with values in Ca is defined by

(/, g)ix) = (/* * g)(x).

Then on Co (9 Z, as a right Cay-module for the action defined above, we
define an inner-product with values in Cay by

(I ® t g ® ~)alx) = (f, g)uCx)(~x, 11).

We defer momentarily verification of its properties, and notice instead
that the left action of Ca on Ca 0 Z coming from the action on the first
factor is "unitary" for this inner-product, that is, for y E D

(y(f (is) ~), y(g (is) 1]) )ay(x) = (uy/, Uyg)a(x)(~x, 1])

(f, g)o(x)(~x, 1])

<I 0 ~,g 0 1])ay(x).

This means that when we form the completion of C(J ® E, the left action of
Ca will extend to an action of Acr

We now argue along the same lines that one uses when showing that
left-regular representations of groups absorb all other representations
under inner tensor products. Let Zo denote Z but with the trivial
representation of the group D. Then Cay 0 Zo is a right Cay-module by
action on the first factor, and has an evident Cay-valued inner-product.
Define a bijection, J, from Cay 69Eo onto Ca 69E by

J(ux (9 ~) = Ux 0 ~x.

It is easily checked that J is a Cay-module homomorphism. We verify that
it preserves the inner-products. For x, y, zED and ~, 1] E Z we have

(J(ux 0 ~),J(uy 0 1]) )aiz) = (ux 0 ~x, uy 01]Y)alz)

= (u; ~ uy)(z)( (~x)z, 11Y),

which is non-zero only when z = x -ly, so we can substitute this
expression to obtain



300 MARC A. RIEFFEL

= (u~ ~ Uy)(Z)( (~X)(X-ly), 11Y)

= (u~ ~ uy)(z)Y(x, x-ly)(~, 11Y)

= (u~ (1; Uy)(z)(~, 11)

= (ux 0 ~,uy 011)(1Y(Z),

where the last inner-product is that on C(1Y0 Zoo Since it is clear that the
inner-product on C(1Y0 20 is indeed an inner-product, it follows that_that
on C(10 Z is one also. It is now also clear that the completion, p::., of
C(1\8) Z for this inner-product is isomorphic to (Aay)m, where m is the di
mension of Z, and thus is a projective (free) right A(1y-module. Since we
had checked earlier that the left action of Don C(10 Z is "unitary" for the
inner-product, it is clear that this left action extends to an action on ~E,

and so gives a *-homomorphism of Aa into the C*-algebra EndA (p::.).

(We remark that we could have defined pE as just the completion of
Cay 0 Zo, that is as (Aay)m, but then the left action of ACTwould have
had a somewhat more complicated, unmotivated, expression.) Now
EndA (pE) is isomorphic to Mm(A(1Y)' the algebra of m X m matrices
over Aay. Thus one has an isomorphism of Ko(Aay) with Ko of this
endomorphism algebra, which is order-preserving but in general does not
preserve the order unit. The homomorphism of Aa into the endomorphism
algebra is clearly unital, and so defines a corresponding homomorphism of
Ko-groups which is order-preserving and preserves order-units, but need
not be an isomorphism. Composing, we obtain an order-preserving
homomorphism from KO(Aa) into KdAay). At the level of projective
modules this homomorphism just comes by "inducing". That is, given a
projective right A(1-module V, we let

Zv = v0A pE"

(where this is the purely algebraic tensor product). As usual, EV is seen to
be projective by first noticing that this is clear if V is (finitely generated)
free, and then using the fact that tensor products preserve direct sums. We
summarize the above by:

5.1 PROPOSITION. Let D be a discrete group, let a be a cocycle on D, and
let Aa = C*(D, a). Let Z be the Hilbert space for a finite-dimensional
unitary right y-representation of D, where y is a cocycle on D. Then Z
determines a functor from· the category of projective Aa-modules to the

category of projective A...fJy-modules. This functor consists of tensoring with
the A(1- A(1y-bimodule p!:. which is the completion of Cc(D, a) 0 Z, with the
left action of Aa coming from the evident action of D on the first factor, with

the right action defined by (f 0 ~)x = (fx) 0 (~x), and with Aay-valued
inner-product defined by
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(f 0~,g 0 TJ)alx) = (f, g)aCx)(~x, TJ).

A similar situation prevails for the reduced C*-algebras.

Proof The only assertion we have not yet verified is the one which
concerns the reduced C*-algebras. For this we need the following facts
which should have been made explicit in [42], and whose proofs are
routine.

5.2 LEMMA. Let B be a C*-algebra and let X be a right B-module with
definite B-valued inner-product. Let L(X) be the pre-C*-algebra of
"bounded" operators on X Let Y be the Hilbert space of a faithful
representation of B. Then the norm of any element of L(X) is the same as its
norm as an operator on the Hilbert space obtained by inducing Y via X, i.e.,
on X ®B Y completed in the usual way.

5.3 COROLLARY. With X and B as above, let p be a faithful state of B.
Then the norm of an element of L(X) is the same as its norm as an operator
on the Hilbert space obtained by completing Xfor the ordinary inner-product
defined by

(x, x')p = p( (x, X')B)'

We continue the proof of Proposition 5.1. The reduced algebra
C;(D, ay) comes from the tracial state on Cc(D, ay) consisting of
evaluating functions at the identity element, e, of D. Since the
corresponding representation is faithful for C;(D, a), we can apply
Corollary 5.3. But the corresponding ordinary inner-product on Cc(D, a)
o E is given by

<I 0 ~,g 0 TJ) = (I 0 ~,g 0 17)aie) = (f, g)aCe)(~, 17)·

The representation of CAD, a) on the left is thus equivalent to m copies of
the left regular representation, where m is the dimension of E, and so does
give a representation of C; (D, a) on the completion of Cc(D, a) 0 E. The
rest of the proof works as for the full C*-algebras.

In order to compute Chern characters we really need the above set-up at
the level of Schwartz spaces, but, of course, our problem is that we do not
know how to define SeD) for an arbitrary discrete group. Thus we
specialize now to the case in which D = Zn (where the full and reduced
C*-algebras coincide). We will let Sa = SeD, a) and similarly for ay. Let
Q'Z = Sa 0 E. Then, with exactly the same formulas as before, Q'Z

becomes a left-Sa right-Say-bimodule with Say-valued inner-product,
which as a right Say-module is isomorphic to (Say)m. The only detail
which needs a moment's thought is that the range of the inner-product lies
in Say' but this follows immediately from the fact that the pointwise
product of a Schwartz function on D by a bounded function is again a
Schwartz function ..
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Thus Q'E defines a functor from the projective right modules over Sa to
those over Say. Since we have not yet completed, this functor takes an
especially simple form (as is also true when working with the Ca and Cay
above), namely

Zv = v0s QZ= v0s (Sa 0 Z) -- V0 Z,a a

with the right action defined by

(v 0 ~)x = (vx) 0 (~x)

and with the Say-valued inner-product defined by

(v 0 ~,w 017)ay(X) = (v, w)ix)ax, 17)

(the point being that the right-hand side is not so readily understood when
working with the completion).

We let the Lie algebra L of Tn act as a Lie algebra of derivations on
both Sa and Say as in the previous section.

5.4 PROPOSITION. Let V be a projective right Sa-module, and let V be a
connection on V for the action of L on Sa' Let Z be the Hilbert space of
afinite-dimensional unitary right y-representation of D. Define Von the right

Say-module V 0 Z by

V(v ® ~) = (Vv) ® ~.

Then V is a connection. Let Q be the curvature of V. Then the curvature, Q, of
V is given by

Q(X, Y) = Q(X, Y) 0Iz E Endsa/V0 Z),

where I Z is the identity operator on Z.

Proof For X E L, v 0 ~ E V 0 Z, and xED we have

Vx( (v 0 ~)ux) = Vx( (vx) 0 (~x)) = (Vx(vx)) 0 ~x

= «Vx(v) )ux + v (X(ux) ) ) ¢is) ~x

= (Vx(v) ¢is) ~)ux + 2'7Ti(x, X)(vux) 0 ~x

- (Vx(v ® ~) )ux + 2'7Ti(x, X)(v ® ~)ux

= (Vx(v ¢is) ~) )ux + (v ¢is) ~)(X(ux) ),

so that V is indeed a connection. (Here, our notation is ambiguous as to
when Ux is in Sa or Say') Note that we have used strongly~the special form
of the action of L on Sa and Say. The asserted form of Q follows from a
straight-forward calculation.

The Chern characters of V and V 0 Z are defined in terms of the

canonical normalized traces Ta and TOY on Sa and Say respectively, and of
the corresponding traces on the endomorphism algebras. We must deter-
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mine how these traces are related. Assume, as before, that V is equipped
with an So-valued inner-product. Then for v, w E V and ~, 17 E Z
we have

TOY( (v 0~, w 017)oy) = (v 0~, w 017)oyCe)

= (v, w)ie)(~e, 17) = TO( (v, w)o)(~' 17).

Let Eo = Ends (V), which is where Q takes its values, and let"

Eoy = Ends (V 0 Z)."y

Then on V we have the Eo-valued inner-product defined by

(v, w)E (v') = v(w, v/)o"

for v' E V. In terms of this inner-product there is, as discussed before
Proposition 3.3, the canonically associated (unnormalized) trace on Eo,
which we again denote by TO, defined by

TO( (v, w)E) = TO( (w, v)o)."

(So we let the context determine the intended domain of TO, instead of
decorating it with V.) In the same way there is the canonically associated

oy Etrace T on 0Y'

5.5 LEMMA. Let V and Z be as above. Let Eo and Eoy be the
endomorphism algebras of Vand V 0 Z, with canonical traces, TO and TOY as

above. Let T E Eo, so that T 0 Iz E EoY' Then

TOY(T 0 Iz) = TO(T) dim(Z).

Proof It suffices to verify this for T of the form (v, w)E' since these"
span Eo' Let gd be an orthonormal basis for 'Z. Then for any 17 E 'Z and
v' E Vwe have

L: (v 0 ~i' W 0 ~i)E (v' 0 17)"y

= 2: (v 0 ~J(w 0 ~i' v' 017)oy

= ~ ~ ((v 0 ~Jx)(w 0 ~i' v' 017)oyCX)i x

= ~ (vx 0 ~ (~iX)(~iX, 17))(w, v/)o(x)x 1

= v(w, v')o 0 17 = ( (v, W)E" 0 Iz)(v' 0 17).

That is,

Then
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'T0Y( (V, w)o (2) 12) = 'T0Y(~ (v (2) ~i' W (2) ~i)E()

= ~ 'T0( (v, W)O)(~i' ~i)

= 'T0( (v, W)o) dim(Z),

where we used here one of the calculations made in the paragraph before
the lemma.

We can now obtain the main result of this section:

5.6 THEOREM. Let V be a projective right So-module, and let Z be the
Hilbert space of a finite-dimensional right unitary y-representation of D, so

that y (2) Z is a projective Soy-module. Then the Chern characters chVand
chv0.=. of Vand V (2) Z respectively are related by

chv0z = (dim Z)chv.

Proof Note that this makes sense even though the modules are over
different algebras, since these algebras are acted on by the same Lie
algebra, L, and the Chern characters are just formal sums of alternating
multi-linear forms on L. To compute the Chern characters, we equip V
with an So-valued inner-product and a connection, \1, for the action of L
on So' As indicated in [8], the Chern character of V will be independent of
these choices. We equip V (2) Z with the corresponding Soy-vah~:~dinner
product and the connection V defined above. Let nand n be the
curvatures of \1 and V, which have values in the endomorphism algebras
Eo and Eoy of V and V (2) Z respectively. We let 'Toand TOY be the traces
on Eo and Eoy as described above.

The Chern characters are defined in terms of exterior powers of nand Q

respectively, so we must see how these exterior powers are related.
According to Proposition 5.4 we have

Q(X, Y) = n(X, Y) (2) Iz,

that is, Q is the composition of n with the homomorphism from Eo into
EOY which takes a T in Eo to T 0 I z. But it is then easily checked that
exterior powers will be related by the same composition, that is,

(Q 1\ ... 1\ Q)(X1 1\ ... 1\ X2k)

= «n 1\ ... 1\ n)(X1 1\ ... 1\ X2k» (2) Iz.

When we take traces, using Lemma 5.5, we obtain

oy - f"\T «n 1\ ... 1\ ~~)(Xl 1\ ... 1\ X2k) )

= (dim Z)'T°( (n 1\ ... 1\ n)(X1 /\ .•• /\ X2k) ).

Putting in the required factors of (2'lTi) -k Ik!, we obtain the desired
result.
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Actually, we want to construct modules over a fixed algebra S(1' and so
we now change our point of view slightly and assume that V is an
Say-module while Z is the space of a y-representation of D, so that it is
V (8) Z which is an Sa-module. We also change back to notation in terms
of skew bilinear forms. Thus let

a(x, y) = e(B(x, y)/2)

as in the previous section, and let

y(x, y) = e(\fJ(x,y)/2)

for some rational \fJ in A2L, so that

(ay)(x, y) = e( (B + \fJ)(x, y)12).

Putting everything together, we see that if T is an embedding map for
B + \fJ, then VT (8) Z will be an So-module whose Chern character is

(dim Z) exp(B + \fJ) J flT

for flT as in Theorem 4.5.
Incidently, we now see why it was not necessary for us to put any

non-degeneracy hypotheses on B, namely that in adding various rational
\fJ's to B (to get ay) we can obtain non-degenerate forms. In fact, if
integral \fJ's are added, ay does not change at all, while the effect on the
Chern character can be seen to simply involve replacement of fl by another
integral decomposable form.

5.7 Definition. Let B E A2L, and let

a(x, y) = e(B(x, y)/2)

as above. Then by a standard So-module we mean any projective right
So-module which is isomorphic to a direct sum of modules of the form
V (8) Z where Z is the Hilbert space of a finite-dimensional right unitary
y-representation of D (where y(x, y) = e(f(x, y)/2) for some rational
\fJ E A2L), and V is an elementary So+rmodule, that is, is constructed
from an embedding map T as described in the previous section. (Different
summands of a standard module may have different o/'s.) By a standard
Ao-module we mean the completion of any standard So-module, or
equivalently, any module isomorphic to a finite direct sum of modules of
form EV where Z is as above and V is an elementary AO+1/;-module.

Thus the standard Ao-modules are the ones which we know how to
construct, by the methods of this section and the last. Furthermore, we
have seen that we are able to calculate the Chern characters of standard
modules, and thus determine the elements of Ko which they represent since
the Chern character is faithful on Ko(Ao).
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In calculating the Chern characters of standard modules we need to
know the dimension of Z. But, given a rational tP,it does not seem possible
in general to see immediately from its coefficients for the standard basis
what the dimension will be of a corresponding irreducible cocyc1e
representation. One must first "diagonalize" tP and then inspect the
denominators of the new coefficients. For our present purposes, however,
we will only need to use tP's of a fairly special form, for which the
dimension can be immediately determined. Specifically, in the next section
we will need:

5.8 PROPOSITION. Let tP be a rational element of 1\2L. Suppose that there
is an integral basis for L such that, when tP is expressed as a linear
combination of the corresponding basis elements for NL, all of the
coefficients are integers except one, which is of form pi q for p and q rela
tively prime. Let y be the corresponding cocycle on D defined by

y(x, y) = e(tP(x, y)/2).

Then there is an irreducible right unitary V-representation of D of dimension
Iql. (And in fact all irreducible y-representations of D will have dimen
sion Iqj.)

Proof Let {.Fj} be the given basis, arranged so that it is the coefficient of
FI 1\ F2 which is pi q, and let {in be the dual basis for L *. Since all other
coefficients of tPare integers, y(F;, iJ) = 1 unless i,j < 2. As the space Z of
the representation we take z2(Z/Zq). We let FI act by translation by 1, and
we let ~ act by pointwise multiplication by the function

(m + Zq) H e(mpl q).

We let all the other F; act as the identity operator. This is essentially the1\

Heisenberg representation of M X M where M = Z/Zq, and so is
irreducible. Then routine calculations show that for ~ E Z and x, y E D
we have

(~x)y = e(x2YIPI q)~(x + y),

where

x = ~ x.F and y = ~ lJ.FI I .::.. .J'j J"

We recognize the cocyc1ehere as being essentially the Heisenberg cocycle.
The skew bicharacter which is cohomologous to it is easily seen to be y.
Adjusting the action above by the corresponding coboundary, we obtain
the desired )I-representation.

The fact that all irreducible representations are of dimension Jq\follows
from Proposition 34 of [18], though we will early in Section 7 give a short
proof of it for our special setting.
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6. The positive cone of Ko(A(J). The objective of the present section is to
show that for 8 not rational, every element of Ko(A(J) of positive trace is
represented by a standard module, so that the positive cone of Ko(A(J)
consists exactly of its elements of positive trace. As soon as we have
proven in Section 7 that cancellation holds (for 8 not rational), it will
follow that every projective A(J-module is isomorphic to a standard
module.

For the proof of cancellation we need the additional fact that positive
elements of Ko(A(J) are represented by modules having as direct summands
arbitrarily high multiples of standard modules. The proof of this fact must
be carried through the inductive arguments used in this section. Thus the
main theorem of this section is:

6.1 THEOREM. Let 8 E 1\2L, and assume that 8 is not rational. Then every
element of Ko(A(J) with strictly positive trace is represented by a standard
module, so that the positive cone of Ko(A(J) consists of its elements of strictly
positive trace, together with zero. Furthermore, for any integer m > 0
every positive element of Ko(A(J) is represented by a standard module which
has as a direct summand m copies of a (non-zero) standard module.

Of crucial importance for the proof of Theorem 6.1 is the work of
George Elliott [16], in which he describes the range of the Chern character
on Ko(A(J), and shows that the Chern character is injective on Ko(A(J)' This
reduces our task to showing that for every element of l\eL* which is in the
range of the Chern character and which has positive Oth component
(the trace), we can find a standard module with that given element as its
Chern character (for 8 not rational). We now recall Elliott's specific
results, with the slightly more explicit notation which we will need (and

,with the modification of conventions which we discussed at the end of

Section 4).
We let I\eL be the even part of the exterior algebra of L, so that I\eL is a

commutative finite-dimensional graded algebra under the exterior prod
uct. Then 8, as an element of the algebra I\eL, is nilpotent, and
consequently exp(8) is defined by a finite series (where here exp(8) should
not be confused with the composition of 8 with the function
t 1--;. exp(2'lTit) ). Viewing D as the integral lattice in L *, we can view I\eD
as the integral part of l\eL *, and it thus makes sense to pair elements of
l\eD with exp(8) to get real numbers. For /l E l\eD we denote this pairing
by (exp(8), /l). Then Elliott shows that the range of the trace on Ko(Ao) is
exactly the set

of real numbers. (For a proof of this fact using Connes' n-traces see [36].)
In interpreting this expression, we must pair the various terms in the series
for exp(8) with the elements of l\eD of the same degree.
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More generally, we can contract elements of !\eL* by 8, gIvmg a
nilpotent endomorphism of !\eL* which lowers degree by 2. Exponentiat
ing this endomorphism, we obtain an automorphism of /\e L*, which
Elliott denotes by exp(l /\ 8). Elliott then shows that the range of the
Chern character on Ko(Ae), which will be a subset of /\e L *, is exactly
the image of /\eD under expel /\ 8). Since exp(l /\ 8) is easily seen to be
just contraction by exp(8), we will often find it convenient to denote the
image under exp(1 /\ 6) of ,.,.E /\eL* by (exp 6) J p.. It is easily seen
that the O-degree term of (exp 8) J p. is exactly the trace term (exp(O), p.)

indicated above, and that the term of degree 2k is defined, for
Xl' . - . , X2k E L, by

(Xl /\ ... /\ X2k, (exp 6) J p.)

t

= ~ (Xl !\ ... /\ X2k !\ 8P-k, p.p)/(p - k)!
p=k

where by p.p we mean the term of p. of degree 2p, and where t is nl2 or
(n- 1)/2 according to whether the dimension, n, of L is even or odd.

Our objective then, is to show (for 0 not rational) that, given any
p. E/\eD for which (exp(O), p.) > 0 (the trace condition), we can construct
a standard module whose Chern character is (exp 0) J p..

To do this, we must see how the elementary and standard modules
.constructed earlier fit in with Elliott's results. Now from Theorem 4.5 it is

clear that the elementary modules correspond exactly to the p.'s which are
homogeneous (i.e., concentrated in one degree) and decomposable over Z.
No~ let f be a rationQl el",ment of /\2 L and let y be the corresponding
cocycle as in Section 5. Let Z be the Hilbert space for an irreducible finite
dimensional right unitary y-representation for D, and let V be an

elementary SO+I[;-module,so that V 0 Z is a standard So-module. Let dl[;

denote the dimension of Z, which is the same as the dimension of any
other irreducible y-representation, by Proposition 34 of [18] or an
argument we give early in Section 7. Let I-" be the homogeneous
decomposable element of /\eD corresponding to V. Then by Theorem 5.6
and the discussion immediately after, the Chern character of V (9 Z is

dlf;(exp(8 + 1/;» J p. = (exp 8) J (dl[;(exp 1/;) J p.).

(One can show that dlf;(exp tf;) J p. is in /\eD.) Consequently, standard
So-modules have as Chern characters finite sums of such terms (satisfying
the positive trace condition).

Conversely, Theorems 4.5 and 5.6 show that for any homogeneous
decomposable v E /\eD we can construct an Se-module whose Chern
character is

(exp 0) J (dlf;(exp tf;) J v),
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provided that the trace condition

(exp(O + tfJ), v) > a

is satisfied. We can rewrite this trace condition as
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(exp(O), d1/lexp tfJ) J v) > o.

It now becomes evident that the proof of Theorem 6.1 can be reduced to
proving a statement just ahout elements of 1';D, and we can forget (for
this purpose) that there are any C*-algebras or modules involved.
Specifically, it is sufficient to prove:

6.2 THEOREM. Let 0 E A2L and assume that 0 is not rational. Let

J-t E Ae D. If (exp( 0), J-t) > 0, then J-t can be expressed as a finite sum of

terms of the form d.p(exp tfJ) J v for which
(1) v E AeD, and v is homogeneous and decomposable over Z,
(2) tfJ E A2Land tfJ is rational,

(3) (exp(O), d.p(exp tfJ) J v) > O.
Furthermore, for any positive integer m We can arrange that one of these
terms occurs m times in the sum.

For (-t E AeL* we will denote its component of degree 2k by J-tk. By the
height of (-t we will mean the largest integer k for which (-tk =1= O. From
Theorem 4.5 and the discussion shortly before Lemma 4.4, this
corresponds to the definition of height given in Definition 4.1. We will
prove Theorem 6.2 by induction on the height of J-t. For given height k, we
first treat the case in which J-tk is decomposable over Z, and then show how
to deal with the general case.

To start the induction we need to know that the theorem is true for

,height O. Now for this case, the first part of the theorem is obvious, as (-t is
trivially already homogeneous and decomposable. However, the multiplic
ity statement at the end of the theorem is not evident, and to prove it we
must clearly go beyond height 0, and use the irrationality of O. For future
purposes it is convenient for us to consider a slightly more general case.

6.3 LEMMA. For any 0 in A2L the conclusions of Theorem 6.2 are true
whenever f.l is of the form (-to + a~ A P2 where ~ and ~ are part of an
integral oriented basis {~} for D such that 012 = (0, Pl A P2) is irrational.
(We permit a = 0, to take care of the case of height 0.)

Proof Let v = Pl A P2, let {F;} denote the dual basis to {~} for L, and
let tfJ = (p/q)F1 A F2 where p and q are integers yet to be chosen. Then

(exp(O), q(exp tfJ) .J v) = p + qB12.

Since 012 is irrational, we can choose p and q such that q > a and
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where m is the desired multiplicity as in the statement of Theorem 6.2. If
}.to - mp > 0, then the decomposition

}.t = mq(exp 1/;) J v + (}.to - mp)

has almost the desired form. If }.to -mp < 0, then mq()12 < a()12,so that
a =1= mq. Let € = sign(a - mq), let v' = w, and let

1/;' = €(J.Lo - mp)/(a - mq)F1 /\ F2·

Then

€( a - mp)( exp 1/;') J v' = J.Lo - mp + (a - mp )F1 /\ F2,

which when paired with exp () is positive, so that

J.L = mq (exp 1/;) J v + €( a - mp)( exp 1/;') J v'

gives a sum of almost the desired form. Now pi q may not be a reduced
fraction, but in any event d~ will divide q, by Proposition 5.8, so the first
term above is a sum of copies of dlexp 1/;) J v. The factor €(a - mp),
which is positive because of the €, is handled in the same way. We thus
obtain a sum of the desired form.

We find it necessary to treat separately also the case of height 1, because
there is not yet enough height to maneuver very freely, and because D may
have a small number of generators. In fact this case is the most
complicated one.

6.4 LEMMA. Let () E /\2 L, and assume that () is not rational. Then the
conclusions of Theorem 6.2 hold for any fJ, of height 1.

Proof Since J.Ll is in /\2D, there is, according to Lemma 5 on page 71 of
[24], a basis, {in, for D for which J.Ll has the special form

r

}.tl = ~ aiF2i-1 /\ F2i

where the ai are non-zero integers. The number, r, of a/s is called the rank
of J.Ll' (Equivalently, r is the smallest integer such that (J.Ll)'+l = 0.) We
will argue by induction on this rank.

To begin the induction we must prove the conclusion of Theorem 6.2
when r = 1, so J.Ll is of the form aFl /\ F2. We must treat three suc
cessive cases. The first is that in which «(), J.Ll) is irrational, so that
el2 = (e, PI /\ P2) is also. But we treated this case in Lemma 6.3. The
next case is that in which ()12 is rational but there is some basis vector
if with i >- 3 such that ()u = «(), Fl /\ if) is irrational (or, by similar
arguments, «(), 1; /\ F;) is irrational). Then for any integer p, yet to be
chosen, we have
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J.tl = aF} /\ F2 = pFI /\ (aF2 + (l - P )F;)

+ (1 - p)Fj /\ (aF2 - pFJ.
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VI = pFI /\ (aF2 + (l - P )if)·

Then for an integer va yet to be chosen, and for v = va + vI' we have

(exp(B), v) = va + paB12 + p(l - P )BIi·

By Weyl's Theorem 9 in [59J we can choose p and va so that p =1= 0, 1
and

o < (exp(B), v) < (exp(B), J.t).

Let v' = J.t - v, so that 0 < (exp(B), v') and

VI = (l - P )FI /\ (aE; - pif)·
Then

«(), vI> = (l - P )a012 - (l - P )pOli'

which is irrational. Both v and v' are clearly of rank 1, and so by Lemma 5
on page 71 of [24J they can be put in the form to which Lemma 6.3 applies.
That is, we have reduced this second case to the first.

Finally, we must consider the case in which (B, PI /\ if) and (B, P2 /\ if)
are rational for all i. We reduce this case also to the first. Since () is not
rational, there is some pair of basis vectors, which by rearrangement we
can assume to be ~ and P4, such that B34 = (0, P3 /\ P4) is irrational. For
integers q and va yet to be chosen let VI = q~ /\ ~ and v = Va + VI' so
that

(exp(O), v) = va + qB34'

Then we can choose va and q =1= 0 such that

o < (exp(B), v) < (exp(O), J.t).

Notice that the first case then applies to v. Let v' = J.t - v, so for any
integer p, yet to be chosen, we have

vI = aPI /\ P2 - qJ.; /\ P4

= (aPI + (l - P )J.;) /\ (pP2 - qP4)

+ (aPI - pJ.;) /\ ((l - p)P2 + qF4)·

Let

Then
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«(), AI) = ap(}12 + (1 - P )P(}32 - aqB14 - (1 - P )qB34'

Since (}12, (}32 and (}14 are by assumption rational, while B34 is irrational, we
can choose p =1= 0, 1 and integer Ao such that, with A = Ao + AI'
we have

o < (exp(B), A) < (exp(B), v').

Let A' = v' - A, so that

o < (exp(B), N)
and

Al = (aFl - p~) !\ «(1 - p)~ + qF4)·

Then (B, AI) and (B, A1) are both irrational. Thus we have

fL = v + A + N,

arranged so that after an application of Lemma 5 on page 71 of [24],
Lemma 6.3 applies to each of the three terms on the right. This concludes
the proof for r = 1.

. We now prove the induction step. That is, we assume Lemma 6.4 to be
true for all III of rank r - 1 or less (r > 2), and we show it to be true for all
fLl of rank r. We do this by showing that we can find v and v' of height
< 1 such that fL = v + v', while VI and vI have rank < r - 1, and
o < (exp(B), v) and 0 < (exp(B), v'). Then by the induction hypotheses v

and v' have expressions as sums of the desired form, including the
multiplicity statement, and so fL does also. As before, by Lemma 5 on page
71 of [24] there is an oriented basis {if} for D such that

r

fLl = ~ al?2i - 1 !\ F2i·

Throughout let Bij = (B, if !\ lJ). We must again consider several cases.
Case 1. Assume that some cross-term of B for fLl is irrational, that is,

for some j, k < 2r not of the form 2i - 1 and 2i, we have Bjk irrational.
Then by rearranging the basis (and possibly changing signs), we can
assume that

(6.5) fLl = aFI /\ F2 + bF3 !\ F4 + P

where a =1= 0 =1= b, while p is of rank r - 2, and B23 is irrational. For any
integer p, yet to be chosen, we have, much as above,

(6.6) fLl = (aFi + (1 - P )F3) !\ (pF2 + bF4)

+ (aFl - p~) !\ «(1 - p)F2 - bF4) + p.

Let
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so that

(6.7) (0, Vj) = P2023 + p(aOj2 - b034 - 023) + abOI4 + b034.

By Weyl's Theorem 9 in [59] we can choose p and an integer va so that, for
v = va + Vj,

o < (exp(O), v) < (exp(O), }l).

Let v' = }l - v, so that vj has rank r - 1. Then }l = v + v'is of the desired
form.

Case 2. Assume that no cross-terms of ° for }lj are irrational, but some
02i-I 2i is irrational, where i < r. Again by rearranging the basis we can
assu~e that }lI is of the form (6.5) above where now 012 is irrational while
023 and 014 are rational. We then express }lj as in (6.6) and define VI as
done there, so that we obtain (6.7). We then see that as long as aOj2 - b034

is irrational, we can again apply Weyl's theorem and proceed as in Case 1.
Thus we only need to deal with the situation in which aOI2 - b034 is
rational. But note that if we then add any non-zero integral multiple of Oj2

to a012 - b034 we will obtain an irrational number. This suggests that for a
yet to be chosen integer q we write

}l = qFi 1\ F2 + (a - q )Fj 1\ F2 + bFJ 1\ F4 + p

and let Al = qFI 1\ F2. Since °12 is irrational we can choose q =1= 0 and an
integer Aa such that, for A = i\a + i\j,

o < (exp(O), i\) < (exp(O), }l).

Now Al is of rank 1 and so i\ has an expression as a sum of the desired
form. Let}l' = }l - A. Then}l' still has rank <r, but (a - q)Oj2 - b034 is
now irrational, so that we can apply to }l' the argument given at the
beginning of Case 2.

Case 3. Assume that all 0ij for i, j < 2r are rational, but that 0ik is
irrational for some i < 2r and some k > 2r + 1. By rearranging the
basis we can assume that i = 1, and that }lj has form

}lj = aFj 1\ F2 + p,

where the rank of p is < r - 1. For an integer q yet to be chosen write

}lj = qFj 1\ ~ + FI 1\ (aF2 - q~) + p

and let i\I = qFI 1\ ~. Since 0Ik is irrational we can choose q =1= 0 and an
integer i\o so that, for i\ = i\o + i\I'

o < (exp(O), i\) < (exp(O), }l).

Now i\ 1 is of rank 1 and so i\ has an expression as a sum of the desired
form. Let}l' = }l - A. Then }l' still has rank f, but it is now of the form to
which Case 2 applies.
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Case 4. Assume that all By for which either i < 2r or j < 2r are rational.
Since B is not rational, we can find i, j > 2r + 1 such that Bij is irra
tional. For an integer q yet to be chosen write

P,l = q"J; /\ FJ + aPI /\ P2 + (-q)F; /\ FJ + P

where p is of rank r - 1, and let

Al = q"J; /\ FJ + aPI /\ P2•

Since ()y is irrational, we can choose q =1= 0 and an integer Ao such that, for
A = Ao + AI'

o < <exp(B), A) < (exp(B), p,).

Let A' = p, - A. Then Al and Al are both of rank <r, and are in the form
to which Case 2 applies, so that we obtain the desired expression for p,.

This concludes the proof of the induction step, and so of Lemma 6.4.

The induction step in the proof of Theorem 6.2 has two stages. The first
deals with the case in which P,k is decomposable.

6.8 LEMMA. Let () E /\2 L, and assume that () is not rational. Suppose that
for some fixed k > 2 it is known that the conclusions of Theorem 6.2 are
true for all p, of height < k - 1. Then the conclusions of Theorem 6.2
are true for all p, of height k for which P,k is decomposable.

Proof Notice that dim(L) > 4, since otherwise there are no p, of height
>2. The condition on P,k means that there is an oriented basis {in for D
such that

P,k = a€~ /\ ... /\ P2k,

where a is a positive integer and € = +1. We must consider three cases
(which are somewhat parallel to the three cases treated in the first half of
the proof of Lemma 6.4).

Case 1. We suppose that () is not rational on the linear span of
PI' ... , P2k. For convenience we rearrange these basis elements so that
(}2k-I,2k is irrational. Let

vk = €FI /\ ... /\ F2k,

so that P,k = aVb and let v = Vk' so that all the lower order terms of v are O.
We wish to find a rational~ E /\2L such that d1{; = a and

o < a(exp((}), (exp ~) J v) < (exp((}), p,).

For if we then set A = p, - d1{;(exp t/;) J v, we see that A is of height
<k - 1 and 0 < (exp(B), A), so that by the induction hypothesis A has an
expression as a sum of the desired form, including the multiplicity
requirement for m. Since d",,(exp l/;) J v already is of the desired form, it
will then follow that p, has the desired expression as a sum.
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It is notationally convenient to treat first the case k = 2. This will also
give a good indication of how the general argument works. Thus we
assume for the moment that 834 is irrational and that

€V = FI /\ F;. /\ ~ /\ ~.

We look for 'I/; of the form

'I/; = rFI /\ F2 + pFI /\ F3 + qF2 /\ F4

where p and q are integers but r = c + 11 a for an integer c, so that do/ = a
by Proposition 5.6. Notice that

'I/; /\ 'I/; = -2pqF1 /\ F2 /\ F3 /\ F4,

so that r does not occur in this expression. Then

(exp '1/;) J w = -pq + r~ /\ F4 - pF2/\ F4 - qFI /\ F3 + w,

so that

(exp(8), (exp '1/;) J €V)

= - pq + r834 - P824 - q813 + (812834 - 813824 + 814823)

= r834 - p(q + 824) - q813 + rest.

Since 834 is irrational, we can choose q so that (J34 and q + 824 are linearly
independent over the rationals. Since r = c + 11a, we can then choose
c and p such that

o < a(exp(8), (exp '1/;) J v) < (exp(8), p,),

as desired.
For the general case with k :> 3 we look for 'I/; of the form

'I/; = rFI /\ F2 + pFI /\ F2k-1 + qF2 /\ F2k + ncp,

where

1> = F3 /\ F4 + F5 /\ F6 + ... + F2k - 3 /\ F2k - 2

and r = c + 11a, for c, n, p, q integers. Then

(11k!)'I/;k = - pqnk-2 FI /\ ... /\ F2k,

so that

(exp(8), (lIk!)'I/;k J EV) = _pqnk-2.

Notice that r does not occur in this expression. Next, we see that

(11 (k - 1) !)~k - I
k-2 /\ /\ k-2 /\ /\ /\= rn FI ..• F2k-2 + pn PI F3 ... F2k-1

+ qnk-2 F2 1\ ... 1\ F2k-2 /\ F2k
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+ pqnk-3 FI A F2k-I A F2 A F2k A cpk-3/( (k - 3)!),

so that

(lI(k - l)!)~k-I J W
k-2- - k-2- - k-2--= rn F2k-I A F2k + pn F2 A F2k + qn FI A F2k-I

k-3 - - - -
- pqn (F] A F4 + ... + F2n-3 A F2n-2),

and

(exp(O), (lI(k - l)!)~k-I J w)

k-20 k-20 k-20= rn 2k- I 2k + P n 2 2k + qn I 2k- I, . , ,

- pqnk-3(B3 4 + ... + B2n-32n-2)', ,

Notice the occurrence of the irrational B2k-I 2k' For j < k - 2 we see in
much the same way that ~j will be of the fo;m

rni-I~I + pni-I~2 + qni-I~3 + pqni-2~4 + ni~s

where the ~i are elements of AiL. Thus

(exp(O), (lIj!)1j;i .J v)

will be a homogeneous polynomial in r, p, q and n of degree j of form

rni-Isl + pni-Is2 + qni-Is3 + pqni-2s4 + niss

where the si are real numbers. Adding up these various expressions, we
find that

(exp(B), (exp ~) J v)

= rPI(n) + pPin) + q~(n) + pqPin) + Ps(n)

where the ~ are polynomials of degree k - 2 or less, with the coefficient of
nk-2 being irrational for PI' while it is rational for P4. We can rewrite this
more specifically as

r(ank-2 + QI(n» + p( (/3 - q)nk-2 + Q2(n») + qP3(n) + Ps(n)

where QI and Q2 are polynomials of degree < k - 3, a is irrational
(= 02k-I 2k)' and /3 is real. We can thus choose q so that a and j3 - q are
independ~nt over the rationals. For this choice set

Q3(n) = qPin) + JS(n) and y = /3 - q,

so that we obtain

r(ank-2 + Ql(n)) + p(ynk-2 + Q2(n») + Q3(n).

We claim now that we can choose n so that ank-2 + Qj(n) and
ynk-2 + Qin) are independent over the rationals. Dividing through by y
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(noting that air is irrational), we see that to show this it suffices to prove
the following result, which may well be known, but for which I have not
found a reference.

6.9 SUBLEMMA. Let a be a real (or complex) number, and let P and Q be
monic polynomials. 1/ aP(n)!Q(n) is rational for at least (degree(P) +
degree(Q) + 1) distinct integers, then a is rational.

Proof The proof is by induction on (degree(P) + degree(Q) ). The case
for which this sum is 0 is clear. Let S be a set of distinct integers for which
aP(n)/ Q(n) is rational.

Case 1. Suppose that degree(Q) < degree(P). Fix m E S. Then for
all n E S

a(P(n)IQ(n) - P(m)IQ(m))

is rational. We rewrite this as

a(P(n) - (P(m)/Q(m) )Q(n) )IQ(n),

and note that the numerator is still monic in n because degree(Q) <
degree(P). Furthermore the numerator is 0 when n = m, and so we can
factor out a term n - m and rewrite our expression as

a(n - m)R(n)IQ(n)

where R is a polynomial, still monic, with degree(R) = degree(P) - 1.
For n =1= m we can divide by n - m to find that aR(n)1 Q(n) is rational for
all n E S\{m}. By the induction hypothesis it follows that a is
rational.

Case 2. Suppose that degree(P) < degree(Q) and that P(m) = 0 for
some m E S. Then we can factor as a(n - m)R(n)IQ(n) and conclude
that a is rational as above.

Case 3. Suppose that degree(P) < degree(Q) and that P(m) =1= 0 for all
m E S. Then, assuming that a =1= 0, we see that a -] Q(n)1 P(n) satisfies
the hypotheses of Case 1, so that a -1 and hence· a is rational.

Case 4. Suppose that degree(P) = degree(Q). If P and Q are equal then
we are clearly done. If they are not equal, then in view of the size of S,
there must exist an m E S such that P(m) =1= Q(m). For this m consider as
above

a(P(n) - (P(m)IQ(m) )Q(n) )IQ(n).

Now the coefficient of the term of highest degree in the numerator is
1 - P(m)IQ(m), since P(m) =1= Q(m). We can factor out this term, as
well as n - m, to obtain

a(1 - P(m)IQ(m) )(n - m)R(n)IQ(n),

where R is monic and degree(R) = degree(Q) - L Then for any
n E S\{m},
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a(l - P(m)/Q(m) )R(n)/Q(n)

is rational. By the induction hypothesis we conclude that

a(l - P(m)/Q(m»

is rational. But by assumption aP(m)/ Q(m) is rational, so that a is
rational.

Returning to the proof of Case I of Lemma 6.8, we fix n as claimed. It is
then clear that we can choosec and p (recalling that r = c + 1/a)
so that

o < (exp(O), (exp '4/;) J v) < (exp(O),I-'-),

as desired.
Case II. We suppose now that 0 is rational on the linear span of

FI, .•• , F2k, but that Bij is irra~ional f~ some i < 2k and some} > 2k + 1.
For convenience we reorder Fj, ... , F2k so that Olj is irrational for a fixed
} > 2k + 1. Then we can rewrite I-'-k as

I-'-k= a€[2EI /\ (~ - lJ) - FI /\ (E2 - 2lJ) ] /\ E3 /\ ... /\ F2k·

For integers va and p yet to be chosen let

v = va + pFI /\ lJ + 2a€Fi /\ (F2 - lJ) /\ F3 /\ ... /\ F2k.

Then

(exp( 0), v) = va + pO lj + constant,

so that we can choose va and p such that

o < (exp(O), v) < <exp(O), 1-'-).

Notice that FI, (F2 - lJ), F3, ... , E2k forms part of an integral basis for
L*, and that

(0, FI /\ (~ - lJ» = 012 - Olj

is irrational, since 012 is assumed rational while Olj is assumed irrational.
Let v' = I-'- - v, so that 0 < (exp(O), v') and

vk = - a€EI /\ (E2 - 2lJ) /\ E3 /\ ... /\ E2k·

Notice that FI, (E2 - 2lJ), F3, ... , F2k forms part of an integral basis for
L*, and that

(0, FI /\ (F2 - 21)) = 012 - 20lj

is irrational.
Thus v and v' are both in exactly the form to which Case I applies, and

so they can be expressed as a sum of terms of the desired form, including
the multiplicity statement.
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Case III. We suppose now that 0if is rational if either i < 2k or j < 2k.
Since 0 is assumed not to be rational, we can find i, j > 2k + 1 such that
Oi) is irrational. For integers va and p yet to be chosen let

v = va + pF; 1\ FJ + F3 1\ ... 1\ ~k 1\ F; 1\ FJ·

Then

(exp(O), v) = va + pOi) + constant,

so that we can choose Va and p such that

o < (exp(O), v) < (exp(O), /1).

Notice that v is in exactly the form to which Case I applies, and so can be
expressed as a sum of terms of the desired form.

Let v' = /1 - v, so that 0 < (exp(O), v') and

vk = (afFi 1\ ~ - If 1\ FJ) 1\ E3 1\ ... 1\ E2k,

which can be rewritten as

[(a€~ - If) 1\ (2F2 - FJ) + (afEj - 2F;) 1\ (- F2 + FJ) J

1\ ~ 1\ ... 1\ ~k'

For integers Aa and q yet to be chosen let

A = Aa + qIf 1\ FJ + (afEI - If) 1\ (2E2 - FJ)

1\ F3 1\ ... 1\ F2k.

Then

(exp(O), A) = Ao + qOi) + constant,

so that we can choose Aa and q such that

o < (exp(O), A) < (exp(O), v').

Notice that (afEj - F;), (2E2 - FJ), ~, ... , E2k form part of an integral
basis for L*, and that

(0, (a€Fj - Fj) 1\ (2E2 - lJ» = 2afOj2 - afOlj - 20i2 + Oij

is irrational, since °12, 0lj and On are assumed rational while 0ij is assumed
irrational.

Let A' = v' - A, so that 0 < (exp(O), A'), and

Ak = (afFj - 2F;) 1\ (- ~ + FJ) 1\ F3 1\ ... 1\ F2k·

If a is odd, then a€ and 2 are relatively prime, and so (a€Fj - 2F;),

( - F2 + F), E3, ... , E2k form part of an integral basis for L*. If a is even,J - -

then after factoring out a 2 from (a€FI - 2F2), the terms again form part
of an integral basis. Furthermore 8 is not rational on the linear span of
these terms, for reasons similar to those given above for A.
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Thus A and A' are both in exactly the form to which Case I applies, and

so they can be expressed as a sum of terms of the desired form, including
the multiplicity statement. Since J.L = v + ;\ + ;\',we are done.

The final stage of the induction step is given by:

6.10 LEMMA. Assume that 0 is not rational. Suppose that for some fixed

k > 2 it is known that the conclusions of Theorem 6.2 are true for all J.Lof

height k for which J.Lkis decomposable. Then the conclusions of Theorem 6.2
are true for all }l of height k.

Proof Since 0 is not rational, we can choose an oriented basis {if} for D

such that 012 is not rational. Any J.LkE 1\2kD can be expressed as a linear
combination of the (decomposable) basis elements for 1\2kD which come
from the basis {if}. In analogy with the rank which was used in the proof
of Lemma 6.4, we define the length of a J.Lkto be the number of non-zero
terms in its expression as a linear combination of these basis elements.
Our proof is by induction on the length, the case of length 1 being just the
hypothesis of the lemma.

So suppose that for some integer m > 2 it is known that the conclusion
holds for all J.Lof height k for which J.Lkhas length < m - 1. Let J.Lbe of
height k with J.Lkof length m such that 0 < (exp(O), J.L). Then we can
express J.Lkas J.Lk= vk + vk where vk has length 1 and vk has length m - 1.
For integers va and p yet to be chosen, set

v = va + pEl 1\ F2 + Vk'

Then

(exp(O), v) = va + p012 + (Ok/k!, vk)'

Since 012 is irrational, we can choose va and p so that

a < (exp(O), v) < (exp(O), J.L).

Let v' = J.L - v, so that 0 < (exp 0, v') and vk has length m - 1. Then by
the induction hypotheses both v and v' have expressions as sums of the
desired type, including the multiplicity statement, and so J.L does also.

This concludes the induction step, and so concludes the proofs of
Theorems 6.1 and 6.2.

We remark that Theorem 6.1 can fail for 0 rational. In fact already for
T4 there are elements of Ka(C(T4)) with positive trace which do not come
from any complex vector bundle over r4, as can be seen by examining the
Chern characters of line bundles [20, 23].

7. The cancellation theorem. We use the notation of Section 6. The goal
of this section is to prove:
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7.1 THEOREM. Let () E 1\2L, and assume that () is not rational. Then

cancellation holds for projective modules over An, that is, if U, Vand Ware

projective An-modules such that

U(f)W~ V(f)W,

then U '"-' V Equivalently, any two projective An-modules which are stably
isomorphic (i.e., represent the same element of Ko(An)) are in fact
isomorphic.

Since from Theorem 6.1 we know that every element in the positive cone
of Ko(An) is represented by a standard module, we immediately obtain:

7.2 COROLLARY. If 8 is not rational, then every projective An-module is
isomorphic to a standard module.

Thus we know how to construct all projective An-modules, up to
isomorphism.

At the end of this section we will give some further interesting
consequences of Theorem 7.1.

Our proof of Theorem 7.1 parallels the proof in [49] for the
two-generator case. In view of the information which we have amassed in
the previous sections, the main fact which we still need is a bound on the
topological stable rank of the endomorphism algebras of standard
modules, so that we can apply the results of [57]. To obtain this bound, we
need a convenient description of the endomorphism algebras of standard
modules of the form Z V where V is elementary.

We use notation as in Definition 5.7. Thus let 8 and (J be as earlier, let <f;

bt;> <:l r<:lt~LYrLAl olQrn ••nt of ,A,2£, und l~l r ue lhe l:UrreSponulng cocycie for
1/J on D = Zn. Let E be the Hilbert space for an irreducible
finite-dimensional right unitary V-representation of D, and let V be an
elementary Ao+f-module.

Since tJ; is rational, we can, according to Lemma 5 on page 71 of [24],
"diagonalize" tJ; into 2 X 2 blocks, that is, we can find a basis

fr, ... , fb gr, ... , gk, hr, ... , hj

for D, where 2k + j = n (though there may be no h/s), such that

1/;(f, gi) = p/ qi for each i,

where Pi and qi are relatively prime integers, while 1/; on all other pairs of
these basis vectors is zero. For each i let F; be the cyclic group of orderf\

qi' let f3i be the Heisenberg cocycle on F; X If, and map f and gi to ele-
ments in Pi and ~ respectively such that, identifying hand gj with their
images, we have
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/\

(while f3(gi' fJ = 1). Let F be the product of the Fi's, so that F is the/\ /\

product of the 1['s. Map D into F X F by means of the maps on the I;
and gi used above, and by sending the hi t~ the identity element. Let f3
denote the Heisenberg cocycle on F X F, and let f3 also denote its
pull-back to D. Then the anti-symmetrization of f3 on D will coincide with
that of y (which is y2 since y is already anti-symmetric), where to see this
we must recall the factor of 2 used in defining y in terms of 1/;. Thus f3 and
yare cohomologous, so that V-representations of D correspond to
j3-representations. Let C be the subgroup of D spanned by the qil;, the
q.g. and the h., so that C is exactly the kernel of the map of D ontoI I /\ I

F X F, and f3 is trivial on C. Under any irreducible f3-representation of D

the elements of C will be carried to scalar multiples of the identity
operator, thus defining a character, X, on C, which can be extended (not
uniquely) to a character, also X, on D. Then the inner tensor product of the
given representation with X will be a f3-representation of D which is trivial/\

on C, and so is the pull-back of a f3-representation of F X F. But
/\

up to isomorphism F X F has only one irreducible f3-representation,
namely the Heisenberg representation on L2(F). Thus we have shown that
any irreducible f3-representation of D is just the inner tensor product of
the Heisenberg representation on L2(F) with some character X of D.

Let V be an elementary Ao+~-module. For the present purposes it
is most convenient to go back to the original construction summarized
in Proposition 3.2, rather than the definition given in Notation 4.2./\

Thus V comes from an embedding of D as a lattice in N X N, where
N = RP X zq with 2p + q = n, and where the pull-back to D of the/\

Heisenberg cocycle on N X N, say 0, is cohomologous to oy. Thus, taking
into account the i30morphi~ms of AS willI AO+t and of AS/3 with A{;, we see
that we can assume that V is as just described above, and that the
finite-dimensional f3-representation is of form L2(F) 0 X, where we abuse
notation by letting X denote also the (one-dimensional) space of
the representation X. That is, standard modules for which Z is irreduc
ible are obtained by "inducing" V of the above form by means of the
bimodule determined by L2(F) 0 X in the way described in Proposition
5.1. Now at the level of dense subspaces this "induced" module is just
S(N) 0 L2(F) 0 X, as discussed shortly before Proposition 5.4, and from
this point of view it is evident that the effect of X is the same as that of

composing the action of So/3 (that is, S(D)) on S(N) ® L2(F), with the
automorphism of SS/3 corresponding to X ~nder the dual action. This then
remains true for the completions. Now D (= Tn) is path-connected, so/\

that the automorphism of AS/3 corresponding to a XED is connected by
a path to the identity automorphism. It follows that if V is any projective

AS/3-module, and if VX denotes the module obtained by composing the
action of AS/3 with the automorphism from X, then VX is isomorphic to V.
(This is most easily seen at the level of projections.) It follows that for our
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1\

present purposes we can ignore the dual action of D on modules, and
assume that X = 1.

Since F is finite, it is clear that

S(N) ~ L2(F) -- S(N X F),

and that the action of S8{3 corresponds to the Heisenberg action for
M = N X F, since 8 and /3 come from the Heisenberg cocyc1esfor Nand
F respectively. If we keep in mind the passage from bicharacters to
anti-symmetric bicharacters which we have used since Section 4, the above
discussion can be summarized by:

7.3 THEOREM. Let e be any element of f\2L. Then every standard

An-module is, up to isomorphism, the direct sum of modules obtained (as in1\

Section 3) from embeddings of D as a lattice in groups M X M, where M
is of the form M = RP X zq X F, for 2p + q = nand for F some finite
Abelian group.

We are now exactly in a position to apply Proposition 3.2, with the roles
of D and D-.l interchanged. We find that the endomorphism algebra of a1\

module coming from an embedding of D as a lattice in a group M X M
is C*(D-.l, /3). Now D-.l is itself a lattice in M X if according to Lemma
3.1, and so must be of form Zn X Fo for some finite Abelian group Fo, for
the reasons discussed after Proposition 3.6. But then C*(D-.l, 73) will have
topological stable rank no larger than n + 1, according to Proposition 3.9.
Thus the endomorphism algebra of each of the summands described in
Theorem 7.3 will have topological stable rank no larger than n + 1.

What remains then is to see how topological stable rank of endomor
phism algebras behaves under taking direct sums of the corresponding
modules. Nuw according to [21], for C'l'-algebras the topological stable
rank is the same as the Bass stable rank. But it follows from Theorem 1.9
of [57J that the Bass stable rank of the endomorphism ring of a direct sum
of modules is no larger than the maximum of the Bass stable ranks of the
endomorphism rings of the summands. Thus the same must be true for
the topological stable rank. It seems desirable to have a direct proof of this
fact, not passing through the Bass stable rank, and which works for
general Banach algebras:

7.4 PROPOSITION. Let A be a Banach algebra with identity element, and let

VI and V2. be projective A -modules. 1/

tsr(EndA(Tj» < n for j = 1,2,
then

tsr(EndA(Vi EEl V2.» < n.

Proof Let T = (1j, ... , T:z) be an element of
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(EndA (VI E9 V2) t,
and let N be a neighborhood of T. We must show that N contains an
element of

Lgn(EndA (VI E9 V2)),

in. the notation of [48]. Now each 1j can be written as a 2 X 2 matrix
{tlk} where

~k E HomA(fA:, Jj).

By the hypotheses on Vj we can perturb {t~I} slightly so that the new T
is still in N while the new {tL} is in Lgn(EndA(VI)). Thus there is {s\d
in (EndA (Vj) t such that

~ sil/ll = IVJ'

Then for each k we have
k k i i

t21 = ~ (t2Is11)tIl,

and so we can perform "elementary row operations" to make all the t~1

equal to O.That is, we can find an invertible n X n matrix, E, with entries
in EndA (Vj E9 Vi), such that, if R = ET where Tis vi.ewed as a column
vector so that R is also, and if R = {RJ and Ri = {r}k} with

rjk E HomA (fA:, Jj),

then we have r~1 = 0 for all i, and r; I = t; I (the new ones). Now EN is a
neighborhood of ET = R. So by the hypothesis on V2we can perturb {r~2}

slightly so that the new R is still in EN while the new {r~2} is in
LR",,(EndA(V";)). We can then again perform "element-Hry row operations"
to make the ri2 equal to O.That is, we can find an invertible n X n matrix,
P, with entries in EndA (VI E9 Vi), such that each 2 X 2 block of P = PR
is diagonal with entries ti I and r&2 (the new ones). But P is then
clearly in

Lgn(EndA(Vj $ Vi)),

so that E- IP- IP is also. But E- Ip- IP is clearly in N, so we are done.

Combining this result with the previous discussion, we obtain:

7.5 THEOREM. Let f) be any element of 1\2L. Then for any standard
Ao-module V one has

tsr(EndA (V)) < n + 1.II

We now return to the proof of Theorem 7.1. We argue as in the proof of
Theorem 2.2 of [49]. For any projective module Y we denote by [Y] its
class in Ko. Let U and V be as in the statement of Theorem 7.1, so that
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[U] = [V]. Because of the hypothesis on (),Theorem 6.1 is applicable, so
we can represent [V] by a standard module, which can be assumed to have
as a direct summand n + 1 copies of a (non-zero) standard module Y.
That is, we can find a projective module Z such that

[Z ffi yn+l] = [V].

What we will actually show is that Z ffi yn + I ~ V. Since V is an arbitrary
representative of [V], we will be done.

Since Z ffi yn + 1 and V are stably isomorphic, there is an integer m such
that, as modules,

Z ffi yn+l ffi Ao ~ V ffi Ao.

We need:

7.6 LEMMA. Let () be any element of f\2L. Then any non-zero projective
An-module is a generator for the category of projective An-modules.

Before proving the lemma, we show how to use it to complete the proof
of Theorem 7.1. From the lemma we know that Y is a generator, so that
Ao is a summand of yk for some integer k. By adding the complementary
module to the last equation above, we obtain

Zffi yn+l+k ~ Vffi yk.

Now because Y is a standard module, we know from Theorem 7.5 that

tsr(EndA/y» < n + 1,

so that from Theorem 2.3 of [48] we have

Bsr(EndA (Y» < n + 1,8

where Bsr denotes the Bass stable rank. Weare thus exactly in a position
to apply the cancellation theorems of Warfield, Theorems 1.2 and 1.6 of
[57] (which are also restated as Theorem 2.1 of [49]; see also Proposition 1
of [30] ), to conclude that

Z ffi yn + 1 -- V.

This concludes the proof of Theorem 7.1, except for:

Proof of Lemma 7.6. This is most easily carried out by using the
description of projective modules in terms of projections. For any m, view
Ao as a right An-module with An-valued inner-product, and view the
endomorphism algebra of Ao as being the algebra Mm(An) of m X m
matrices, acting on Ao on the left. Then for some m there is a proj ection,
e, in Mm(Ao) such that V is isomorphic to the module e(Ao). We note
that this identification equips V with an Ae-valued inner-product. As we
will see shortly, the crux of the matter is to show that the span of the range
of this inner-product, which is an ideal in An, is in fact all of An.
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Let lX denote not only the dual action of Tn on An, but also its extension
to B = Mm(An). Fix a primitive ideal P of B. Then the function' on Tn
defined by

t f--7 lX-le) f--7 IllX_le) + PIIB1P = lie + lXt(P) IIBla/p)

for t E Tn, is clearly continuous. But the image of e in each B/ lXt(P) is a
projection, and so its norm there is either 0 or 1. Since Tn is connected, it
follows that the image of e in each B/ lXt(P) is either always zero or never
zero. But lX gives a transitive action of Tn on Prim(An) by Proposition 34 of
[18], and so also on Prim(B), because the primitive ideals of B correspond
to those of An in an evident way. Thus for any primitive ideal Q of B the
image of e in B/ Q is not zero, since e =1=O.At the level of An, this means
that for any primitive ideal P of Au not all the entries of the matrix e are in
P. But these entries are contained in the range of the An-valued
inner-product of V, so this range is not contained in P for any primitive
ideal P of An. Consequently, the span of the range of the inner-product,
which is an ideal of Au, must be dense in An. But An has an identity
element, and so this span must be all of An.

In particular, there must be elements Xl' ... , Xm and YI, ... , Ym of V
such that

~ (Xi' y) = lAo·

But then the homomorphism of An into Vm defined by a f--7 (Yia) has as
left inverse the homomorphism

(vJ M ~ (Xi' V)Ao'

and so exhibits An as a direct summand of Vm, as desired.

From Theorems 7.1 and 7.5 we obtain:

7.7 COROLLARY. Let () E /\2L and assume that () is not rational. Thenfor

every projective An-module V we have

tsr(EndA/V)) < n + 1.

Actually, continuing the comments made at the end of Section 3, I can
show that the upper bound of n + 1 in this corollary can be replaced
by 2.

From Theorem 7.1 we immediately obtain a generalization of Corollary
2.5 of [49] (see also Proposition 4.5.1 of [4]):

7.8 COROLLARY. Let () E /\2L, and assume that () is not rational. lfp and

q are projections in some Mn (A B) which represent the same element of
Ko(Ao), then they are unitarily equivalent in Mn(Ao).

Proof Since p and q represent the same element of Ko(An), the modules
p(Aot and q(Aot are stably isomorphic. But then by Theorem 7.1 they are
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isomorphic, and there is a partial isometry, v, in Mn(Ao) with vv* = p and
v*v = q. But the same will apply to I - p and I - q. Putting together the
partial isometries for these two cases gives the desired unitary equiva
lence.

In the next section we will obtain an even stronger result (Theorem
8.13).

We remark that Corollary 2.5 of [49] was phrased only in terms of the
trace on Ao, and not in terms of Ko(Ao). It is clear that a similar rephrasing
of Corollary 7.8 can be given in those cases for which the trace is faithful
on Ko(Ao). Now the condition that the trace be faithful is equivalent, by
Theorem 3.1 of [17], to the condition that the functional

J.t M (exp(B), J.t)

from l\eD to R be injective. (See the discussion after the statement of
Theorem 6.1.) This injectivity implies that B is not rational even on any
two-dimensional rational subspace, for if Fl and F2 are elements of some
basis for D such that

for integers k and m, then

(exp(B), k - mFi 1\ F2) = 0,

so that the functional is not injective. Thus injectivity of the trace implies
that the hypotheses of Theorem 7.1 hold (as long as D =1= Z), and also that
Ao is simple. Thus we obtain:

7.9 COROLLARY. Suppose that p, M (exp(B), p,) is injective/rom AeD to R
(and D =1= Z). If P and q are projections in some Mn(Ao) which have the
same trace, then they are unitarily equivalent in Mn(Ao).

As another interesting consequence of the cancellation theorem and
of our characterization of the positive cone we have:

7.10 COROLLARY. Assume that B is not rational, and let l' denote the

canonical normalized trace on Ao, viewed also as a homomorphism from
Ko(Ao). Let 11 E Ko(Ao) and suppose that 0 < 1'(17) < 1. Then there is a
projection, p, in Ao (not just in some Mk(Ao)) such that YJ = [p].
Furthermore, the projections in Ao generate all of Ko(Ao)·

Proof Let ~ = [Ao] - YJ, so that 0 < 1'(~) < 1. By Theorem 6.1 there
are projective Ao-modules V and W representing YJ and ~ respectively.
Then [V ffi W] = [An], so that by cancellation, V ffi W --- Ao as right
Ao-modules. (Actually, we only need here that stably free modules are
free.) For any such isomorphism the projection of Ao on the image of V
will be given by apE An with the desired property. This argument works
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with [Ao] replaced by any other positive element, t, of Ko(Ae) for which
7-('fJ) < T(n· It follows that the projections in Ao generate all of Ko(Ao).

However, under the conditions that the trace, T, is faithful on Ko(Ae), we
have a stronger result:

7.11 THEOREM. Suppose that /l H <exp( B), /l) is injective from AeD to R.
Then we can find a totally ordered family, S, of projections in Ae such that

T(S) = (T(Ko(Ao))) n (0, 1].

In particular, every projection in Ae will be unitarily equivalent to some
element of S.

Proof Since Ae is separable, (T(Ko(Ao))) n (0, 1] is countable. Let
{tk: 1 < k < oo} be an enumeration of its elements, with tl = 1. We will
construct a sequence {Pk} of projections such that T(Pk) = tk and

whenever tk < 0 then Pk < Pj. The construction is by induction on k,
and we start, of course, by setting PI = 1. Suppose thatPI, .. · ,Pk-l have
been chosen. Let ta and tb be, respectively, the largest and the smallest of
tl, ... , tk-l such that ta < tk and tk < tb. ThenPa <Pb' and every other of
the Pi is either smaller than Pa or larger than Pb. By Corollary 7.10 we can
find projections q and r in Ae such that

T(q) = tk - ta and T(r) = tb - tk.

Then the right Ae-module qAe EB rAe will represent an element of Ko(Ae)

whose trace is tb - ta, as will (Pb - Pa)AO. Since the trace is assumed to be
faithful on Ko(Ae), these two modules are stably isomorphic. Since
cancellation holds, these modules are actually isomorphic. This means that
there must be a subprojection,p', ofPb - Pa such that T(p') = tk - ta. We
letpk = Pa + p'.

We remark that the C*-subalgebra of Ao generated by {Pk} will be a
commutative sub algebra (with Cantor spectrum) such that its injection
into Ae gives an isomorphism at the level of Ko. In Section 9/9 of [25]
Kumjian showed that when D = Z2 one can actually embed a simple
AF-algebra into Ae giving an isomorphism at the level of Ko. It would be
interesting to know if this result generalizes to the higher dimensional
case.

A referee has pointed out that the above results quickly give the
following answer to a question which Norbert Riedel asked me.

7.12 PROPOSITION. Assume that () is not rational. Then there exists in Ae a
totally ordered family, S', of projections which cannot be enlarged to a totally
ordered family, S, of projections in Ao such that every projection in Ao is
unitarily equivalent to some element of S.
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Proof Choose a proper projection, p, in A(l> and let r = T(p), so that
o < r < 1. Since B is irrational, we can find a subalgebra of Ae to which
Theorem 7.11 applies. From this we see that we can find in Ae an infinite

sequence {qj} of non-zero orthogonal projections such that

~ T(qj) > r.

Let C denote the set of subsequences {qj) such that

~ T(qj) = r.

A Cantor diagonal argument using the fact that the sequence (T(q)
converges to 0 shows that C is uncountable. Let N denote the von
Neumann algebra generated by Ae on L2(Ae, T). Then each element of C
has a sum in N, the sum being a projection which mayor may not be in Ao.
The distance between sums for different elements of C will be 2. Since C is

uncountable and Ae is separable, some elements of C must have sum not in

Ae. Let {Pi} be the sequence of partial sums for such an element of C.
Then {Pj} is a totally ordered sequence of projections in Ae, whose
supremum isa projection, e, in N which is not in Ae. Furthermore it is

clear that T(e) = r. It follows that {lJ'} cannot be enlarged to a totally
ordered family of projections of Ae containing a projection of trace r.

8. Consequences for Kj-groups. For a unital C*-algebraA we let Um(A)
denote the group of unitary elements of Mm(A), and we let U~(A) de
note the connected component of the identity element of Um(A), so that,
by definition, Kl (A) is the direct limit of the groups Um(A)! U~(A) for
the usual inclusions. The purpose of this section is to show that when e is
not rational, the natural maps of Um(Ae)/ U';;(Ae) into Kl(Ae) are isomor
phisms. We then obtain an interesting consequence for proj ections.

We begin with the surjectivity:

8.1 THEOREM. Let e E 1\2L, and assume that () is not rational. Then for

every integer m > 1 the natural map from Um(Ae) to Kj(Ae) is surjective.

It is clear that to prove this it suffices to treat the case m = 1. One way
to approach this would be to try to apply Theorem 10.10 of [48], which
would require showing that csr(Ae) < 2 (as defined there), but I do not
know how to do this (except in the two-generator case; see Corollary 8.6
of [48]). Instead, we will give a proof by induction on n for D = Zn.
The induction step will be based on:

8.2 PROPOSITION. Let A be a unital C*-algebra, and let a be an

automorphism of A which is in the connected component of the iden

tity automorphism. Let a also denote the corresponding action of Z on A.
Assume that

(1) Every element of Kj(A) is represented by an element of Uj(A).
(2) The projections in A generate Ko(A).
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Then every element of Kl (A X a Z) is represented by an element of
Uj(A Xa Z).

Proof For brevity, write U(A) instead of Uj(A), and similarly for
U(A X a Z). Note that the hypothesis on a implies that a acts as the
identity automorphism on both Ko(A) and Kj(A). Then the exact sequence
of Pimsner and Voiculescu [37] for the Toeplitz extension gives the
following commutative diagram with exact second row:

U(A)
1

•• U(A Xa Z)

j 1

l

ind

0 •• Kj(A) ••.K1(A Xa Z)•• KO(A).0

where i comes from the inclusion of A in A X a Z, and "ind" is the
index map for the Toeplitz extension. The assertion of the proposition is
that the second vertical map is smjective. Since the first hypothesis
of the proposition is that the first vertical map is smjective, it clearly
suffices to show that every element of Ko(A) is the index of some element
of U(A Xa Z). But from the second hypothesis we see that it suffices to
show just that every projection, p, in A is the index of some element of
U(A Xa Z). Now since a is path-connected to the identity automorphism,
it follows that a(p) is path-connected to p through projections, and so
there is a partial isometry, v, such that vv* = p and v*v = a(p). Let t
denote the unitary in A X a Z corresponding to 1 E Z. Motivated by
Lemma 1.2 of [37], we set

u = pvt-1p + (1 - p).

Then one checks immediately that u is a unitary in A X a Z. Furthermore,
it is easily seen, as indicated at the top of page 102 of [37], that the index
of u is p.

We remark that the analogous statement for Ko(A X a Z) is not true,
that is, under the hypotheses of the above theorem we cannot con
clude that the projections in A X a Z generate Ko(A X a Z). For example,
let A = C(T) and let a be the trivial action, so that

A Xa Z -- C(T2).

Proof of Theorem 8.1. We argue by induction on n, where D = Zn. For
n = 2 the conclusion of the theorem was obtained by Pimsner and
Voiculescu in Corollary 2.5 of [37] (or we could even start with n = 1
and A = C(T». Thus we need to show that for any n > 3 the conclusion
of the theorem holds if it is known to hold for n - 1. Now by Proposi
tion 3.10
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where Be = C*(D', B) and D' is a summand of D of rank n - 1. That a is
in the connected component of the identity automorphism is easily seen
by bringing appropriate coefficients of () to integers. We can always
arrange that the restriction of B to D' not be rational. Then by the
induction hypothesis we know that U(Be) maps onto Kl(Be). This means
that the first hypothesis of Proposition 8.2 holds. But the second
hypothesis also holds by Corollary 7.10. Thus Proposition 8.2 applies to
show that U(Ao) maps onto Kl (A e).

We remark that Theorem 8.1 can fail if B is permitted to be rational,
since for A = C(T3) we have

UA/U~ ~ Hl(T3, Z) ~ Z3

(see 11.7 of [55]), while Kl(A) ~ Z4.

8.3 THEOREM. Let () E 1\2L, and assume that () is not rational. Then for
every integer m > I the natural map from Um(Ae)/U~(Ae) to Kl(Ae) is
injective, and so is an isomorphism.

We will show that this theorem is in a sense a corollary of the
cancellation theorem. To do this, we will, for any C*-a1gebra A, let TA
denote the C*-algebra of continuous functions from the circle, T, into
A. Our proof of Theorem 8.3 is based on:

8.4 THEOREM. Let A be a unital C*-algebra. Then TA has cancellation
(that is, the cancellation law holds for projective TA-modules) if and only
if

(1) A has cancellation and
(2) For every projective A-module V the natural map from AutA(V)/

Aut~ (V) into Kl (A) is injective.

Proof We will assume first that TA has cancellation, and show that this
implies property (2). It is this implication which will provide our proof of
Theorem 8.3. We use the following familiar "clutching" construction.
View TA as consisting of the continuous functions from the interval [0, 1]
to A which agree at the endpoints. Let V be any projective A -module, and
let u E AutA (V). (If desired, we can always assume that V has been
equipped with an A-valued inner-product, and that u is unitary for this
inner-product.) We define a TA-module, X(u), by

X(u) = {</>:[O, 1] --,) V, continuous, with </>(1) = u</>(O) },

with the evident right action of TA by pointwise multiplication. We state
the elementary properties of this construction as a series of lemmas.
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8.5 LEMMA. If Uo and Uj are path-connected in AutA (V), then

X(uo) -- X(u1)·

Proof Let {ut} be a path in AutA (V) connecting Uo to Uj. It is easily
checked that the map which sends cf> E X(uo) to ~ E X(Uj) defined by

;Pet) = utuo jep(t)

is an isomorphism.

8.6 LEMMA. If Vi and Vi are projective A-modules, and if Uj E AutA (Vi)
and Uz E AutA (Vi), then·

X(Uj EB uz) -- X(uj) EB X(uz).

This is evident.

8.7 LEMMA. If V = An and if iv denotes the identity automorphism of V,
then XCiv) is isomorphic to the free module (TA)n.

This is evident.

8.8 LEMMA. For any V and U as earlier, X(u) is (finitely generated)
projective.

Proof Choose an A-module W such that V E9W -- An for some n. It
is well known [55] that (u E9iw) EB (u EB iw)-l is path-connected to the
identity automorphism of AZn• By the above three lemmas this exhibits
X(u) as a direct summand of the free TA-modules (TAin.

8.9 LEMMA. If Uj, Uz E AutA (V) and if Uj and Uz are in the same class in
Kj(A), then X(Uj) and X(uz) are stably isomorphic.

Proof That Uj and U2 are in the same class in Kj (A) means, by
definition, that there is an A-module W such that V E9W is free and that
Uj EB iw and Uz EB iw are path-connected in AutA(V EDW). This means,
by the above lemmas, that

X(Uj) EB X(iw) -- X(u2) EB X(iw)'

which says exactly that X(Uj) and X(uz) are stably isomorphic.

8.10 LEMMA. If Uj, U2 E AutA (V) and if X(uj) -- X(uz), then there is a
W E AutA(V) such that Uz is path-connected to WUjW-1 in AutA(V).

Proof It is clear that X(Uj) and X(uz) consist of the sections of locally
trivial bundles over T with fiber V. It follows that any isomorphism from
X(Uj) to X(uz) must be given by left multiplication by a continuous
function, say g, from [0, 1] into AutA (V). For every <p E X(Uj) we
must have
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from which it follows that u2g(0) = g(1)u1' Let w = g(O). Then

u2 = g(1)u1w- I,

which is path-connected, via g, to WU1W-1.

We now return to the proof of Theorem 8.4, and show that if TA has
cancellation then property (2) holds. Let Vbe any projective A-module, let
u E AutA(V), and suppose that the class of u in K1(A) is 1. We must show
that u E Aut~(V). Now the fact that the class of u in K1(A) is 1 means, by
Lemma 8.9, that X(u) and XCiv) are stably isomorphic. But TA is assumed
to have cancellation, so X(u) and XCiv) are isomorphic. But then by
Lemma 8.10 there is awE AutA (V) such that u is path-connected to
wi vW - I = iv, as desired.

We now consider property (1). To each Vwe can associate XCiv), and it
is easily seen from this that if TA has cancellation then A must also. We
have thus proven one direction of Theorem 8.4.

To prove the converse direction of Theorem 8.4 we need:

8.11 LEMMA. Every projective TA-module is isomorphic to some X(u) lor

some projective A-module V and some u E AutA (V).

Proof Any projective TA-module is of the form P(TAt for some n,

where P is a projection in Mn(TA). But a projection in Mn(TA) is the same
as a continuous function (still denoted by P) from [0, 1]into projections in
Mn(A) which agrees at the endpoints. Let p = P(O), and let V = pAn.
Now P is a continuous path of projections, and so, as is well-known, one
can find a continuous path, U, of invertible elements of Mn(A) such
that

pet) = U(t) - IP (0) U(t)

for all t. In particular,

U(1) -1P(O)U(l) = P(l) = P(O),

so that U(1) commutes with P(O) = p. Let u = pU(1), so that
u E AutA (V). We claim that P(TAt is isomorphic to X(u). For ifI E P (TAt, viewed as a function from T to An, we can define cpby

cp(t) = U(t)/(t) = P(O)U(t)/(t).

Then

cp(1) = P(O)U(l)/(l) = ucp(O),

so that cJ> ~ X(u). It is easily seen that this correspondence of cp to I gives
an isomorphism.

Thus to show, for Theorem 8.4, that TA has cancellation, it suffices to
consider modules of the form X(u). So let U, V and Y be projective
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A-modules, let u E AutA(V), V E AutA(V) and y E AutA(Y), and
suppose that

X(u) EB X(y) '--' XCv) EB X(y).

From Lemma 8.6 it follows that

X(u EB y) '--' XCv EB y).

Considering this at any given point of t, we see that V EB Y '--' V EB Y. But
by hypothesis 1 we are assuming that A has cancellation, so that V '--' V.
Let r be a specific isomorphism, and let u' = r -Ivr, so u' E AutA (V),
and

X(u EB y) '--' X( u' ED y),

where now both u EB y and u' EB yare in AutA (V EB Y). From Lemma 8.10
it follows that there is awE AutA (V EB Y) such that u' EB y is
path-connected to w(u EB y)w -I. It follows that u and u' are in the same
class in Kj (A). But by hypothesis 2 it then follows that u and u' are
path-connected in AutA (V). Then X(u) '--' X(u') by Lemma 8.5. Thus the
proof of Theorem 8.4 will be complete once we have:

8.12 LEMMA. Let V and V be. projective A-modules, let r be an

isomorphism from U to V, and let v E AutA (V). Then

X(r-1vr) '--' XCv).

Proof It is easily verified that the map R from XCv) to X(r-1vr) defined
by

R(q:,)(t) = rq:,(t)

is an isomorphism.

It is not clear to me whether Theorem 8.4 remains true if hypothesis 2
is weakened to considering only free modules, nor whether there is
a generalization to the case in which TA is replaced by a crossed prod
uct with the integers.

Proof of Theorem 8.3. We can express TAB as the crossed product
AB X Z for the trivial action of Z, and from this it is clear that TAB is
again a non-commutative torus, whose "8" will not be rational since the
original 8 is not. Thus TAB has cancellation by Theorem 7.1, and so we can
apply Theorem 8.4 to obtain injectivity.

We remark that Theorem 8.3 can fail if ()is permitted to be rational. To
be specific, it is known that if A = C(T4), then there is a unitary in ViA)
which is not in the connected component of the identity element, and yet
whose image in K1(A) is 1. (I am indebted to Steven Hurder for explain-
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ing this to me.) Notice also that this latter fact, together with Theo
rem 8.4, immediately shows that cancellation fails for C(T5), since
C(T5) ~ TC(T4).

We will now see how Theorem 8.3 can be used to obtain further
information about projections in non-commutative tori. If p and q are
projections in a unital C*-algebra A which are in the same class in KoCA),
then 1 - p and 1 - q also are in the same class. If A has cancellation, then
it easily follows from this that there is a unitary u in A such that q = upu*.
CSee the proof of Theorem 7.8 above, or Corollary 2.5 of [49], or
Proposition 4.5.1 of [4].) It is natural to ask whether u can, in fact, be
chosen in the connected component of the identity element, so that p and
q are in the same path-component of the set of projections in A. (My
interest in this particular matter was heightened by questions which M.-D.
Choi asked me.) For non-commutative tori we have:

8.13 THEOREM. Let () E /\2 L, and assume that () is not rational. For any
m > 1 let p and q be projections in MmCAe) which are in the same class in
Ko(Ae). Then there is a unitary u in U~(Ae) such that q = upu*, so that p and q
are in the same path-component of the set of projections in Mrn(Ae). In
particular, the elements of the positive cone of Ko(Ae) which are no bigger
than [Ae] (the class of the free module of rank one), exactly label the
path-components of the set of projections in Ae.

Proof Assume given p, q and u with q = upu*. We first need to show
that we can replace u by a unitary whose class in Kl(Ae) is 1, so that we
can then invoke Theorem 8.3. Clearly we can assume that p =1= 1, so that
ji = 1 - p is not zero. By Theorems 6.1 and 7.1 the module ji(Ae)rn
is a standard module. Then by the last part of Theorem 6.1 there is
a projection e < p such that e is equivalent to a sum of n + 2 mutually
equivalent projections {.t;}, where D = Zn. By Theorems 6.1 and 7.5,

tsr(EndAo(fl(Ae)) < n + 1.

Let B = MmCAe). Then by Theorem 10.10 of [48], the image of

AutA/ Cf1CAe))n+2)

in K1(f1Bfj) is all of K1(fjBfj). It follows that the image of

AutA CeAo)o

in KjCeBe) is all of KjCeBe). Now eAo will be a generator for the catego
ry of projective Ae-modules by Lemma 7.6 and so eBe will be Morita
equivalent to Ae. Thus the inclusion of eBe into Mrn(Ae) induces an
isomorphism of K-groups. In particular, every element of Kj(Ae) will be
represented by a unitary coming from eBe. Thus, for the u given at the
beginning of the proof, we can find a unitary v E eBe such that [v] = [u*]

where v = v @ (l - e). But vpv* = p since e < 1 - p. Thus
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q = (UV)p(UV)*,
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and [uv] is [1] in K1(A(}), as desired.
But now we can apply Theorem 8.3 to conclude that vu is in U~(A(}).

We remark that Theorem 8.13 can fail if e is permitted to be rational.
This was pointed out to me by Terry Loring, who showed me how to
construct two projections,p and q, in M2(C(T3», such that there is a u in
UiC(T3» with upu* = q, but there is no such u in Uf(C(T3».

Added in proof For further consequences of the results of this paper, see
the author's paper: The homotopy groups of the unitary groups of non
commutative tori, J. Operator Theory 17 (1987),237-254.
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