Math 54 Homework 4 Solution

February 13, 2012

Question 3.2.8

1 3 3 -4 1 3 3 -4 1 3 3 -4
o 1 2 =5 o 1 2 =5 01 2 -5
detl 9 5 4 g |TW o 4 2 5 [T g 00 o [T
-3 =7 =5 2 -3 -7 -5 2 0 2 4 -10
Question 3.2.12
*31 i g 8 -1 2 3 -1 2 3
det = (—6) - det 3 4 3 | +3-det 3 4 3
5 466 4 2 4 5 4 6
4 2 4 3
-1 2 3 -1 2 3
= (—6) - det 0 10 12 | +3-det 0 10 12
0 10 16 0 14 21
= (—6)(—1)(40) + 3(—1)(42) =114
Question 3.2.20
a+d b+e cH+f 110 a b c a b c
det d e f = det 010 d e f =det| d e f | =7
g h 1 0 0 1 g h i g h i
Question 3.2.21
2 30
det(l 3 4)_(4)det(2 3)+(1)det(2 3)—4+3—15£0
1 2 1 3
1 2 1
Since the determinant is not 0, the original matrix is invertible.
Question 3.2.26
We compute the determinant of the matrix A where the columns of A are the vectors given:
S o1 32 -2
det 6 0 3 0 = (—3)det 5 —6 —1 | =(-3)[(—6)(—14)+3(—28)]=0
4 7 0 -3 00

Since the determinant is zero, the vectors are linearly dependent.



Question 3.2.28

1. True. det(B) = (—1)(—1)det(A) = det(A).
)0z

2
1 | =0, but no two rows or columns are the same, and none of them are zero.
1

2. False. det( }

— =

3. False. det

O~
—_— O =

4. False. det(AT) = det(A)

Question 3.2.32

Suppose A is n X n, then we apply the row operation that multiplies a row by the constant r to each row
separately, which gives us det(rA) = (r™)det(A).

Question 3.2.33

det(AB) = det(A)det(B) = det(B)det(A) = det(BA).

Question 3.2.34

det(PAP™1) = det(P)det(A)det(P~!) = det(P)det(P~!)det(A) = det(PP~1)det(A) = det(A)

Question 3.2.35

Since 1 = det(I) = det(UTU) = det(UT)det(U) = det(U)det(U) = (det(U))?, we see that det(U) satisfy
the equation 22 = 1, and hence det(U) = +1.

Question 3.3.6

We rewrite the system of equations as a matrix equation:

Since the determinant of the matrix is 4, the matrix is invertible, and so we can apply Cramer’s rule. This
gives

4 1 1

1 —16

T = zdet 2 0 2 |= o - —4

-2 1 3
2 4 1

1 2
3 -2 3
2 1 4

1 —4
3 1 =2



Question 3.3.15

Ci2 Cxp O3 | = 2 6 0
Ci3 Cas Cs -1 -9 3
Therefore, theorem 8 tells us that
AT = 012 022 032 = = 2 6 0
det(4) Ciz Cayz Cs3 6\ -1 -9 3
Question 3.3.20
-1 4
det< 3 5)‘:|—7|:7

So the area of the parallelogram is 7.

Question 3.3.30

Substracting (x3,y3) from all three points (this translates the point (z3,ys) to the origin), we have
(1 — 23,91 — y3), (¥2 — *3,Y2 — ¥3), (0,0). Then

1 — — 1 1 — _
“det [ YT T2TE ) et 1 T2 + —det T3 s
2 Y1 —Ys Y2 —Ys 2 Y1 —Ys Y2—Y3 2 Y1 —Ys Y2 — Y3

1 1 1 — — 1 _ _
= —det 1oL + —det 1 T2 + —det 3 3 + —det % 3
2 Y1 Y2 2 —Ys —Y3 2 Y Y2 2 Y3 —Ys3
1 r1 T2 Tr1 X9 1 1
— | det + (—wys3)det + (—x3)det
2 < < Y1y ) (1) < L1 (=23) Y1 Y2

_1 det [ “1 O + (—y3)det o 1 + (z3)det vl zldet il 52
2 T2 Y2 ’ zy 1 ? y2 1 2 2

3 Y3

—_ = =

and the result follows.

Question 4.1.2
1. Yes. If zy > 0, then (cx)(cy) = c?zy > 0.
2. The vectors (0,1) and (—1,0) are in W, but (0,1) + (—1,0) = (—1,1) is not in W.

Question 4.1.5

Yes. The set is nonempty because 0 -2 = 0 is in this set. For any a1, as,r € R, we have a;t% —r - agt? =
(a;—r- ag)tQ, so this set is closed under addition and scaling, and thus this is a subspace for P, where n > 2.

Question 4.1.6

No. The zero-polynomial cannot be written in the form a + ¢? for any a € R.



Question 4.1.7

No. This subset is not closed under scaling by real numbers. For example, let ¢ = % and p(z) = 23, then

% cxd = %x?’ does not have integer coeefficient.

Question 4.1.8

Yes. The zero polynomial is zero when evaluated at zero, so the set is non-empty. Let f(z),g(x) € P,
and r € R, then f(z) — rg(z), when evaluated at 0, gives f(0) —rg(0) =0 — 0 = 0. Thus we see that this
subset is closed under addition and scaling, and hence a subspace.

Question 4.1.12

s+ 3t 1 3 1 3

s—1t 1 -1 1 -1

W = 95— ¢ is,teR )P =<5 9 +t . :s,t € R » = Span o || —1
4t 0 4 0 4

Since Theorem 1 tells us that the Span of vectors in some vector space V is always a subspace of V', we see
that W C R* is a subspace of R%.

Question 4.1.15
W is not a vector space because 0 ¢ W.
Question 4.1.16

W is not a vector space because 0 ¢ W.

Question 4.1.17

1 -1 0

1 -1

W = Span 1| 0 , 1
0 1 0

Question 4.1.18

4
W = Span (1)

O = O W
_= =0 O

-2

Question 4.1.33

1. H 4+ K is nonempty as H and K are subsets of H + K. Let w; = u; +v1,ws = ug +v2 € H + K, then
forany r e R, wy —r-wo = (ug —r-ug) + (v1 —r-ve) € H+ K, so H+ K is a subspace of V.



2. H is a subset of H + K because for any h € H, it can be written as h + 0 where h € H and 0 € K.
Thus H is a subset of H + K. However, H itself is a vector space by assumption, so H is a subspace
of H+ K. A completly analogous argument shows that K is a subspace of H + K.

Question 4.2.6

1 5 -4 -3 1 1
01 -2 1 0])]—=10
0 0 O 0 0 0 0 O 0 0

From this we see that there are three free variables, and the null space is

— O
(@]
|
oo
—

—6x3 + 8x4 — x5 —6 8 —1

21‘3 — X4 2 -1 0

W = T3 : T3, 24,25 € R 3 = Span 1 , 0 , 0
X4 0 1 0

T5 0 0 1

Question 4.2.10

W = @t 3b = Span

2a + 4b

(=l
N = O =
=W = O

Question 4.2.12
No. Again 0 ¢ W.

Question 4.2.16

SO O

Question 4.2.24

-8 -2 -9 -1/2 2 -8 -2 -9 2
6 4 8 1 = 1 and 6 4 8 1 =0
4 0 4 0 -2 4 0 4 -2

so we see that w € Col(A) and w € null(A).

Question 4.2.26
1. True. Theorem 2.
. True.

. False. It is all possible b such that Az = b has a solution.

2
3
4. True.
5. True. Essentially Theorem 3.
6

. True. Example 9.



