We use the notation in the problem.

1. Suppose v is monotone increasing. Then for any partition P, Vp(v) =
2iv(@i) = y(@im1) = v(b) — v(a). Thus V() = (b) — v(a), so v is
of bounded variation. If v is monotone decreasing, we can apply a
similar argument. Suppose + is Lipschitz, with constant M. Then for
any P, Vp(y) < >, M(z; — xi—1) < M(b— a), and ~ is of bounded
variation, with V(y) < M (b — a).

2. Suppose that v and - are functions, ¢; and ¢ are constants, and P
is a partition. Then if v := ¢17y1 + cav9,

Vp(y) = Z le1y1 (i) + caye(wi) — cryi(wi—1) — cava(wio1)

) < Z|Cl|(71($i)*Cl%(fﬂz’flﬂ+chll(71(ﬂfi)*6171($¢71)|
< e[Ve(m) + le2lVe(2)

Hence if 71 and 7, are of bounded variation, so is 7, and V(71 +72) <
V(y1) + V(72). Since it is also true that V(cy) = ||V () for any v, V
defines a seminorm on BV'. Finally, if V() = 0, then for any partition
P, v(x;) = v(x;—1) for any i, hence ~ is constant, and in particular if
v(a) =0, v =0. Thus V defines a norm on BVj.

3. It follows from the previous parts that any function which the differ-
ence between two increasing function has bounded variation. For the
converse, we proceed as in the hint. Suppose = is of bounded vari-
ation and for x € [a,b], let 7, denote the restriction of v to [a,z].
Then for any partition P of [a,z], P’ :== P U {b} is a partition of I
and Vp(vz) < Vpi(v) < V(7). Thus 7, is of bounded variation, and
V(ve) < V(y). Let a(z) := V(y,). If 2/ > z, the same argument
shows that V(v;) < V(7,) so « is an increasing function. Further-
more, if 2’ > z, and if P is a partition of [0,z], and P’ := P U {z'},
then Ve (v2) = Vp(v) +|v(2") —v(x)| > Vp(yz)+7v(2') —v(x). Hence
V() = V() for all P, and hence V(72r) > V(7,)(7)+(') —7 ().
This shows that a(z') —v(2') > a(z)—~(z). In other words, 3 := a—~
is also a monotone increasing function, and hence v = a — (3 is the
difference between two such functions.

4. Suppose 7 is of bounded variation and f is continuous. Write v =
a — 3, where « and (3 are increasing. We would like to define [ fdv to
be [ fda— [ fdB. Note that if also v = o/ — , then a+ ' = o/ + 3,



hence [ fda + [ fd3' = [ fda' + [ fdB and hence [ fda — [ fdS =
J fda! — [ fdp'. Thus the expression for [ fdv is independent of the
choices and is well-defined. Now if P is any marked partition of I,
note that

S(Pvly) :Zf(pl)A'L'Y:S(P’O‘)_S(P>ﬁ)

For sufficiently fine P, S(P,«) and S(P,3) become arbitrarily close
to [ fda and [ fdf, so S(P,7) becomes arbitrarily close to [ fdy. On
the other hand,

[S(P,7)| < Zlf(xi)\Awl <D lfllAnT < AV ().

Since this holds for all P, it follows that |fd~y| < [|f]|V (7).



