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1 Introduction

In this paper we define instanton Floer homology groups for a pair consisting of
a compact oriented 3-manifold with boundary and a Lagrangian submanifold of
the moduli space of flat SU(2)-connections over the boundary. We carry out the
construction for a general class of irreducible, monotone boundary conditions.
The main examples of such Lagrangian submanifolds are induced from a disjoint
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union of handle bodies such that the union of the 3-manifold and the handle
bodies is an integral homology 3-sphere. The motivation for introducing these
invariants arises from our program for a proof of the Atiyah-Floer conjecture
for Heegaard splittings [3, 27]. We expect that our Floer homology groups are
isomorphic to the usual Floer homology groups [13, 9] of the closed 3-manifold
in our main example and thus can be used as a starting point for an adiabatic
limit argument as in [12]. On the level of Euler characteristics, the Atiyah-Floer
conjecture was proven by Taubes [30].

Floer homology groups for 3-manifolds with boundary were first constructed
by Fukaya [15] with a different method. His setup uses nontrivial SO(3)-bundles
and thus cannot immediately be used for the proof of the Atiyah-Floer conjec-
ture where the bundles are necessarily trivial. Our approach is motivated by
the construction of a Chern-Simons functional on 3-manifolds with boundary.

Let Y be a compact oriented 3-manifold with boundary and denote

Σ := ∂Y, G := SU(2), g := su(2), 〈 ξ, η 〉 := −tr(ξη)

for ξ, η ∈ g. While many of the results in this paper carry over to general com-
pact Lie groups (and nontrivial bundles), our construction of Floer homology
works in this form only for G = SU(2) (where the bundles are necessarily triv-
ial). The whole story also carries over to nontrivial SO(3)-bundles, where the
moduli spaces of flat connections are nonsingular and monotone, however, in
this paper we restrict to the case G = SU(2).

The space A(Σ) := Ω1(Σ, g) of connections on Σ carries a natural symplectic
form

ω(α, β) :=

∫

Σ

〈α∧β 〉 (1)

for α, β ∈ TAA(Σ) = Ω1(Σ, g), the action of the gauge group G(Σ) := C∞(Σ,G)
on A(Σ) is Hamiltonian, and the moment map is the curvature (see [4]). The
(singular) symplectic quotient is the moduli space

MΣ := Aflat(Σ)/G(Σ) = A(Σ)//G(Σ)

of flat connections. We assume throughout that L ⊂ A(Σ) is a gauge invariant,
monotone, irreducible Lagrangian submanifold in the following sense.

(L1) L is a Fréchet submanifold of A(Σ), each tangent space TAL is a La-
grangian subspace of Ω1(Σ, g), L ⊂ Aflat(Σ), and L is invariant under G(Σ).

(L2) The quotient of L by the based gauge group Gz(Σ) is compact, connected,
simply connected, and π2(L/Gz(Σ)) = 0.

(L3) The zero connection is contained in L and is nondegenerate (as a critical
point of the Chern-Simons functional). Moreover, every nontrivial flat connec-
tion A ∈ A(Y ) with A|Σ ∈ L is irreducible.

A detailed explanation and a finite dimensional characterization of these condi-
tions is given in Section 2. In particular, the assumptions imply that L descends
to a (singular) Lagrangian submanifold L := L/G(Σ) ⊂ MΣ. If H is a disjoint
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union of handlebodies with ∂H = Σ̄ then the subset LH ⊂ A(Σ) of all flat
connections on Σ that extend to flat connections on Y satisfies (L1) and (L2).
It satisfies (L3) if and only if Y ∪Σ H is an integral homology 3-sphere.

The space A(Y,L) := {A ∈ A(Y ) |A|Σ ∈ L} of connections on Y with boun-
dary values in L carries a gauge invariant Chern–Simons functional

CSL : A(Y,L) → R/4π2Z,

well defined up to an additive constant, whose differential is the usual Chern–
Simons 1-form (see Section 2). The critical points are the flat connections in
A(Y,L). If we fix a Riemannian metric g on Y then the gradient flow lines of
the Chern–Simons functional with respect to the L2 inner product are smooth
maps R → A(Y ) : s 7→ A(s) satisfying the differential equation

∂sA+ ∗FA = 0, A(s)|Σ ∈ L ∀s ∈ R. (2)

As in Floer’s original work [13] the main idea is to use the solutions of (2) to
construct a boundary operator on the chain complex generated by the gauge
equivalence classes of the nontrivial flat connections in Aflat(Y,L). This defines
the Floer homology groups HF(Y,L). To make this precise one needs pertur-
bations that turn CSL into a Morse function whose gradient flowlines satisfy
Morse–Smale type transversality conditions.

We shall work with gauge invariant holonomy perturbations hf : A(Y ) → R

as in [30, 13, 9] (see Section 2 and Appendix D). The differential of hf has the
form dhf (A)α =

∫
Y
〈Xf (A)∧α 〉 for a suitable map Xf : A(Y ) → Ω2(Y, g). The

space of gauge equivalence classes of critical points of the perturbed Chern–
Simons functional CSL + hf will be denoted by

Rf := {A ∈ A(Y,L) |FA +Xf (A) = 0}/G(Y )

and the perturbed gradient flow lines are solutions of the boundary value prob-
lem

∂sA+ ∗
(
FA +Xf (A)

)
= 0, A(s)|Σ ∈ L ∀s ∈ R. (3)

The space of gauge equivalence classes of solutions of (3) that are asymptotic
to [A±] ∈ Rf as s tends to ±∞ will be denoted by M(A−, A+; g, f). In the
transverse case with irreducible limits [A±] 6= 0 this moduli space is a manifold
whose local dimension near [A] ∈ M(A−, A+; g, f) is given by the Fredholm
index δf (A) of a suitable linearized operator. A crucial fact is the energy-index
relation

δf (A) =
2

π2
Ef (A) + ηf (A

−) − ηf (A
+)

for the solutions of (3) with energy Ef (A) =
∫

R
‖∂sA‖2

L2(Y ), and with a function
ηf : Rf → R. This is Floer’s monotonicity formula; it follows from the fact that
L/Gz(Σ) is simply connected. The assumption on π2 is only needed for the
orientability of the moduli spaces.

Floer’s original work corresponds to the case ∂Y = ∅. The object of the
present paper is to show that all of Floer’s ideas carry over to the case of
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nonempty boundary. The upshot is that, for a generic perturbation hf , all
critical points of CSL + hf are nondegenerate and so Rf is a finite set, and
that, for every pair [A±] ∈ Rf the moduli space M1(A−, A+; g, f) of index 1
connecting trajectories consists of finitely many flow lines up to time shift. The
monotonicity formula plays a central role in this finiteness theorem. As a result
we obtain a Floer chain complex

CF∗(Y,L; f) :=
⊕

[A]∈Rf\[0]

Z 〈A〉

with boundary operator given by

∂〈A−〉 :=
∑

[A+]∈Rf\[0]

#
(
M1(A−, A+; g, f)/R

)
〈A+〉.

Here the connecting trajectories are counted with appropriate signs determined
by coherent orientations of the moduli spaces (Section 10). It then follows from
gluing and compactness theorems (Sections 7 and 9) that ∂2 = 0. The Floer
homology groups are defined by

HF∗(Y,L; f, g) := ker∂/im∂.

We shall prove that the Floer homology groups are independent of the choice
of the metric g and the perturbation f used to define them (Section 11).

Remark 1.1. In the handle body case we expect the Floer homology groups
HF(Y,LH) to be naturally isomorphic to the instanton Floer homology groups
of the homology 3-sphere Y ∪Σ H . The proof will be carried out elsewhere.

Remark 1.2. An interesting special case arises from a Heegaard splitting M =
H0 ∪Σ H̄1 of a homology 3-sphere into two handle bodies Hi with ∂Hi = Σ.
We obtain the Floer homology groups HF∗([0, 1] × Σ,LH0

× LH1
) from the

following setup: The 3-manifold Y := [0, 1] × Σ has two boundary components
∂Y = Σ̄tΣ, and attaching the disjoint union of the handle bodies H := H0tH̄1

yields the homology 3-sphere Y ∪Σ̄tΣ H ∼= M. The Lagrangian submanifold
is LH0

× LH1
∼= LH ⊂ A(Σ̄ t Σ). If this Floer homology is isomorphic to

HF∗(M), as expected, then the proof of the Atiyah–Floer conjecture for M
reduces to an adiabatic limit argument as in [12] which identifies the symplectic
Floer homology group of the pair of Lagrangian submanifolds LH0

, LH1
of the

singular symplectic manifold MΣ := Aflat(Σ)/G(Σ) with the Floer homology
groups HF([0, 1] × Σ,LH0

× LH1
) defined in the present paper. Since MΣ is

a singular space, this requires as a preliminary step the very definition of the
symplectic Floer homology groups of LH0

and LH1
with LHi := LHi/G(Σ).

Remark 1.3. If H0, H1, H2 are three handle bodies with boundary Σ such that
the manifold Mij := Hi ∪Σ H̄j is a homology 3-sphere for i 6= j, then there is a
product morphism

HF∗(Y,LH0
×LH1

) × HF∗(Y,LH1
×LH2

) → HF∗(Y,LH0
×LH2

),
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where Y := [0, 1] × Σ. A key ingredient in the definition is the observation
that (3) is the perturbed anti-self-duality equation for a connection on R×Y in
temporal gauge. Thus equation (3) can be generalized to a 4-manifold X with
a boundary space-time splitting and tubular ends (Section 6). The definition
of the product morphism will be based on the moduli space for the 4-manifold
X = ∆ × Σ, where ∆ is a triangle (or rather a disc with three cylindrical
ends attached). The details will be carried out elsewhere. We expect that our
conjectural isomorphisms will intertwine the corresponding product structures
on the symplectic and instanton Floer homologies.

The construction of the Floer homology groups in the present paper is based
on the foundational analysis in [34, 35, 36, 23] for the solutions of the bound-
ary value problem (2). In our exposition we follow the work of Floer [13] and
Donaldson [9] and explain the details whenever new phenomena arise from our
boundary value problem. Recall that the present Lagrangian boundary con-
ditions are a mix of first order conditions (flatness of the restriction to ∂Y )
and semi-global conditions (pertaining the holonomy on ∂Y ), so they cannot be
treated by standard nonlinear elliptic methods.

In Section 2 we recall the basic properties of the Chern–Simons functional
on a 3-manifold with boundary and in Section 3 we discuss the Hessian and
establish the basic properties of the linearized operator on R × Y . Section 4
examines the spectral flow and the determinant line bundle for operators over
S1 ×Y . Section 5 establishes exponential decay on tubular ends. Section 6 sets
up the Fredholm theory for general 4-manifolds with space-time splittings of
the boundary and tubular ends. In the second half of the section we focus on
the tube R × Y , examine the spectral flow, and prove monotonicity. Section 7
proves the compactness of the moduli spaces, based on [35, 36].

In Section 8 we establish transversality, using holonomy perturbations. The
novel difficulty here is that we do not have a geometric description of the bub-
bling effect at the boundary. So, instead of a gluing theorem converse to bub-
bling, we use monotonicity and work inductively on the energy levels. The
second difficulty is that we need to keep the support of the perturbations away
from the boundary, since the techniques of [36] do not extend to the perturbed
equation. As a result we cannot obtain an open and dense set of regular pertur-
bations but – still sufficient – we find a regular perturbation up to index 7 near
any given perturbation. In an appendix to this section we establish the relevant
unique continuation results. In the process we reprove Taubes’ unique continu-
ation result [31] for anti-self-dual connections that vanish to infinite order at a
point. This is needed to overcome difficulties arising from the nonlinear bound-
ary conditions. After these preparations, the construction of the Floer homology
follows the standard routine. For the gluing results in Section 9 we focus on the
pregluing map and the Banach manifold setup for the inverse function theorem.
In Section 10 we construct coherent orientations in the Lagrangian setting. The
Floer homology groups are defined in Section 11.

There are several appendices where we review standard techniques and adapt
them to our boundary value problems. Appendix A deals with the spectral flow
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for self-adjoint operator families with varying domains. Appendix B discusses
the Gelfand–Robbin quotient, an abstract setting which relates self-adjoint op-
erators with Lagrangian subspaces. These results are needed for the index cal-
culations and orientations in Sections 4 and 6. Appendix C reviews the Agmon–
Nirenberg unique continuation technique used in Section 8. In Appendix D we
discuss the basic analytic properties of the holonomy perturbations and prove
a compactness result needed in Section 7. Appendix E deals with Lagrangian
submanifolds in the space of connections. We construct an L2-continuous triv-
ialization of the tangent bundle TL, used in Sections 3 and 6, and a gauge
invariant exponential map for L, used in Section 9.

Notation. We denote the spaces of smooth connections and gauge transforma-
tions on a manifold Z by A(Z) := Ω1(Z, g) and G(Z) := C∞(Z,G). The gauge
group G(Z) acts on A(Z) by u∗A := u−1Au+u−1du and the gauge equivalence
class of A ∈ A(Z) is denoted by [A]. A connection A ∈ A(Z) induces an exterior
differential dA : Ωk(Z, g) → Ωk+1(Z, g) via dAτ := dτ + [A ∧ τ ]. Here [·, ·] de-
notes the Lie bracket on g. The curvature of A is the 2-form FA := dA+A∧A
and it satisfies dAdAτ = [FA ∧ τ ]. The space of flat connections is denoted
by Aflat(Z) := {A ∈ A(Z)

∣∣ FA = 0}. Connections on X = R × Y or other
4-manifolds will be denoted by A or Ξ, whereas A denotes a connection on a
3-manifold Y or a 2-manifold Σ. We say that a connection A = A + Φds on
R × Y is in temporal gauge on I × Y if Φ|I×Y ≡ 0.

2 The Chern–Simons functional

Let Y be a compact oriented 3-manifold with boundary ∂Y = Σ and G = SU(2).
The Chern–Simons 1-form on A(Y ) is defined by

α 7→
∫

Y

〈FA∧α 〉 (4)

for α ∈ TAA(Y ) = Ω1(Y, g). If Y is closed, then (4) is the differential of the
Chern–Simons functional CS : A(Y ) → R given by

CS(A) :=
1

2

∫

Y

(
〈A∧dA 〉 +

1

3
〈A∧[A ∧ A] 〉

)
.

It changes by
CS(A) − CS(u∗A) = 4π2 deg(u) (5)

under a gauge transformation u ∈ G(Y ); thus the Chern–Simons functional
descends to a circle valued function B(Y ) := A(Y )/G(Y ) → R/4π2Z which
will still be denoted by CS. If Y has nonempty boundary ∂Y = Σ, then the
differential of (4) is the standard symplectic form (1) on A(Σ). To obtain a
closed 1-form we restrict the Chern–Simons 1-form to a subspace of connections
satisfying a Lagrangian boundary condition.

6



Lagrangian submanifolds

The relevant Lagrangian submanifolds of A(Σ) were studied in detail in [34, Sec-
tion 4]. Following [34] we assume that L ⊂ A(Σ) is a gauge invariant Lagrangian
submanifold satisfying (L1). This condition can be rephrased as follows.

(L1) First, L is contained in Aflat(Σ) and is invariant under the action of G(Σ).
Second, for some (and hence every) p > 2 the Lp-closure of L is a Banach
submanifold of the space of Lp-connections, A0,p(Σ) := Lp(Σ,T∗Σ ⊗ g).
Third, for every A ∈ L the tangent space TAL ⊂ Ω1(Σ, g) is Lagrangian,
i.e.

ω(α, β) = 0 ∀β ∈ TAL ⇐⇒ α ∈ TAL (6)

for every α ∈ Ω1(Σ, g).

Let L0,p ⊂ A0,p(Σ) denote the Lp-closure of L. Then L = L0,p ∩ A(Σ) and
the tangent space TAL of a smooth element A ∈ L - as in (L1) - is understood as
the intersection of the Banach tangent space TAL0,p with the space of smooth
1-forms. This space is independent of p > 2 and coincides with the space of
derivatives of smooth paths in L passing through A.1 This follows from a finite
dimensional characterization of the manifold property which we explain next.

A base point set is a finite set z ⊂ Σ which intersects each component
of Σ in precisely one point. For every base point set z the based gauge group
Gz(Σ) := {u ∈ G(Σ) |u(z) ≡ 1l} acts freely on A(Σ). Let 2g := dim H1(Σ) and
pick 2g loops in Σ that generate H1(Σ) with base points chosen from z. The
holonomy around these loops defines a map ρz : Aflat → G2g which is invariant
under the action of the based gauge group Gz(Σ). If L is a gauge invariant
subset of Aflat(Σ) then L0,p is a Banach submanifold of A0,p(Σ) if and only if
the image ρz(L) ⊂ G2g of the holonomy morphism is a smooth submanifold.
There is however no well defined moment map for the action of Gz(Σ), so the
symplectic structure does not descend to the quotient. On the other hand, the
quotient L := L/G(Σ) has singularities in general, but it intersects the smooth
part of the moduli space MΣ := Aflat(Σ)/G(Σ) in a Lagrangian submanifold.

If L0,p ⊂ A0,p(Σ) is a Lagrangian submanifold then L is gauge invariant if
and only if L ⊂ Aflat(Σ); [34, Sec. 4]. Condition (L1) implies that L is a totally
real submanifold with respect to the Hodge ∗-operator for any metric on Σ, i.e.

Ω1(Σ, g) = TAL⊕ ∗TAL ∀A ∈ L.

The construction of Floer homology groups for the Chern–Simons 1-form will
require the following additional assumptions on L.

(L2) The quotient space L/Gz(Σ) is compact, connected, simply connected,
and π2(L/Gz(Σ)) = 0 for some (and hence every) base point set z ⊂ Σ.

1It is not clear whether one could also work with Hilbert submanifolds L ⊂ A0,2(Σ). This is
connected to subtle questions concerning the gauge action at this Sobolev borderline, see [23].
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(L3) The zero connection is contained in L. It is nondegenerate in the sense
that dα = 0 ⇐⇒ α ∈ im d for every α ∈ T0A(Y,L). Moreover, every flat
connection in A(Y,L) that is not gauge equivalent to the zero connection
is irreducible.

In (L2) the hypothesis that L/Gz(Σ) is simply connected is needed to estab-
lish an energy-index relation for the Chern-Simons functional. The hypothesis
π2(L/Gz(Σ)) = 0 is only used to orient the moduli spaces. It can be dropped
if one wants to define Floer homology with Z2 coefficients. These two condi-
tions imply that π1(L) is isomorphic to π1(Gz(Σ)) ∼= π1(G(Σ)) and the map
π2(Gz(Σ)) ∼= π2(G(Σ)) → π2(L) is surjective. To see this, note that L is a fiber
bundle over the base L/Gz(Σ) (see [34, Lemma 4.3]). In particular, (L2) implies
that π1(L) ∼= Zπ0(Σ) since the fiber Gz(Σ) has fundamental group ZN whenever
Σ has N connected components. (For a connected component Σ′ an isomor-
phism π1(Gz(Σ′)) ∼= Z is given by the degree of a map S1 ×Σ′ → SU(2) ∼= S3.)

The main example of a Lagrangian submanifold of A(Σ) arises from the
space of flat connections on a disjoint union H of handle bodies2 with boundary
∂H = Σ̄. Here Σ̄ is the same manifold as Σ but equipped with the opposite
orientation. Given such a manifold H define

LH :=
{
Ã|Σ

∣∣ Ã ∈ Aflat(H)
}
.

Lemma 2.1. Let H be a disjoint union of handle bodies with ∂Y = Σ̄. Then
the following holds.

(i) LH is a Lagrangian submanifold of A(Σ) that satisfies (L1) and (L2) and
contains the zero connection.

(ii) The zero connection is nondegenerate if and only if Y ∪ H is a rational
homology 3-sphere

(iii) Every nontrivial flat connection in Aflat(Y,LH) is irreducible if and only
if Y ∪H is an integral homology 3-sphere

Proof. That LH satisfies (L1) was proved in [34, Lemma 4.6]. That LH contains
the zero connection is obvious. That it satisfies (L2) follows from the fact that
the based holonomy map ρz induces a homeomorphism from LH/Gz(Σ) to Gg

with G = SU(2) when Σ is connected and has genus g, and that

LH1t...tHm/G{z1,...,zm}(Σ1 t . . . t Σm) ∼= LH1
/Gz1(Σ1) × . . .×LHm/Gzm(Σm)

in the case of several connected components. This proves (i).
To prove (ii) we need to consider α ∈ Ω1(Y, g) with dα = 0. The linearized

Lagrangian boundary condition on α is equivalent to the existence of an ex-
tension α̃ ∈ Ω1(Y ∪ H, g) with dα̃ = 0. If H1(Y ∪ H ; R) = 0 (or equivalently
H1(Y ∪ H ; Q) = 0), then any such 1-form is exact on Y ∪ H and thus on Y .

2A handle body is an oriented 3-manifold with boundary that is obtained from a 3-ball by
attaching 1-handles. Equivalently, it admits a Morse function with exactly one minimum, no
critical points of index 2, and attaining its maximum on the boundary.
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Conversely, if α̃ ∈ kerd, then nondegeneracy implies α̃|Y ∈ im d and hence∫
γ α̃ = 0 for every loop γ ⊂ Y . This implies that α̃ is also exact on Y ∪H since

every loop in Y ∪H is homotopic to a loop in Y . This proves (ii).
We prove (iii). Flat connections in A(Y,LH) can be identified with flat con-

nections in A(Y ∪H). The gauge equivalence classes of irreducible but nontrivial
connections are in one-to-one correspondence with nontrivial homomorphisms
π1(Y ∪H) → S1. These exist if and only if H1(Y ∪H ; Z) 6= 0.

Lagrangian submanifolds and representations

We characterize our Lagrangian submanifolds as subsets of the representation
spaces for Riemann surfaces. For simplicity we assume first that Σ is connected.
Fix a base point z ∈ Σ and choose based loops α1, . . . , αg, β1, . . . , βg representing
a standard set of generators3 of the fundamental group. The based holonomy
around the loops αi and βi gives rise to a map ρz : A(Σ) → G2g . This map
identifies the moduli space MΣ of flat connections with the quotient of f−1(1l)
by conjugation, where f : G2g → G is defined by

f(x1, . . . , xg , y1, . . . yg) :=
∏g
i=1xiyix

−1
i y−1

i . (7)

The correspondence between flat connections and representations is reformu-
lated in (a) and (b) below. Assertions (c) and (d) are the infinitesimal versions
of these observations.

Remark 2.2. (a) Let w = (x1, . . . , xg , y1, . . . yg) ∈ G2g . Then there exists a
flat connection A ∈ Aflat(Σ) with ρz(A) = w if and only if f(w) = 1l.

(b) Let A,A′ ∈ Aflat(Σ). Then A is gauge equivalent to A′ if and only if ρz(A)
is conjugate to ρz(A

′).

(c) Let A ∈ Aflat(Σ), w := ρz(A), and ŵ ∈ TwG2g . Then df(w)ŵ = 0 if and
only if there exists an α ∈ Ω1(Σ, g) such that dAα = 0 and dρz(A)α = ŵ.

(d) Let A ∈ Aflat(Σ) and α ∈ Ω1(Σ, g). Denote w := ρz(A) and ŵ := dρz(A)α.
Then α ∈ im dA if and only if ŵ belongs to the image of the infinitesimal
conjugate action Lw : g → TwG2g given by Lwξ = ξw − wξ.

While the identity element 1l ∈ G is not a regular value of f , it follows
from (c),(d) that the differential dρz(A) : Ω1(Σ, g) → TwG2g at a flat connec-
tion A ∈ Aflat(Σ) identifies H1

A := ker dA/im dA (the virtual tangent space of
MΣ) with the quotient kerdf(w)/imLw at w = ρz(A). The gauge invariant
symplectic form (1) descends to H1

A and thus induces a symplectic form

Ωw : ker df(w)/imLw × ker df(w)/imLw → R

Ωw(ŵ, ŵ′) :=

∫

Σ

〈α∧α′ 〉,

3The standard generators of π1(Σ, z) satisfy the relation
Qg

i=1
αiβiα

−1

i β
−1

i = 1l.
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where the (infinitesimal) connections A ∈ Aflat(Σ) and α, α′ ∈ ker dA are cho-
sen such that w = ρz(A), ŵ = dρz(A)α, and ŵ′ = dρz(A)α′. An explicit
formula for this symplectic form at w = (x1, . . . , xg , y1, . . . , yg) on the vectors
ŵ = (ξ1x1, . . . , ξgxg , η1y1, . . . , ηgyg), ŵ

′ = (ξ′1x1, . . . , ξ
′
gxg , η

′
1y1, . . . , η

′
gyg) is

Ωw(ŵ, ŵ′) =
∑g

i=1

(
〈 (x−1

i ξixi + x−1
i δixi − δi−1), η

′
i 〉 (8)

− 〈 (y−1
i ηiyi + y−1

i δiyi − δi−1), ξ
′
i 〉
)
.

Here δj = −(dhol(A)α)hol(A)−1 is the infinitesimal holonomy along the path∏j
i=1 αiβiα

−1
i β−1

i , i.e.

δj = c−1
j δcj + c−1

j c−1
j−1δcj−1

cj + . . .+ c−1
j . . . c−1

1 δc1c2 . . . cj ,

ci := xiyix
−1
i y−1

i , δci := xiyi
(
y−1
i ξiyi − ξi + ηi − x−1

i ηixi
)
x−1
i y−1

i .

One should compare this with the identities f(w) = c1 · · · cg = 1l and

df(w)(ŵ) = c1 . . . cg−1δcg + c1 . . . cg−2δcg−1
cg + . . .+ δc1c2 . . . cg = 0.

Combining these we see that δcg = 1l. So on the torus Σ = T2 the formula
simplifies to Ωw(ŵ, ŵ′) = 〈x−1ξx, η′ 〉 − 〈 y−1ηy, ξ′ 〉. Moreover, if T ⊂ G is
any circle and w ∈ T 2g ⊂ G2g then the restriction of Ωw to R2g ∼= TwT

2g ⊂
kerdf(w) is the standard symplectic form on Euclidean space. By construction
and assertions (a-d) above, Ω descends to the symplectic form on the (singular)
symplectic quotient f−1(1l)/G ∼= MΣ = A(Σ)//G(Σ). In fact, one can verify
directly that Ω is G-invariant and that its kernel at each point is the tangent
space to the G-orbit. Thus, on the complement of the reducible set, Ω descends
to a smooth symplectic structure on the G-quotient.

In the case of the torus Σ = T2 all points of f−1(1l) are reducible; in this
case MT2 can be identified with the quotient of the moduli space of flat S1-
connections by a residual Z2-action with four isolated fixed points {(±1l,±1l)}
(corresponding to the same four points in G2). For a general surface Σ, the set
of reducibles in f−1(1l) is the union

⋃
T⊂G T

2g over all maximal tori T ⊂ G. For
g > 2 this set has codimension 4g − 2 > 3g in G2g . So for a half dimensional
submanifold N ⊂ G2g the set of irreducibles will always be dense in N . In the
case of genus 2 the same is true if we require Ω|TN ≡ 0, since the codimension
of the set of reducibles is 3g but N cannot intersect it in an open set since Ω is
nondegenerate on each subtorus T 2g of the reducibles.

If Σ has several connected components we fix a base point set z ⊂ Σ and
obtain the 2-form Ω as sum of the 2-forms of the connected components. We then
haveMΣ

∼= f−1(1l)/Gπ0(Σ), where Gπ0(Σ) acts by conjugation with a fixed group
element on each connected component and f : G2g → Gπ0(Σ) is the product
of the relations (7) for each connected component. Now we can reformulate
the assumptions (L1-3) on the Lagrangian submanifolds L ⊂ A(Σ) as follows:
L = ρ−1

z (N) ⊂ A(Σ) is the preimage of a submanifold N ⊂ G2g satisfying the
following conditions.

(L1) N ⊂ f−1(1l), N is invariant under Gπ0(Σ), dimN = 3g, and Ω|TN ≡ 0.
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(L2) N is compact, connected, simply connected, and π2(N) = 0.

(L3) N∩ρz(Aflat(Y )) contains (1l, . . . , 1l) as isolated point and does not contain
any other reducible points (with respect to the conjugate action of Gπ0(Σ)).

The above discussion of the reducible locus shows that, by condition (L1), the
quotient L := N/Gπ0(Σ) ⊂MΣ is Lagrangian at a dense set of smooth points.

The Chern–Simons functional

Fix a compact, connected, oriented 3-manifold Y with nonempty boundary
∂Y = Σ and a gauge invariant, monotone, irreducible Lagrangian submanifold
L ⊂ A(Σ) satisfying (L1-3) on page 7. Then the restriction of the Chern–Simons
1-form (4) to the submanifold

A(Y,L) := {A ∈ A(Y )
∣∣A|Σ ∈ L}

is closed. It is the differential of the circle valued Chern–Simons functional

CSL : A(Y,L) → R/4π2Z

given by CSL(A) := [CS(A,B)], where

CS(A,B) :=
1

2

∫

Y

(
〈A∧dA 〉 +

1

3
〈A∧[A ∧ A] 〉

)
− 1

2

∫ 1

0

∫

Σ

〈B(s)∧∂sB(s) 〉 ds.

Here B : [0, 1] → L is a smooth path satisfying B(0) = A|Σ and B(1) = 0.

Remark 2.3. Note that CS(A,B) is the value of the Chern–Simons functional

on the connection Ã on Ỹ := Y ∪
(
[0, 1] × Σ

)
given by A on Y and by B

on [0, 1] × Σ. Here we glue ∂Y = Σ to {0} × Σ̄, and on the new boundary

∂Ỹ = {1} × Σ we have Ã ≡ 0.

Lemma 2.4. (i) The Chern–Simons functional CS(A,B) is invariant under
homotopies of B with fixed endpoints.

(ii) If u : [0, 1] → G(Σ) satisfies u(0) = u(1) = 1l then

CS(A,B) − CS(A, u∗B) = 4π2 deg u.

(iii) If B0, B1 : [0, 1] → L are two paths with B0(0) = B1(0) and B0(1) =

B1(1) = 0 then there is a path u : [0, 1] → G(Σ) with u(0) = u(1) = 1l such that
B1 is homotopic to u∗B0 (with fixed endpoints).

(iv) The circle valued function CSL : A(Y,L) → R/4π2Z descends to the quo-
tient B(Y,L) := A(Y,L)/G(Y ).

Proof. The Chern-Simons functional is invariant under homotopies since

−∂tCS(A,Bt) =
1

2

∫ 1

0

∫

Σ

(
〈 ∂tBt(s)∧∂sBt(s) 〉 + 〈Bt(s)∧∂t∂sBt(s) 〉

)
ds

=

∫ 1

0

∫

Σ

〈 ∂tBt(s)∧∂sBt(s) 〉 ds+

[∫

Σ

〈Bt(s)∧∂tBt(s) 〉
]1

0

.
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for every smooth homotopy Bt : [0, 1] → L with fixed endpoints. The first term
on the right is the symplectic form on ∂tBt, ∂sBt ∈ TBL and the second term
vanishes since ∂tBt(s) = 0 for s = 0, 1. Hence ∂tCS(A,Bt) = 0. This proves (i).

To prove (ii), we abbreviate S1 := R/Z, define ũ : S1 × Σ → SU(2) by
ũ(t, z) := u(t)(z), and calculate

2
(
CS(A,B) − CS(A, u∗B)

)

=

∫ 1

0

∫

Σ

(
〈u∗B∧∂s(u∗B) 〉 − 〈B∧∂sB 〉

)
ds

=

∫ 1

0

∫

Σ

(
〈B∧dB(∂su · u−1) 〉 + 〈 du · u−1∧

(
∂sB + dB(∂su · u−1)

)
〉
)

ds

=

∫ 1

0

∫

Σ

(
〈B∧

(
2d(∂su · u−1) + [B, ∂su · u−1]

)
〉 + 〈 du · u−1∧d(∂su · u−1) 〉

)
ds

= 2

∫ 1

0

∫

Σ

〈FB∧∂su · u−1 〉 − 1

3

∫

S1×Σ

tr
(
dũ · ũ−1 ∧ dũ · ũ−1 ∧ dũ · ũ−1

)

= 8π2 deg ũ.

Here the first equation follows from the definitions, the second equation uses
the formula ∂s(u

∗B) = u−1(∂sB + dB(∂su · u−1))u, the third equation uses
integration by parts in s and the fact that du(0) = du(1) = 0, the fourth
equation uses the formula d(∂su · u−1) − ∂s(du · u−1) = [du · u−1, ∂su · u−1]
and integration by parts over Σ, and the last equation follows from the fact
that FB(s) = 0 for every s and that the standard volume form on SU(2) with

integral 1 is 24π2ũ∗ dvolSU(2) = −tr
(
dũ · ũ−1 ∧ dũ · ũ−1 ∧ dũ · ũ−1

)
. Thus we

have proved (ii).
To see (iii) note that the catenation of −B0 and B1 is a loop in L based

at 0. It is contractible in the base of the fibre bundle Gz(Σ) ↪→ L → L/Gz(Σ)
and hence it is homotopic to a loop u : [0, 1] → Gz(Σ) in the fibre based at
u(0) = u(1) ≡ 1l. Now the catenation of B0, −B0, and B1 is homotopic with
fixed endpoints to B1 on the one hand, and on the other hand to the catenation
of B0 with the loop u∗0, which is also homotopic to u∗B0.

It follows from (i-iii) that the map (A,B) → CS(A,B) induces a circle valued
function CSL : A(Y,L) → R/4π2Z. We prove that this function is invariant
under gauge transformations. To see this we can use Remark 2.3 and extend
any given u ∈ G(Y ) to a gauge transformation ũ ∈ G(Ỹ ) on Ỹ := Y ∪

(
[0, 1]×Σ

)

with ũ|Ỹ ≡ 1l. Such an extension exists because G(Σ) is connected (which in
turn follows from the fact that G = SU(2) is connected, simply connected,
and π2(G) = 0). Hence assertion (iv) follows from (5), which directly extends
to gauge transformations that are trivial over the boundary. This proves the
lemma.

Corollary 2.5. Let B0 ∈ L and u : [0, 1] → G(Σ) with u(0) = u(1) = 1l. Then

∫ 1

0

∫

Σ

〈u(s)∗B0∧∂s(u(s)∗B0) 〉 ds = 8π2 deg(u).
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Proof. The left hand side is twice the difference of the Chern-Simons functionals
in Lemma 2.4 (ii).

Perturbations

We work with holonomy perturbations as in [30, 13, 9]. Let D := {z ∈ C
∣∣|z| ≤ 1}

be the closed unit disc and identify S1 with R/Z, with the real coordinate
denoted by θ. Choose embeddings γi : S1 × D ↪→ int(Y ) for i = 1, . . . , N
such that the γi coincide on a neighbourhood of {0} × D. We denote by
ρi : D × A(Y ) → G the map that assigns to a pair (z, A) the holonomy of
the connection A around the loop [0, 1] → Y : θ 7→ γi(θ, z). Then the map
ρ = (ρ1, . . . , ρN ) : D ×A(Y ) → GN descends to a map between the quotient
spaces D × B(Y ) → GN/G, where the action of G on GN is by simultaneous
conjugation and B(Y ) := A(Y )/G(Y ).

Now every smooth function f : D × GN → R that is invariant under conju-
gation and vanishes near the boundary induces a gauge invariant perturbation
hf : A(Y ) → R given by

hf (A) :=

∫

D

f(z, ρ(z, A)) d2z.

The differential dhf (A) : TAA(Y ) → R has the form

dhf (A)α =

∫

Y

〈Xf (A)∧α 〉, (9)

where Xf : A(Y ) → Ω2(Y, g) is a smooth map satisfying

dAXf (A) = 0, Xf (u
∗A) = u−1Xf (A)u, dXf (A)dAξ = [Xf (A), ξ] (10)

for A ∈ A(Y ), u ∈ G(Y ), ξ ∈ Ω0(Y, g). This follows from the gauge invariance
of hf (see Appendix D). Since dXf (A) is the Hessian of hf we have

∫

Y

〈 dXf (A)α∧β 〉 =

∫

Y

〈 dXf (A)β∧α 〉. (11)

Moreover, Xf (A) is supported in the union of the thickened loops γi(S
1 × D)

and hence in the interior of Y .

Critical points

The critical points of the perturbed Chern–Simons functional CSL + hf are the
solutions A ∈ A(Y ) of the equation

FA +Xf (A) = 0, A|Σ ∈ L.

Let Crit(CSL + hf ) denote the set of critical points and abbreviate

Rf := Crit(CSL + hf )/G(Y ).
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Associated to every critical point A ∈ A(Y,L) of CSL +hf is a twisted deRham
complex

Ω0(Y, g)
dA−→ Ω1

TAL(Y, g)
dA+dXf (A)−→ Ω2

0(Y, g)
dA−→ Ω3(Y, g), (12)

where
Ω1

TAL(Y, g) :=
{
α ∈ Ω1(Y, g) |α|Σ ∈ TA|ΣL

}
,

Ω2
0(Y, g) :=

{
τ ∈ Ω2(Y, g) | τ |Σ = 0

}
.

The first operator in this complex is the infinitesimal action of the gauge group,
the second corresponds to the Hessian of the Chern–Simons functional, and the
third to the Bianchi identity. A critical point A is called irreducible if the co-
homology group H0

A of (12) vanishes, i.e. the operator dA : Ω0(Y, g) → Ω1(Y, g)
is injective. It is called nondegenerate if the cohomology groupH1

A,f vanishes,
i.e. for every α ∈ TAA(Y,L) we have

dAα+ dXf (A)α = 0 ⇐⇒ α ∈ im dA. (13)

This nondegeneracy means that the Hessian of the Chern-Simons functional is
nondegenerate on a local slice of the gauge action. In Section 8 we will prove that
for a generic perturbation every critical point is nondegenerate, i.e. CSL + hf
induces a Morse function on the quotient B(Y,L).

Gradient flow lines

Fix a metric g on Y . Then a negative gradient flow line of the perturbed
functional CSL+hf is a connection A ∈ A(R×Y ) in temporal gauge, represented
by a smooth path R → A(Y ) : s 7→ A(s) that satisfies the boundary value
problem

∂sA+ ∗
(
FA +Xf (A)

)
= 0, A(s)|Σ ∈ L ∀s ∈ R. (14)

The energy of a solution is

Ef (A) =
1

2

∫

R×Y

(
|∂sA|2 + |FA +Xf (A)|2

)
.

In Section 5 we prove that (in the nondegenerate case) a solution A of (14) has
finite energy if and only if there exist critical points A+, A− ∈ Crit(CSL + hf )
such that A(s) converges exponentially to A± as s tends to ±∞. Denote the
moduli space of connecting trajectories from [A−] to [A+] by

M(A−, A+) :=

{
A ∈ Atmp(R × Y )

∣∣∣∣∣
(14), Ef (A) <∞,

lim
s→±∞

A(s) ∈ [A±]

}
/G(Y ),

where Atmp(R × Y ) denotes the space of connections on R × Y in temporal
gauge. The analogue of equation (14) for connections A = Φds+A that are not
in temporal gauge is

∂sA− dAΦ + ∗
(
FA +Xf (A)

)
= 0, A(s)|Σ ∈ L ∀s ∈ R. (15)
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This equation can be written in the form

FA +Xf (A) + ∗(FA +Xf (A)) = 0, A|{s}×∂Y ∈ L ∀s ∈ R, (16)

where Xf (A)(s, y) = Xf (A(s))(y). In this form it generalizes to 4-manifolds
with a space time of the boundary and tubular ends.

The moduli space M(A−, A+) can also be described as the quotient of the
space of all finite energy solutions of (15) in temporal gauge outside of a compact
set that converge to A± as s → ±∞. In this case the gauge group consists of
gauge transformations that are independent of s outside of a compact set and
preserve A± at the ends. The study of the moduli space is based on the analysis
of the linearized operator for equation (15). As a first step we examine the
Hessian of the Chern–Simons functional.

3 The Hessian

In this section we establish the basic analytic properties of the Hessian of the
Chern-Simons functional and draw some conclusions on the structure of the set
of critical points and the linearized operator of the gradient flow lines.

We continue the notation of Section 2. The augmented Hessian of the per-
turbed Chern–Simons functional at a connection A ∈ A(Y,L) is the operator

HA :=

(
∗dA + ∗dXf (A) −dA

−d∗
A 0

)
. (17)

The additional terms −dA and −d∗
A arise from a local slice condition. Think of

HA as an unbounded operator on the Hilbert space L2(Y,T∗Y ⊗ g) × L2(Y ⊗ g)
with dense domain

domHA := {(α, ϕ) ∈ W 1,2(Y,T∗Y ⊗ g)×W 1,2(Y, g)| ∗ α|∂Y = 0, α|∂Y ∈ TAL}.

Here we abbreviate TAL := TA|ΣL for A ∈ A(Y,L).
The operator HA is symmetric: for α, β ∈ Ω1(Y, g) and ϕ, ψ ∈ Ω0(Y, g)

〈HA(α, ϕ), (β, ψ) 〉L2 − 〈 (α, ϕ),HA(β, ψ) 〉L2

=

∫

Y

〈 (dAα+ dXf (A)α − ∗dAϕ)∧β 〉 +

∫

Y

〈 (dA ∗ α)∧ψ 〉

−
∫

Y

〈α∧(dAβ + dXf (A)β − ∗dAψ) 〉 −
∫

Y

〈ϕ∧(dA ∗ β) 〉

=

∫

∂Y

〈α∧β 〉 −
∫

∂Y

〈ϕ, ∗β 〉 +

∫

∂Y

〈 ∗α, ψ 〉.

(18)

If both (α, ϕ) and (β, ψ) belong to the domain of HA, then the boundary condi-
tions guarantee that the last three integrals vanish. In particular,

∫
∂Y

〈α ∧ β 〉
is the symplectic form on α|∂Y , β|∂Y ∈ TAL. An L2-estimate for the Hessian is
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obtained from the following elementary calculation: If (α, ϕ) ∈ domHA then

‖HA(α, ϕ)‖2
L2 = ‖∗dAα− dAϕ‖2

L2 + ‖d∗
Aα‖2

L2

= ‖dAα‖2
L2 + ‖dAϕ‖2

L2 + ‖d∗
Aα‖2

L2 − 2

∫

Y

〈α∧[FA, ϕ] 〉

≥ δ ‖(α, ϕ)‖2
W 1,2 − C ‖(α, ϕ)‖2

L2 .

Here the second equation follows from integration by parts. The inequality,
with suitable constants δ > 0 and C, follows from the Cauchy–Schwarz inequal-
ity and [33, Theorem 5.1] with p = 2. The resulting estimate ‖(α, ϕ)‖W 1,2 ≤
δ−1/2‖HA(α, ϕ)‖L2 + (C/δ)1/2‖(α, ϕ)‖L2 implies that HA has a finite dimen-
sional kernel and a closed image. In Proposition (3.1) below (which is the main
result of this section) we will identify the cokernel (imHA)⊥) with the kernel
and thus prove that the Hessian is a Fredholm operator and self-adjoint. We
moreover establish the estimate for the Hessian in general W k,p-Sobolev spaces.
This will be used in the analysis of the linearized operator on R×Y and for the
exponential decay analysis.

Proposition 3.1. (i) HA is a self-adjoint Fredholm operator.

(ii) For every A ∈ A(Y,L) and every integer k ≥ 0 and every p > 1 there exists
a constant C such that the following holds. If (α, ϕ) ∈ domHA and HA(α, ϕ)
is of class W k,p, then (α, ϕ) is of class W k+1,p and

∥∥(α, ϕ)
∥∥
Wk+1,p(Y )

≤ C
(∥∥HA(α, ϕ)

∥∥
Wk,p(Y )

+
∥∥(α, ϕ)

∥∥
Lp(Y )

)
.

(iii) If FA +Xf (A) = 0 then ker HA = H1
A,f ×H0

A, where

H0
A := ker dA ⊂ Ω0(Y, g),

H1
A,f := ker (dA + dXf (A)) ∩ ker d∗

A ⊂ Ω1
A(Y, g),

Ω1
A(Y, g) :=

{
α ∈ Ω1(Y, g)

∣∣ ∗ α|∂Y = 0, α|∂Y ∈ TAL
}
.

(19)

Definition 3.2. Let A ∈ A(Y,L) be a critical point of the perturbed Chern–
Simons functional, i.e. FA + Xf (A) = 0. The connection A is called nonde-
generate if H1

A,f = 0; it is called irreducible if H0
A = 0.

Remark 3.3. (i) The vector spaces H0
A and H1

A,f in Proposition 3.1 are iso-
morphic to the first two cohomology groups in the complex (12); they are the
spaces of harmonic representatives. Hence a critical point A ∈ A(Y,L) is non-
degenerate in the sense of Definition 3.2 if and only if it satisfies (13).

(ii) Hypothesis (L3) says that A = 0 is nondegenerate for the zero perturba-
tion f = 0. Since the differential dXf (A) vanishes at A = 0 for every f (see
Appendix D) it follows that A = 0 is nondegenerate for any perturbation.

The proof of Proposition 3.1 requires some preparation. First, we need
to introduce norms for the boundary terms in the upcoming estimates. Let
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p∗ denote the dual exponent of p given by 1/p + 1/p∗ = 1. We define the
following norms (which strictly speaking depend on Y ) for a smooth function
ϕ : Σ = ∂Y → g

‖ϕ‖bW 1−1/p,p(Σ) := inf
{
‖ϕ̃‖W 1,p(Y )

∣∣ ϕ̃|Σ = ϕ
}
,

‖ϕ‖bW−1/p,p(Σ) := sup
06=ψ∈Ω0(Σ,g)

∣∣∫
Σ〈ϕ, ψ 〉 dvolΣ

∣∣
‖ψ‖bW 1−1/p∗,p∗ (Σ)

.

For a 2-form τ ∈ Ω2(Σ, g) the corresponding norms are understood as the norms
of the function ∗τ ∈ Ω0(Σ, g). The following estimates for these boundary
Sobolev norms will be useful.

Lemma 3.4. For A ∈ A(Y ) and α ∈ Ω1(Y, g) we have

∥∥dA|Σ(α|Σ)
∥∥
bW−1/p,p(Σ)

= sup
06=ψ∈Ω0(Y,g)

∣∣∫
Y

(
〈 dAα∧dAψ 〉 − 〈α∧[FA, ψ] 〉

)∣∣
‖ψ‖W 1,p∗ (Y )

.

Moreover, if A ∈ A(Y,L) is a critical point of CSL + hf then

∥∥dA|Σ(α|Σ)
∥∥
bW−1/p,p(Σ)

≤
(
1 + ‖A‖L∞(Y )

)∥∥dAα+ dXf (A)α
∥∥
Lp(Y )

.

Proof. By definition we have

∥∥dA|Σ(α|Σ)
∥∥
bW−1/p,p(Σ)

= sup
ψ 6=0

∣∣∫
Σ
〈 dA|Σ(α|Σ), ψ 〉

∣∣
‖ψ‖bW 1−1/p∗,p∗(Σ)

= sup
ψ 6=0

∣∣∫
Y

d〈α∧dAψ 〉
∣∣

‖ψ‖W 1,p∗ (Y )

,

where the supremum runs over all nonzero functions ψ ∈ Ω0(Y, g). Now the first
identity follows from d〈α∧dAψ 〉 = 〈 dAα∧dAψ 〉− 〈α∧[FA, ψ] 〉. If A ∈ A(Y,L)
is a critical point of CSL + hf then FA +Xf (A) = 0 and hence

∥∥dA|Σ(α|Σ)
∥∥
bW−1/p,p(Σ)

= sup
ψ 6=0

∣∣∫
Y 〈 (dAα+ dXf (A)α)∧dAψ 〉

∣∣
‖ψ‖W 1,p∗ (Y )

≤
(
1 + ‖A‖L∞(Y )

)∥∥dAα+ dXf (A)α
∥∥
Lp(Y )

,

where we have used (10) and (11). This proves the lemma.

The following lemma provides the basic estimates for Proposition 3.1. The
first part is a regularity statement which goes a long way towards identifying
the dual domain of HA with its domain (thus establishing self-adjointness). The
second part is an estimate for the Hessian on pairs (α, ϕ) that do not necessarily
satisfy the boundary conditions. This degree of generality is necessary since
the Lagrangian boundary conditions are nonlinear, so differences in A(Y,L) or
derivatives of tangent vectors only satisfy the boundary conditions up to some
small curvature term.
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Lemma 3.5. The following holds for every p > 1 and every A ∈ A(Y,L).

(i) If (α, ϕ) ∈ Lp(Y,T∗Y ⊗ g) × Lp(Y, g) and there is a constant c such that
∣∣∣∣
∫

Y

〈α, (∗dAβ − dAψ) 〉 −
∫

Y

〈ϕ, d∗
Aβ 〉

∣∣∣∣ ≤ c ‖(β, ψ)‖Lp∗(Y ) (20)

for every (β, ψ) ∈ Ω1(Y, g)×Ω0(Y, g) with β|∂Y ∈ dA|ΣΩ0(Σ, g) and ∗β|∂Y = 0,
then (α, ϕ) ∈ W 1,p(Y,T∗Y ⊗ g) × W 1,p(Y, g) and it satisfies ∗α|∂Y = 0 and
dA|∂Y

(α|∂Y ) = 0 in the weak sense.

(ii) There is a constant C such that

∥∥(α, ϕ)
∥∥
W 1,p(Y )

≤ C
(∥∥∗dAα− dAϕ

∥∥
Lp(Y )

+
∥∥d∗

Aα
∥∥
Lp(Y )

+
∥∥(α, ϕ)

∥∥
Lp(Y )

+
∥∥∗α|Σ

∥∥
bW 1−1/p,p(Σ)

+
∥∥dA|Σ(α|Σ)

∥∥
bW−1/p,p(Σ)

)

for all α ∈ Ω1(Y, g) and ϕ ∈ Ω0(Y, g).

Before we prove this lemma let us draw a conclusion that will be useful for
the exponential decay analysis.

Corollary 3.6. Let p > 1 and A ∈ A(Y,L) be a nondegenerate critical point of
CSL + hf . Then there is a constant C such that

∥∥α
∥∥
W 1,p(Y )

≤ C
(∥∥dAα+ dXf (A)α

∥∥
Lp(Y )

+
∥∥d∗

Aα
∥∥
Lp(Y )

+
∥∥∗α|Σ

∥∥
bW 1−1/p,p(Σ)

+
∥∥Π⊥

A(α|Σ)
∥∥
Lp(Σ)

)

for every α ∈ Ω1(Y, g), where Π⊥
A : Ω1(Σ, g) → TAL⊥ denotes the L2 orthogonal

projection onto the L2 orthogonal complement of TAL.

Proof. By Lemma 3.5 (ii) with ϕ = 0 we have

∥∥α
∥∥
W 1,p(Y )

≤ C
(∥∥dAα

∥∥
Lp(Y )

+
∥∥d∗

Aα
∥∥
Lp(Y )

+
∥∥α
∥∥
Lp(Y )

+
∥∥∗α|Σ

∥∥
bW 1−1/p,p(Σ)

+
∥∥dA|Σ(α|Σ)

∥∥
bW−1/p,p(Σ)

)

≤ C ′
(∥∥dAα+ dXf (A)α

∥∥
Lp(Y )

+
∥∥d∗

Aα
∥∥
Lp(Y )

+
∥∥∗α|Σ

∥∥
bW 1−1/p,p(Σ)

+
∥∥Π⊥

A(α|Σ)
∥∥
Lp(Σ)

+
∥∥α
∥∥
Lp(Y )

)
.

Here we have used the estimate ‖dXf (A)α‖Lp(Y ) ≤ c ‖α‖Lp(Y ) of Proposi-

tion D.1 (iv) and Lemma 3.4. We added the term
∥∥Π⊥

A(α|Σ)
∥∥
Lp(Σ)

on the

right since
Π⊥
A(α|Σ) = 0 ⇐⇒ α|Σ ∈ TAL

and the restriction of the operator HA to the subspace {(α, 0)} ⊂ domHA is
injective. Hence the operator α 7→

(
dAα + dXf (A)α, d∗

Aα, ∗α|Σ,Π⊥
A(α|Σ)

)
is

injective and it follows that the compact term ‖α‖Lp(Y ) on the right can be
dropped. This proves the corollary.
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Proof of Lemma 3.5. It suffices to prove the lemma in the case ∗A|∂Y = 0.
The general case can be reduced to this by a compact perturbation of the
operator (leaving the boundary conditions fixed). To prove (i) consider a pair
(α, ϕ) ∈ Lp(Y,T∗Y ⊗ g) × Lp(Y, g) that satisfies (20) with a constant c. Let
ζ ∈ Ω0(Y, g) with ∂ζ

∂ν |∂Y = 0 and choose (β, ψ) = (dAζ, 0). Then ∗β|∂Y = 0 and
β|∂Y = dA|Σ(ζ|Σ) and hence, by (20),

∣∣∣∣
∫

Y

〈ϕ,∆Aζ 〉
∣∣∣∣ ≤ c ‖dAζ‖Lp∗(Y ) +

∣∣∣∣
∫

Y

〈α, ∗[FA, ζ] 〉
∣∣∣∣

≤
(
c+ c ‖A‖L∞(Y ) + ‖FA‖L∞(Y ) ‖α‖Lp(Y )

)
‖ζ‖W 1,p∗ (Y )

(21)

Hence it follows from the regularity theory for the Neumann problem ([1] or
e.g. [33, Theorem 2.3’]) that ϕ ∈W 1,p(Y, g) and

‖ϕ‖W 1,p(Y ) ≤ C
(
c+ ‖(α, ϕ)‖Lp(Y )

)
, (22)

for a suitable constant C = C(A).
Now fix a vector field Z ∈ Vect(Y ) with ‖Z‖L∞(Y ) ≤ 1 that is perpendicular

to ∂Y . Then it follows from (20) with β = 0 and ψ = LZζ that

∣∣∣∣
∫

Y

〈α, d(LZζ) 〉
∣∣∣∣ ≤ c ‖LZζ‖Lp∗(Y ) +

∣∣∣∣
∫

Y

〈α, [A,LZζ] 〉
∣∣∣∣

≤
(
c+ ‖A‖L∞(Y ) ‖α‖Lp(Y )

)
‖ζ‖W 1,p∗ (Y )

(23)

for every ζ ∈ Ω0(Y, g). Choosing ψ = 0 and β = ∗
(
ιZg ∧ dζ

)
gives

∣∣∣∣
∫

Y

〈α, d∗(ιZg ∧ dζ) 〉
∣∣∣∣

≤ c ‖ιZg ∧ dζ‖Lp∗(Y ) +

∣∣∣∣
∫

Y

〈ϕ, dA(ιZg ∧ dζ) 〉
∣∣∣∣+
∣∣∣∣
∫

Y

〈α, ∗[A ∧ ∗(ιZg ∧ dζ)] 〉
∣∣∣∣

≤
(
c+ CZ ‖ϕ‖Lp(Y ) + ‖A‖L∞(Y ) ‖(α, ϕ)‖Lp(Y )

)
‖ζ‖W 1,p∗ (Y ) (24)

for every ζ ∈ Ω0(Y, g) with ζ|∂Y = 0, where CZ := ‖dιZg‖L∞(Y ). Here we have

used (20) with ∗β|∂Y = 0 and β|∂Y = 0. Combining (23) and (24) we obtain
the estimate

∣∣∣∣
∫

Y

〈α(Z),∆ζ 〉
∣∣∣∣ ≤

(
2c+ C ′ ‖(α, ϕ)‖Lp(Y )

)
‖ζ‖W 1,p∗ (Y )

for every ζ ∈ Ω0(Y, g) with ζ|∂Y = 0 and a suitable constant constant C ′ =
C ′(A,Z) (see [33, Theorem 5.3 (ii)]). This implies α(Z) ∈ W 1,p(Y, g) and

‖α(Z)‖W 1,p(Y ) ≤ C
(
c+ ‖(α, ϕ)‖Lp(Y )

)
, (25)

19



where the constant C depends on A and the vector field Z. This proves the
interior regularity of α as well as the regularity of its normal component. More-
over, partial integration now shows that, for every ζ ∈ Ω0(Y, g) with ζ|∂Y = 0,
we have
∣∣∣∣
∫

∂Y

〈α(Z), ∂ζ∂ν 〉
∣∣∣∣ ≤

(
2c+ C ′ ‖(α, ϕ)‖Lp(Y ) + ‖d(α(Z))‖Lp(Y )

)
‖ζ‖W 1,p∗ (Y ) .

In particular, we can fix any normal derivative ∂ζ
∂ν = g ∈ Ω0(∂Y, g) and find

an admissible function ζ ∈ Ω0(Y, g) with ζ|∂Y = 0 and ‖ζ‖W 1,p∗ (Y ) arbitrarily

small. Thus we have
∫
∂Y 〈α(Z), g 〉 = 0 for all g ∈ Ω0(∂Y, g), and hence α(Z) = 0

for normal vector fields Z, i.e. ∗α|∂Y = 0.
To deal with the tangential components near the boundary ∂Y = Σ we use

normal geodesics to identify a neighbourhood of the boundary with [0, ε) × Σ
with the split metric dt2 + gt, where (gt)t∈[0,ε) is a smooth family of metrics
on Σ. In this splitting we write

α = αΣ + a dt

for αΣ ∈ Lp([0, ε) × Σ,T∗Σ ⊗ g) and a ∈W 1,p([0, ε) × Σ, g). Then

a|t=0 = 0, ‖a‖W 1,p ≤ C
(
c+ ‖(α, ϕ)‖Lp(Y )

)

by (25). From now on ∗, d, and d∗ will denote the Hodge operator, the exterior
derivative, and its adjoint on Σ. We abbreviate I := [0, ε) and denote by
C∞
0 (I ×Σ) the space of functions with compact support in (0, ε)×Σ. Then the

inequality (20) can be rewritten as

∣∣∣∣
∫

I×Σ

〈αΣ,
(
∗∂tβΣ − ∗db+ dψ

)
〉

−
∫

I×Σ

〈 a,
(
∂tψ−∗dβΣ

)
〉+
∫

I×Σ

〈ϕ,
(
∂tb−d∗βΣ

)
〉
∣∣∣∣ ≤ c

∥∥(βΣ, b, ψ)
∥∥
Lp∗(I×Σ)

for all βΣ ∈ C∞
0 (I ×Σ,T∗Σ⊗ g) and b, ψ ∈ C∞

0 (I ×Σ, g). Partial integration in
the terms involving a and ϕ then yields
∣∣∣∣
∫

I×Σ

〈αΣ,
(
∂tβΣ − db− ∗dψ

)
〉
∣∣∣∣ ≤

(
c+ ‖a‖W 1,p + ‖ϕ‖W 1,p

)
‖(βΣ, b, ψ)‖Lp∗ .

Since C∞
0 (I × Σ) is dense in Lp

∗

(I × Σ) we obtain ∂tαΣ ∈ Lp(I × Σ,T∗Σ ⊗ g)
and ∗dαΣ, d

∗αΣ ∈ Lp(I × Σ, g) with corresponding estimates. Hence ∇ΣαΣ is
of class Lp (see e.g. [35, Lemma 2.9]); so αΣ is of class W 1,p and satisfies the
estimate

‖αΣ‖W 1,p ≤ C
(
c+ ‖a‖W 1,p + ‖ϕ‖W 1,p + ‖αΣ‖Lp

)

with yet another constant C. In combination with (22) and (25) this proves the
regularity claimed in (i) and the estimate

‖(α, ϕ)‖W 1,p(Y ) ≤ C
(
c+ ‖(α, ϕ)‖Lp(Y )

)
.

20



To prove the second boundary condition on α|∂Y we use partial integration
in (20) to obtain

∣∣∣∣
∫

Σ

〈α∧β 〉
∣∣∣∣ ≤

(
c+ ‖dAα‖Lp(Y ) + ‖dAϕ‖Lp(Y )

)
‖β‖Lp∗(Y )

for every β ∈ Ω1(Y, g) with ∗β|Σ = 0 and β|Σ ∈ dA|ΣΩ0(Σ, g). In particular, we
can fix β|Σ = dA|Σξ for any ξ ∈ C∞(Σ, g) and find admissible β ∈ Ω1(Y, g) with
∗β|Σ = 0 and ‖β‖Lp∗(Y ) arbitrarily small. Thus we have

∫
Σ〈α∧dA|Σξ 〉 = 0 for

all ξ ∈ Ω0(Σ, g), that is dA|Σ(α|Σ) = 0 in the weak sense. This proves (i).
To prove (ii) let (α, ϕ) ∈ Ω1(Y, g)×Ω0(Y, g) be given and choose γ ∈ Ω1(Y, g)

such that

∗γ|Σ = ∗α|Σ, γ|Σ = 0, ‖γ‖W 1,p(Y ) ≤ 2‖ ∗ α|Σ‖bW 1−1/p,p(Σ),

and denote α′ := α − γ. There exists a constant C0 = C0(A) > 0 such that
‖HA(γ, 0)‖Lp(Y ) ≤ C0‖ ∗ α|Σ‖bW 1−1/p,p(Σ) and hence

‖HA(α′, ϕ)‖Lp(Y ) ≤ ‖HA(α, ϕ)‖Lp(Y ) + C0 ‖∗α|Σ‖bW 1−1/p,p(Σ) =: c.

Then it follows from (18) that, for every pair (β, ψ) ∈ Ω1(Y, g) × Ω0(Y, g) with
∗β|Σ = 0, we have

|〈 (α′, ϕ),HA(β, ψ) 〉| ≤ c ‖(β, ψ)‖Lp∗(Y ) +

∣∣∣∣
∫

Σ

〈α∧β 〉
∣∣∣∣ . (26)

Let ζ ∈ Ω0(Y, g) with ∂ζ
∂ν |∂Y = 0 and choose (β, ψ) = (dAζ, 0). Then, by

Lemma 3.4, we have
∣∣∣∣
∫

Σ

〈α∧dAζ 〉
∣∣∣∣ ≤

∥∥dA|Σ(α|Σ)
∥∥
bW−1/p,p(Σ)

‖ζ‖W 1,p∗ (Y )

and hence, by (26),
∣∣∣∣
∫

Y

〈ϕ,∆Aζ 〉
∣∣∣∣ =

∣∣∣∣〈 (α′, ϕ),HA(dAζ, 0) 〉 −
∫

Y

〈α′, ∗[FA, ζ] 〉
∣∣∣∣

≤ c ‖dAζ‖Lp∗(Y ) +

∣∣∣∣
∫

Σ

〈α∧dAζ 〉
∣∣∣∣+ ‖α′‖Lp(Y ) ‖FA‖L∞(Y ) ‖ζ‖Lp∗(Y )

≤ C
(∥∥HA(α, ϕ)

∥∥
Lp(Y )

+
∥∥∗α|Σ

∥∥
bW 1−1/p,p(Σ)

+
∥∥dA|Σ(α|Σ)

∥∥
bW−1/p,p(Σ)

+
∥∥α
∥∥
Lp(Y )

)∥∥ζ
∥∥
W 1,p∗ (Y )

for a suitable constant C = C(A). (Compare this with (21).) As in the proof
of (i) this implies

‖ϕ‖W 1,p(Y ) ≤ C
(∥∥HA(α, ϕ)

∥∥
Lp(Y )

+
∥∥∗α|Σ

∥∥
bW 1−1/p,p(Σ)

+
∥∥dA|Σ(α|Σ)

∥∥
bW−1/p,p(Σ)

+
∥∥(α, ϕ)

∥∥
Lp(Y )

)
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with a possibly larger constant C. (Compare this with (22).) To prove the same
estimate for α′ (and hence for α) one can repeat the argument in the proof of (i),
because in this part of the argument the inequality (26) is only needed for (β, ψ)
with ∗β|Σ = 0 and β|Σ = 0. This proves (ii) and the lemma.

Proof of Proposition 3.1. We prove (ii) by induction. Observe that

∥∥dXf (A)α
∥∥
Wk,p(Y )

≤ C ‖α‖Wk,p(Y ) (27)

for all α ∈ Ω1(Y, g) and a constant C = C(A, f), by Proposition D.1 (iv).
Hence it suffices to prove the estimate with f = 0. For k = 0 regularity holds
by assumption and the estimate follows from Lemma 3.5 (ii), using the fact that
dA|ΣΩ0(Σ, g) ⊂ TAL, so dA|Σ(α|Σ) = 0. (For p = 2 an elementary proof of the
estimate was given at the beginning of the section.) Thus we have proved (ii)
for k = 0. It follows that HA has a finite dimensional kernel and a closed image.

Now let k ≥ 1 and suppose that (ii) has been established for k − 1. Let
(α, ϕ) ∈ domHA and assume that HA(α, ϕ) is of class W k,p. By the induction
hypothesis (α, ϕ) is of class W k,p and

‖(α, ϕ)‖Wk,p(Y ) ≤ C
(
‖HA(α, ϕ)‖Wk−1,p(Y ) + ‖(α, ϕ)‖Lp(Y )

)
.

Let X1, . . . , Xk ∈ Vect(Y ). Then, using the symmetry of HA and integration
by parts, we obtain for every smooth pair (β, ψ) ∈ Ω1(Y )×Ω0(Y ) with comact
support in the interior of Y , we have

|〈 LX1
· · · LXk

(α, ϕ),HA(β, ψ) 〉|
=
∣∣〈 (α, ϕ),L∗

Xk
· · · L∗

X1
HA(β, ψ) 〉

∣∣
≤
∣∣〈 (α, ϕ) , HAL∗

Xk
· · · L∗

X1
(β, ψ) 〉

∣∣+ C1‖(α, ϕ)‖Wk,p(Y )‖(β, ψ)‖Lp∗(Y )

=
∣∣〈 LX1

· · · LXk
HA(α, ϕ) , (β, ψ) 〉

∣∣+ C1‖(α, ϕ)‖Wk,p(Y )‖(β, ψ)‖Lp∗(Y )

≤ C2

(
‖HA(α, ϕ)‖Wk,p(Y ) + ‖(α, ϕ)‖Wk,p(Y )

)
‖(β, ψ)‖Lp∗(Y )

with uniform constants Ci. This estimate extends to the W 1,p∗-closure, so it
holds for all (β, ψ) with zero boundary conditions. However, in order to apply
Lemma 3.5 (i) to the pair LX1

· · · LXk
(α, ϕ) we would have to allow for more

general test functions (β, ψ). Unfortunately, this weak equation does not extend
directly, but we can still use the arguments of Lemma 3.5. For that purpose let
the vector fields X1, . . . , Xk ∈ Vect(Y ) be tangential to the boundary. Then the
boundary condition ∗α|∂Y = 0 will be preserved, and the Lie derivatives LXi

in the following all have a dual L∗
Xi

which does not include a boundary term.
To adapt the proof of Lemma 3.5 (i) to LX1

· · · LXk
(α, ϕ) instead of (α, ϕ) we

replace (21) and (23), which use test functions with nonzero boundary values.
Instead of (21) we calculate for all ζ ∈ Ω0(Y, g) with ∂ζ

∂ν |∂Y = 0 and with a
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W k,p-approximation Ω0(Y, g) 3 ϕj → ϕ

∣∣〈 LX1
. . .LXk

ϕ , ∆Aζ 〉
∣∣ = lim

j→∞

∣∣〈 dALX1
. . .LXk

ϕj , dAζ 〉
∣∣

≤ lim
j→∞

(∣∣〈 LX1
. . .LXk

dAϕj , dAζ 〉
∣∣+ C1‖ϕj‖Wk,p‖ζ‖W 1,p∗

)

=
∣∣〈 LX2

. . .LXk
dAϕ , L∗

X1
dAζ 〉

∣∣+ C1‖ϕ‖Wk,p‖ζ‖W 1,p∗

≤
∣∣〈 LX2

. . .LXk
∗ dAα , dAL∗

X1
ζ 〉
∣∣+
∣∣〈 LX1

. . .LXk
(∗dAα− dAϕ) , dAζ 〉

∣∣
+ C2‖ϕ‖Wk,p‖ζ‖W 1,p∗

≤
∣∣〈 ∗dAα , dAL∗

Xk
. . .L∗

X1
ζ 〉
∣∣+
∣∣〈 ∗dAα ,

[
L∗
Xk

. . .L∗
X2
, dA

]
L∗
X1
ζ 〉
∣∣

+ C3

(
‖ ∗ dAα− dAϕ‖Wk,p + ‖ϕ‖Wk,p

)
‖ζ‖W 1,p∗

≤ C4

(
‖HA(α, ϕ)‖Wk,p + ‖(α, ϕ)‖Wk,p

)
‖ζ‖W 1,p∗

with uniform constants Ci. Here the components of
[
L∗
Xk

. . .L∗
X2
, dA

]
L∗
X1
ζ are

sums of derivatives of ζ including at most one normal derivative, so all but
one derivative can be moved to the left hand side ∗dAα by partial integration.
Moreover, we have used the fact that dAL∗

Xk
. . .L∗

X1
ζ|∂Y ∈ TAL to obtain

〈 ∗dAα, dAL∗
Xk

. . .L∗
X1
ζ 〉 = 〈α, ∗[FA,L∗

Xk
. . .L∗

X1
ζ 〉

= 〈 LX1
. . .LXk

∗ [FA ∧ α], ζ 〉

The last term can be estimated by ‖α‖Wk,p ‖ζ‖Lp∗ .
Instead of (23) we pick a W k,p-approximation Ω1(Y, g) 3 αj → α satisfying

the boundary condition ∗αj |∂Y = 0 and hence ∗LX1
. . .LXk

αj |∂Y = 0. Then
we obtain for all ζ ∈ Ω0(Y, g)

∣∣∣∣
∫

Y

〈 LX1
. . .LXk

α, d(LZζ) 〉
∣∣∣∣

≤ lim
j→∞

(∣∣∣∣
∫

Y

〈 LX1
. . .LXk

αj , dA(LZζ) 〉
∣∣∣∣+ C1‖αj‖Wk,p‖ζ‖W 1,p∗

)

≤ lim
j→∞

(∣∣∣∣
∫

Y

〈 LX1
. . .LXk

d∗
Aαj ,LZζ 〉

∣∣∣∣+ C2‖αj‖Wk,p‖ζ‖W 1,p∗

)

=

∣∣∣∣
∫

Y

〈 LX2
. . .LXk

d∗
Aα,L∗

X1
LZζ 〉

∣∣∣∣+ C2‖α‖Wk,p‖ζ‖W 1,p∗

≤ ‖LX1
. . .LXk

d∗
Aα‖Lp‖LZζ‖Lp∗ + C2‖α‖Wk,p‖ζ‖W 1,p∗

≤ C3

(
‖HA(α, ϕ)‖Wk,p + ‖(α, ϕ)‖Wk,p

)
‖ζ‖W 1,p∗(Y )

with uniform constants Ci. Now the remaining arguments of Lemma 3.5 (i) go
through to prove the regularity LX1

. . .LXk
(α, ϕ) ∈W 1,p and the estimate

‖LX1
. . .LXk

(α, ϕ)‖W 1,p ≤ C (‖HA(α, ϕ)‖Wk,p + ‖(α, ϕ)‖Wk,p) (28)

for the tangential derivatives and in the interior. To control the normal deriva-
tives near the boundary we use the same splitting as in Lemma 3.5 (i). If
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HA(α, ϕ) ∈ W k,p then this argument shows that

∂tαΣ ∈ da− ∗dϕ+W k,p(I × Σ,T∗Σ ⊗ g),

∂ta ∈ d∗αΣ +W k,p(I × Σ, g),

∂tϕ ∈ ∗dβΣ +W k,p(I × Σ, g).

This can be used iteratively to replace the derivatives in (28) by normal deriva-
tives. It then follows from the assumption HA(α, ϕ) ∈ W k,p and the induction
hypothesis (α, ϕ) ∈ W k,p that (α, ϕ) ∈W k+1,p and

‖(α, ϕ)‖Wk+1,p ≤ C (‖HA(α, ϕ)‖Wk,p + ‖(α, ϕ)‖Lp) .

This finishes the proof of (ii).
We prove (iii). If FA + Xf (A) = 0 and (α, ϕ) ∈ ker HA, then the pair

(α, ϕ) is smooth by (ii). Integration by parts shows that ∗dAα + ∗dXf (A)α is
orthogonal to dAϕ, hence both vanish, so the kernel has the required form.

To prove (i) we first show that the cokernel of HA agrees with its kernel.
Let (α, ϕ) ∈ L2(Y,T∗Y )×L2(Y ) be orthogonal to the image of HA. Denote by
H the operator of Lemma 3.5 for the perturbation f = 0. Then

〈 (α, ϕ),H(β, ψ) 〉L2 = −〈α, ∗dXf (A)β 〉L2 ≤ c ‖(β, ψ)‖L2

for some constant c and every pair (β, ψ) ∈ Ω1(Y, g) × Ω0(Y, g) satisfying the
boundary conditions ∗β|∂Y = 0 and β|∂Y ∈ TAL. Hence it follows from
Lemma 3.5 (i) that α ∈W 1,2(Y,T∗Y ) and ϕ ∈ W 1,2(Y ). So by (18)

0 =

∫

Y

〈 (dAα+ dXf (A)α − ∗dAϕ)∧β 〉 +

∫

Y

〈 (dA ∗ α)∧ψ 〉

−
∫

∂Y

〈α∧β 〉 +

∫

∂Y

〈ϕ, ∗β 〉 −
∫

∂Y

〈 ∗α, ψ 〉

for all β ∈ Ω1
A(Y, g) and ψ ∈ Ω0(Y, g). (See (19) for the definition of Ω1

A(Y, g).)
Taking ∗β|∂Y = 0, β|∂Y = 0, and ψ|∂Y = 0 this implies

∗dAα+ ∗dXf (A)α− dAϕ = 0, d∗
Aα = 0.

Taking (β, ψ) ∈ domHA we then get

∫

∂Y

〈α∧β 〉 +

∫

∂Y

〈 ∗α, ψ 〉 = 0

for every β ∈ Ω1
A(Y, g) and every ψ ∈ Ω0(Y, g). This (re-)proves ∗α|∂Y = 0 and,

since β|∂Y can take any value in the Lagrangian subspace TAL, it also shows that
α|∂Y ∈ TAL. Thus we have identified the cokernel of HA with its kernel. Since
the kernel is finite dimensional, this proves that HA is a Fredholm operator.
Furthermore, every symmetric Fredholm operator with this property is self-
adjoint. (Let x ∈ domH∗, i.e. 〈x,Hy 〉 = 〈 z, y 〉 for all y ∈ domH and some z
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in the target space. By assumption we can write z = z0+Hx1 with z0 ∈ (imH)⊥

and x1 ∈ domH. Then, using symmetry, we have 〈x − x1,Hy 〉 = 〈 z0, y 〉 = 0
for all y ∈ imH ∩ domH. The latter is a complement of kerH ⊂ domH so we
obtain x− x1 ∈ (imH)⊥ = kerH ⊂ domH and hence x ∈ domH.) This proves
the proposition.

The set of critical points

Using the properties of the Hessian we can now show finiteness of the set of gauge
equivalence classes of critical points of the Chern-Simons functional, where the
critical points are assumed to be nondegenerate. More generally, we establish a
compactness result that will be needed to achieve nondegeneracy by a transver-
sality construction.

Proposition 3.7. Fix a Lagrangian submanifold L ⊂ A(Σ) that satisfies (L1)
and an integer k ≥ 1. Let f ν be a sequence of perturbations converging to f in
the Ck+1 topology and Aν ∈ A(Y,L) be a sequence of critical points of CSL+hfν .
Then there is a sequence of gauge transformations uν ∈ G(Y ) such that (uν)∗Aν

has a Ck convergent subsequence.
Moreover, if all the critical points of CSL + hf are nondegenerate, then Rf

is a finite set.

Proof. Fix a constant p > 4. The critical points of CSL + hfν are S1-invariant
solutions of the perturbed anti-self-duality equation on S1 × Y and, by Propo-
sition D.1 (iii), they satisfy a uniform L∞ bound on the curvature. Hence, by
Uhlenbeck’s weak compactness theorem (see [32] or [33, Theorem A]), there is
a sequence of gauge tranformations uν ∈ G(Y ) such that (uν)∗Aν is bounded
in W 1,p. Passing to a subsequence, we may assume that (uν)∗Aν converges
strongly in C0 and weakly in W 1,p to a connection A ∈ A1,p(Y,L). The limit
connection is a (weak) solution of FA + Xf (A) = 0 and hence, by [35, Theo-
rem A], is gauge equivalent to a smooth solution. Applying a further sequence
of gauge transformation we may assume that A is smooth and, by the local slice
theorem (e.g. [33, Theorem F]), that

d∗
A((uν)∗Aν −A) = 0, ∗((uν)∗Aν −A)|∂Y = 0. (29)

It now follows by induction that (uν)∗Aν is uniformly bounded in W k+1,p.
Namely, if (uν)∗Aν is uniformly bounded in W j,p for any j ∈ {1, . . . , k} then
the curvature F(uν)∗Aν = −Xfν ((uν)∗Aν) is uniformly bounded in W j,p, by
Proposition D.1 (iii), and hence (uν)∗Aν is uniformly bounded in W j+1,p by [35,
Theorem 2.6]. Since the Sobolev embedding W k+1,p ↪→ Ck is compact, the
sequence (uν)∗Aν must have a Ck convergent subsequence.

To prove finiteness in the nondegenerate case it remains to show that non-
degenerate critical points are isolated in the quotient A(Y,L)/G(Y ). Thus let
A be a nondegenerate critical point and Aν ∈ A(Y,L) be a sequence of critical
points converging to A in the W 1,p topology (for some p > 2). Then, by the
local slice theorem, there exists a sequence of gauge transformations uν ∈ G(Y ),
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converging to 1l in the W 2,p topology, such that (uν)∗Aν satisfies (29). Since
A1,p(Y,L) is a gauge invariant Banach submanifold of A1,p(Y ) it follows that
the intersection with a local slice gives rise to a Banach submanifold

XA :=

{
α ∈ W 1,p(Y,T∗Y ⊗ g)

∣∣∣∣
∗α|Σ = 0, d∗

Aα = 0, ‖α‖W 1,p < ε
A+ α ∈ A1,p(Y,L)

}

for ε > 0 sufficiently small. The tangent space of XA at A is

TAXA =
{
α ∈W 1,p(Y,T∗Y ⊗ g)

∣∣ ∗ α|Σ = 0, α|Σ ∈ TAL, d∗
Aα = 0

}
.

Define the map FA : XA ×
{
ϕ ∈ W 1,p(Y, g) |ϕ ⊥ ker dA

}
→ Lp(Y,T∗Y ⊗ g) by

FA(α, ϕ) := ∗(FA+α +Xf (A+ α)) − dAϕ.

It has a zero at the origin, and we claim that its differential

dFA(0, 0)(α̂, ϕ̂) = ∗(dAα̂+ dXf (A)α̂) − dAϕ̂

is bijective. The injectivity follows from the nondegeneracy of A and the fact
that im dA ⊥ im ∗(dA+dXf (A)). To check the surjectivity notice that dFA(0, 0)
is the first factor of the Hessian HA. The Hessian is self-adjoint by Propo-
sition 3.1 with cokernel (imHA)⊥ = kerHA = H1

A,f × H0
A, so the cokernel

of dFA(0, 0) is H1
A,f , which vanishes by the nondegeneracy assumption. This

proves that dFA(0, 0) is bijective. Since (uν)∗Aν −A ∈ XA converges to zero in
the W 1,p norm and FA((uν)∗Aν−A, 0) = 0 for every ν, it then follows from the
inverse function theorem that (uν)∗Aν = A for ν sufficiently large. This proves
the proposition.

For nondegenerate critical points (i.e. H1
A,f = 0) we have the following con-

trol on the kernel of the Hessian, H0
A = kerdA ⊂ Ω0(Y, g), which measures

reducibility.

Remark 3.8. The twisted cohomology groups H0
A form a vector bundle over

the space of pairs (f,A) with A a nondegenerate critical point of CSL + hf .
In particular, the dimension cannot jump. This follows from the general fact
that the cohomology groups H0 form a vector bundle over the space of all chain
complexes with H1 = 0. To see this consider two chain complexes

C0 d0

→ C1 d1

→ C2, C0 d0+P 0

−→ C1 d1+P 1

−→ C2

of operators with closed images (between Hilbert spaces) and assume that the
first homology of the unperturbed complex vanishes, H1 = ker d1/im d0 = 0.
(Then the homology of the other complex, H1

P = ker(d1 +P 1)/im (d0 +P 0) also
vanishes for sufficiently small perturbation P .) Choose a complement D1 ⊂ C1

of im d0 = kerd1 and let Π : C1 → C1/D1 be the projection. Then Π ◦ d0 :
C0 → C1/D1 is surjective and the restriction d1|D1 : D1 → C2 is an injective
operator with a closed image. If P i : Ci → Ci+1 are sufficiently small then
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Π ◦ (d0 + P 0) : C0 → C1/D1 is still surjective and (d1 + P 1)|D1 : D1 → C2 is
still injective. From the latter and the identity (d1 + P 1) ◦ (d0 + P 0) = 0 it
follows that H0

P = ker(d0 + P 0) agrees with the kernel of the surjective map
Π ◦ (d0 + P 0). Now let D0 ⊂ C0 be a complement of H0 = ker d0, then
Π ◦ d0|D0 : D0 → C1/D1 is bijective, and so is Π ◦ (d0 + P 0)|D0 : D0 → C1/D1

for sufficiently small P 0. Its inverse is an injective map IP : C1/D1 → C0 with
image D0 that depends continuously on P and satisfies Π ◦ (d0 +P 0) ◦ IP = Id.
Now πP := IP ◦ Π ◦ (d0 + P 0) : C0 → C0 is a projection, πP ◦ πP = πP ,
with kerπP = ker(Π ◦ (d0 + P 0)) = im (1 − πP ) and imπP = im IP = D0 =
ker(1 − πP ). The opposite projection 1 − πP then provides an isomorphism
H0 = ker d0 → ker(Π ◦ (d0 + P 0)) = H0

P that depends continuously on P .

The linearized operator on R × Y

Next, we shall use the above results on the Hessian to establish some basic
properties of the linearized operator for (14). Let I ⊂ R be an open interval
and A = A+Φds ∈ A(I×Y ) such that A(s)|∂Y ∈ L for every s ∈ I . A g-valued
1-form on I×Y has the form α+ϕds with α(s) ∈ Ω1(Y, g) and ϕ(s) ∈ Ω0(Y, g).
Thus we shall identify Ω1(I × Y, g) with the space of pairs (α, ϕ) of smooth
maps α : I → Ω1(Y, g) and ϕ : I → Ω0(Y, g). For any integer k ≥ 1 and

any p > 1 let W k,p
A

(I × Y,T∗Y ⊗ g) denote the space of W k,p-regular 1-forms
α : I × Y → T∗Y ⊗ g that satisfy the boundary conditions

∗α(s)|∂Y = 0, α(s)|∂Y ∈ TA(s)L (30)

for all s ∈ I . (The first equation arises from a gauge fixing condition.)

Remark 3.9. The boundary conditions (30) are meaningful for every α of class
W 1,p with p > 1. In this case we have α(s)|∂Y ∈ Lp(Σ,T∗Σ ⊗ g) for almost all
s ∈ I , so there is a Hodge decomposition

α(s)|∂Y = α0 + dA(s)|Σξ + ∗dA(s)|Ση,

and the second condition in (30) means that η = 0 and α0 ∈ TA(s)|ΣL. In other
words, α(s)|∂Y lies in the Lp-closure of TA(s)|ΣL. This Lp-closure is Lagrangian
in the following sense: If α ∈ Lp(Σ,T∗Σ ⊗ g), then α lies in the Lp-closure of
TAL if and only if

∫
Σ
〈α ∧ β 〉 = 0 for all smooth β ∈ TAL. (This extends the

Lagrangian condition (6) to nonsmooth tangent vectors.)

On a general 4-manifold X , the linearized operator DA for (16) with a gauge
fixing condition has the form

Ω1(X, g) → Ω2,+(X, g) × Ω0(X, g) : α̃ 7→
(
(dAα̃+ dXf (A)α̃)+,−d∗

Aα̃
)
.

In the case X = I×Y we identify Ω2,+(X, g)×Ω0(X, g) with the space of pairs
of maps I → Ω1(Y, g) and I → Ω0(Y, g), using the formula

α̃ = 1
2 (∗α(s) − α(s) ∧ ds)
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for self-dual 2-forms on I × Y . With this notation the linearized operator

DA : W k,p
A

(I × Y,T∗Y ⊗ g) ×W k,p(I × Y, g)

→W k−1,p(I × Y,T∗Y ⊗ g) ×W k−1,p(I × Y, g)

for I × Y is given by
DA := ∇s + HA(s),

where ∇s := ∂s + [Φ, ·]; explicitly,

DA

(
α
ϕ

)
=

(
∇sα+ ∗dAα+ ∗dXf (A)α − dAϕ

∇sϕ− d∗
Aα

)
. (31)

Here we have dropped the argument s in the notation, e.g. dAϕ stands for the
path s 7→ dA(s)ϕ(s) of g-valued 1-forms on Y .

Remark 3.10. The formal adjoint operator has the form

D∗
A = −∇s + HA(s).

It is isomorphic to an operator of type ∇s + HA via time reversal. Namely, if
σ : (−I) × Y → I × Y denotes the reflection in the s-coordinate, then

D∗
A(β, ψ) ◦ σ = Dσ∗A(β ◦ σ, ψ ◦ σ)

for every pair of smooth maps β : I → Ω1(Y, g) and ψ : I → Ω0(Y, g).

The following theorem provides the basic regularity (i) and estimate (ii) for
the Fredholm theory of DA and will also be needed to prove exponential decay.
The Lp-regularity has been established in [35] by techniques that do not extend
to p = 2. Here we prove the L2-regularity using the analytic properties of the
Hessian. A fundamental problem is that its domain varies with the connection,
unlike in the closed case. The variation will be controlled in step 1 of the proof,
using a trivialization of the tangent bundle of L in Appendix E. This control
then allows to apply the general theory of Appendix A

Theorem 3.11. For every integer k ≥ 0, every p > 1, and every compact
subinterval J ⊂ I there is a constant C such that the following holds.

(i) Assume k = 0 and define p∗ := p/(p− 1). Let

(α, ϕ) ∈ Lp(I × Y,T∗Y ⊗ g) × Lp(I × Y, g)

and suppose that there is a constant c such that
∣∣∣∣
∫

I×Y

〈D∗
A(β, ψ) , (α, ϕ) 〉

∣∣∣∣ ≤ c‖(β, ψ)‖Lp∗(I×Y ) (32)

for every compactly supported smooth map (β, ψ) : I → Ω1(Y, g) × Ω0(Y, g)
satisfying (30). Then (α, ϕ)|J×Y is of class W 1,p and satisfies the boundary
condition (30) and the estimate

‖(α, ϕ)‖W 1,p(J×Y ) ≤ C
(
‖DA(α, ϕ)‖Lp(I×Y ) + ‖(α, ϕ)‖Lp(I×Y )

)
.
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(ii) Assume k ≥ 1. If (α, ϕ) ∈ W 1,p(I×Y,T∗Y ⊗g)×W 1,p(I×Y, g) satisfies (30)
and DA(α, ϕ) is of class W k,p, then (α, ϕ)|J×Y is of class W k+1,p and

‖(α, ϕ)‖Wk+1,p(J×Y ) ≤ C
(
‖DA(α, ϕ)‖Wk,p(I×Y ) + ‖(α, ϕ)‖Lp(I×Y )

)
.

Proof. Using the estimates on the perturbation dXf (A) in Proposition D.1 (iv)
we may assume without loss of generality that f = 0. Fix s0 ∈ J . We prove the
result for a neighbourhood of s0 in four steps.

Step 1. After shrinking I, there exists a family of bijective linear operators

Q(s) : Ω1(Y, g) × Ω0(Y, g) → Ω1(Y, g) × Ω0(Y, g),

parametrized by s ∈ I, such that the following holds.

(a) For every s ∈ I and every (α, ϕ) ∈ Ω1(Y, g) × Ω0(Y, g)

(α, ϕ) ∈ domHA(s0) ⇐⇒ Q(s)(α, ϕ) ∈ domHA(s).

(b) For every integer k ≥ 0 and every p > 1 the operator family Q induces a

continuous linear operator from W k,p
loc (I ×Y,T∗Y ⊗ g)×W k,p

loc (I ×Y, g) to
itself.

Let U ⊂ A(Y,L) be a neighbourhood of A(s0) that is open in the C0-topology
and {QA}A∈U be an operator family which satisfies the requirements of The-
orem E.2. Shrink I so that A(s) ∈ U for every s ∈ I . Then the operators
Q(s) := QA(s) × Id satisfy the requirements of Step 1.

Step 2. We prove (i) for p = 2.

Abbreviate
H := L2(Y,T∗Y ⊗ g) × L2(Y, g)

and let W (s) ⊂ H be the subspace of (α, ϕ) ∈W 1,2(Y,T∗Y ⊗ g) ×W 1,2(Y, g)
that satisfy the boundary conditions

∗α|∂Y = 0, α|∂Y ∈ TA(s)L.

Let Q be as in Step 1, so each Q(s) induces an operator on H that descends
to a Hilbert space isomorphism from W (s0) to W (s). Then, by Proposition 3.1
with p = 2, the operator family HA(s) : W (s) → H satisfies the conditions
(W1-2) and (A1-2) in Appendix A for every compact subinterval of I . Hence
the estimate in (i) with p = 2 follows from Lemma A.2 and a cutoff function
argument, and the regularity statement follows from Theorem A.3.

Step 3. We prove (i) for p 6= 2.

The result follows from [35, Theorem C]. The intervals I and J can be replaced
by S1 by using cutoff functions, and one can interchange D∗

A
and Dσ∗A in (32)

by reversing time as in Remark 3.10. Then [35, Theorem C (iii)] implies that
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(α, ϕ) ◦ σ is of class W 1,p (with corresponding estimate). The same holds for
(α, ϕ), and partial integration as in (18) implies that

C ‖(β, ψ)‖Lp∗ ≥
∣∣∣∣
∫

I×Y

〈D∗
A(β, ψ) , (α, ϕ) 〉 − 〈 (β, ψ) , DA(α, ϕ) 〉

∣∣∣∣

=

∣∣∣∣
∫

I×∂Y

〈α ∧ β 〉 + 〈 ∗α , ψ 〉
∣∣∣∣ .

Here we can choose any compactly supported β|I×∂Y : I → TAL ⊂ Ω1(∂Y, g)
and ψ|I×∂Y : I → Ω0(∂Y, g) and extend them to I × Y with ‖(β, ψ)‖Lp∗ ar-
bitrarily small. Thus the above estimate implies that α satisfies the boundary
conditions α(s)|∂Y ∈ TA(s)L and ∗α(s)|∂Y = 0.

Step 4. We prove (ii).

The assertion of (ii) continues to be meaningful for k = 0; we prove it by
induction on k. For k = 0 the regularity statement holds by assumption and
the estimate follows from (i). Fix an integer k ≥ 1 and assume, by induction,
that (ii) has been established with k replaced by k − 1. Let

(α, ϕ) ∈ W 1,p(I × Y,T∗Y ⊗ g) ×W 1,p(I × Y, g)

such that (30) holds and

(β, ψ) := DA(α, ϕ) ∈W k,p(I × Y,T∗Y ⊗ g) ×W k,p(I × Y, g).

Denote
(α′, ϕ′) := Q∂s(Q

−1(α, ϕ)),

and
(β′, ψ′) := Q

(
∂s(Q

−1(β, ψ)) −
(
∂s(Q

−1DAQ)
)
Q−1(α, ϕ)

)
.

Then (α′, ϕ′) satisfies the hypotheses of (i) and hence is of class W 1,p and
satisfies the boundary conditions (30). Thus

DA(α′, ϕ′) = (β′, ψ′)

is of class W k−1,p. Hence, by the induction hypothesis, (α′, ϕ′) is of class W k,p

and

‖(α′, ϕ′)‖Wk,p(J×Y ) ≤ C1

(
‖(β′, ψ′)‖Wk−1,p(I×Y ) + ‖(α′, ϕ′)‖Lp(I×Y )

)

≤ C2

(
‖(β, ψ)‖Wk,p(I×Y ) + ‖(α, ϕ)‖Wk,p(I×Y )

)
.

Since (α′, ϕ′) = (∂sα, ∂sϕ) − (∂sQ)Q−1(α, ϕ), this implies that (∂sα, ∂sϕ) is of
class W k,p and

‖(∂sα, ∂sϕ)‖Wk,p(J×Y ) ≤ C3

(
‖DA(α, ϕ)‖Wk,p(I×Y ) + ‖(α, ϕ)‖Wk,p(I×Y )

)

≤ C4

(
‖DA(α, ϕ)‖Wk,p(I×Y ) + ‖(α, ϕ)‖Lp(I×Y )

)
.
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It remains to establish regularity and estimates for (α, ϕ) in Lp(J,W k+1,p(Y )).
To see it note that HA(α, ϕ) = DA(α, ϕ) −∇s(α, ϕ) is of class Lp(J,W k,p(Y )).
By Proposition 3.1, (α(s), ϕ(s)) ∈W k+1,p(Y ) for almost every s ∈ J and

‖(α, ϕ)‖pLp(J,Wk+1,p(Y ))

=

∫

J

‖(α(s), ϕ(s))‖pWk+1,p(Y ) ds

≤ C4

∫

J

(∥∥HA(s)(α(s), ϕ(s))
∥∥p
Wk,p(Y )

+ ‖(α(s), ϕ(s))‖pLp(Y )

)
ds

≤ C5

(
‖DA(α, ϕ)‖pWk,p(I×Y ) + ‖(α, ϕ)‖pLp(I×Y )

)
.

This completes the proof.

Remark 3.12. The proof of Theorem 3.11 carries over word for word to the
case where the metric and perturbation on Y depend smoothly on s ∈ I .

We finish this section with a complete description of the linearized operator
for the trivial gradient flow line at an irreducible, nondegenerate critical point.

Theorem 3.13. Let A ∈ A(Y,L) be a critical point of the perturbed Chern–
Simons functional CSL+hf such that H0

A = 0 and H1
A,f = 0. Then the operator

DA :=
∂

∂s
+ HA

on Lp(R × Y,T∗Y ⊗ g) × Lp(R × Y, g) with domain

domDA :=
{

(α, ϕ) ∈W 1,p(R × Y,T∗Y ⊗ g) ×W 1,p(R × Y, g)
∣∣∣

∗ α(s)|∂Y = 0, α(s)|∂Y ∈ TAL ∀s ∈ R

}

is a Banach space isomorphism for every p > 1.

Proof. For p = 2 it follows from [25, Theorem A] and Proposition 3.1 that
DA is a Fredholm operator of index zero; that it is bijective follows from the
inequality (8) in [25]. Another argument is given in [9, Proposition 3.4]; it is
based on the fact that HA is a bijective self-adjoint Fredholm operator, and on
the local L2-regularity (Theorem 3.11). The case p 6= 2 can be reduced to the
case p = 2 by Donaldson’s argument in [9, Proposition 3.21]; it uses in addition
the local Lp-regularity in Theorem 3.11. (For an adaptation of Donaldson’s
argument to the symplectic case see [28, Lemma 2.4].)

4 Operators on the product S
1 × Y

In this section we study the anti-self-duality operator on SU(2)-bundles over
the product S1 × Y with Lagrangian boundary conditions. Our goal is, first,
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to establish a formula for the Fredholm index and, second, to prove that the
relevant determinant line bundle is orientable. Both results are proved with the
same technique. The problem can be reduced to the case of a suitable closed
3-manifold Y ∪Σ Y

′ by means of an abstract argument involving the Gelfand–
Robbin quotient.

Throughout we fix a compact connected oriented 3-manifold Y with non-
empty boundary ∂Y = Σ and a gauge invariant, monotone Lagrangian sub-
manifold L ⊂ A(Σ) satisfying (L1-2) on page 7. We identify S1 ∼= R/Z. Every
gauge transformation v : Y → G = SU(2) termines a principal SU(2)-bundle
Pv → S1 × Y defined by

Pv :=
R × Y × G

Z
, [s, y, u] ≡ [s+ 1, y, v(y)u].

A connection on Pv with Lagrangian boundary conditions is a pair of smooth
maps A : R → A(Y,L) and Φ : R → Ω0(Y, g) satisfying

A(s+ 1) = v∗A(s), Φ(s+ 1) = v−1Φ(s)v. (33)

The space of such connections will be denoted by A(Pv ,L) and we write A =
Φds+A or (A,Φ) for the elements of A(Pv ,L). The space

A(S1 × Y,L) :=
{
(v,A)

∣∣A ∈ A(Pv ,L)
}

is a groupoid. We will see that it has several connected components, correspond-
ing to π1(L/Gz(Σ)) respectively the degree of v : (Y, ∂Y ) → (G, 1l). A morphism
from (v0,A0) to (v1,A1) is a smooth gauge transformation u : R → G(Y ) on
R × Y satisfying

v1 = u(s)−1v0u(s+ 1),

A1 = u∗A0.
(34)

We abbreviate (34) by (v1,A1) =: u∗(v0,A0). In the case v0 = v1 = v a map u
that satisfies the first equation in (34) is a gauge transformation on Pv. Since
the gauge group G(Y ) is connected there is, for every pair v0, v1 ∈ G(Y ), a gauge
transformation u : R → G(Y ) that satisfies the first equation in (34).

Fix a perturbation Xf . Then every pair (v,A) = (v,A,Φ) ∈ A(S1 × Y,L)
determines Sobolev spaces

W k,p
v (S1 × Y, g) :=

{
ϕ ∈ W k,p

loc (R × Y, g)
∣∣ϕ(s+ 1) = v−1ϕ(s)v

}
,

W k,p
v (S1 × Y,T∗Y ⊗ g) :=

{
α ∈ W k,p

loc (R × Y, g)
∣∣α(s+ 1) = v−1α(s)v

}
,

W k,p
v,A (S1 × Y,T∗Y ⊗ g) :=

{
α ∈ W k,p

v (S1 × Y,T∗Y ⊗ g)
∣∣ (30)

}

and an anti-self-duality operator

Dv,A : W k,p
v,A (S1 × Y,T∗Y ⊗ g) ×W k,p

v (S1 × Y, g)

→W k−1,p
v (S1 × Y,T∗Y ⊗ g) ×W k−1,p

v (S1 × Y, g)

given by Dv,A := ∇s + HA(s) respectively by (31) as in Section 3.
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Definition 4.1. The degree of a pair (v,A) = (v,A,Φ) ∈ A(S1 × Y,L) is the
integer

deg(v,A) := − 1

4π2

∫ 1

0

∫

Y

〈FA∧∂sA 〉 ds

Remark 4.2. (i) The degree is an integer because it is the difference of the
Chern-Simons functionals. Explicitly,

deg(v,A) = − 1

8π2

∫ 1

0

∫

Σ

〈A∧∂sA 〉ds

− 1

8π2

[∫

Y

(
〈A∧dA 〉 +

1

3
〈A∧[A ∧ A] 〉

)]s=1

s=0

=
1

4π2

(
CS(A(0), A|Σ#B) − CS(A(1), B)

)

≡ 1

4π2

(
CSL([A(0)]) − CSL([A(0)])

)
= 0 ∈ R/Z.

Here B : [0, 1] → L is a smooth path from B(0) = A(1)|Σ to B(1) = 0 and
A|Σ#B is the catenation of A|Σ : [0, 1] → L with B.

(ii) If v|Σ ≡ 1l then A(s+ 1)|Σ = A(s)|Σ and, by (5),

deg(v,A) = deg(v) − 1

8π2

∫ 1

0

∫

Σ

〈A∧∂sA 〉 ds.

The last term is the symplectic action of the loop R/Z → L : s 7→ A(s)|Σ,
multiplied by the factor 1/4π2.

(iii) If v ≡ 1l and A(s)|Σ = u(s)∗A(0)|Σ with u(s + 1) = u(s) ∈ G(Σ) then
deg(v,A) is minus the degree of the map u : S1 × Σ → G, see Corollary 2.5.

Theorem 4.3. Fix p > 1 and an integer k ≥ 1, then the following holds.

(i) Two pairs (v,A), (v′,A′) ∈ A(S1 × Y,L) belong to the same component of
A(S1 × Y,L) if and only if they have the same degree.

(ii) For every pair (v,A) ∈ A(S1 × Y,L) the operator Dv,A is Fredholm and

index(Dv,A) = 8 deg(v,A).

(iii) The determinant line bundle det → A(S1 × Y,L) with fibers det(Dv,A) is
orientable.

(iv) Let u : R → G(Y ) be a morphism from (v,A) to (v′,A′) = (u∗v, u∗A).
Then (v,A) and (u∗v, u∗A) have the same degree and the induced isomorphism

u∗ : det(Dv,A) → det(D(u∗v,u∗A))

is orientation preserving (i.e. the map on orientations agrees with the one in-
duced by a homotopy).
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The proof of (ii) will be based on an identification of the index with the
spectral flow of the Hessian. Both the index and orientation results in (ii)-
(iv) require a description of the space of self-adjoint boundary conditions for
the Hessian on a pair of domains with matching boundary. We will use it to
homotop from Lagrangian boundary conditions to the diagonal (representing
the closed case). More precisely, we will use the abstract setting of Appendix B.

We think of the div-grad-curl operator on Y as an unbounded operator

D :=

(
∗d −d
−d∗ 0

)
: W0 → H

on the Hilbert space

H := L2(Y,T∗Y ⊗ g) ⊕ L2(Y, g)

with the dense domain

domD := W0 := W 1,2
0 (Y,T∗Y ⊗ g) ⊕W 1,2

0 (Y, g).

With this domain D is symmetric and injective and has a closed image, see
Lemma 4.4 below. Hence D satisfies the assumptions of Appendix B and thus
defines a symplectic Hilbert space, the Gelfand–Robbin quotient

V := domD∗/domD = W/W0, ω(ξ, η) := 〈D∗ξ, η 〉 − 〈 ξ,D∗η 〉,
where W := domD∗ is the domain of the adjoint operator D∗. The crucial
property of the Gelfand–Robbin quotient is the fact that self-adjoint extensions
of D are in one-to-one correspondence with Lagrangian subspaces of V .

If A ∈ A(Y ) is a smooth connection on Y then the restricted (unperturbed)
Hessian HA|W0

: W0 → H is an unbounded operator on H with domain W0.
It is a compact perturbation of the div-grad-curl operator D. The next lemma
shows how these operators fit into the setting of Appendix B.

Lemma 4.4. (i) For every smooth connection A ∈ A(Y ) on Y the operator
HA|W0

: W0 → H is symmetric, injective, and has a closed image. Its domain
W0 is dense in H, the graph norm of HA on W0 is equivalent to the W 1,2-norm,
and the inclusion W0 → H is compact.

(ii) For every A ∈ A(Y ) the domain of the dual operator (HA|W0
)∗ is equal

to W and the symplectic form on the quotient W/W0 is given by

ω(ξ, η) =

∫

∂Y

〈α∧β 〉 −
∫

∂Y

〈ϕ, ∗β 〉 +

∫

∂Y

〈 ∗α, ψ 〉.

for smooth elements ξ = (α, ϕ) and η = (β, ψ) in W .

(iii) The kernel of (HA|W0
)∗ determines a Lagrangian subspace

Λ0(A) :=
ker(HA|W0

)∗ +W0

W0
⊂ V.

If two connections A,A′ ∈ A(Y ) coincide in a neighbourhood of the boundary
∂Y then Λ0(A

′) is a compact perturbation of Λ0(A).
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Proof. The operator HA|W0
is symmetric by (18) and it has a closed image

by Lemma 3.5 (ii). To prove that it is injective let (α, ϕ) ∈ kerHA ∩ W0.
Extend A to an S1-invariant connection Ξ on S1 × Y and (α, ϕ) to an S1-
invariant 1-form ξ = α + ϕds on S1 × Y . Then d+

Ξ ξ = 0, d∗
Ξξ = 0, and ξ

vanishes on the (nonempty) boundary. Near the boundary we choose coordi-
nates (s, t, z) ∈ S1 × [0, ε)×Σ so that (t, z) are normal geodesic coordinates on
Y . Interchanging s and t we can first bring Ξ into temporal gauge with respect
to t and then use Lemma 8.7 (ii) to deduce that ξ vanishes near the bound-
ary. Since Y is connected it follows from an open and closed argument that
ξ vanishes identically. The graph norm of HA on W0 is given by (35) below.
The boundary term vanishes on W0 and hence this norm is equivalent to the
W 1,2 norm. The compactness of the inclusion W0 → H follows from Rellich’s
theorem. This proves (i).

The domain of the dual operator and the symplectic form are independent
of A because the difference HA|W0

−D = (HA−H0)|W0
: W0 → H extends to a

bounded self-adjoint operator from H to itself. The formula for the symplectic
form follows from (18).

Assertion (iii) follows from Lemma B.11. This uses the fact that the dif-
ference operator ∆ := (HA|W0

)∗ − (HA′ |W0
)∗ : W → H is compact since it

coincides with ∆ ◦ ι ◦ Ψ. Here Ψ : W → W0 is a bounded map, given by
multiplication with a cutoff function ψ ∈ C∞

0 (Y, [0, 1]), ψ|supp(A−A′) ≡ 1, the
inclusion ι : W0 → H is compact by (i), and ∆ : H → H is bounded. This
proves the lemma.

Remark 4.5. (i) The symplectic Hilbert space (V, ω) can be viewed as a space
of boundary data for the Hessian, containing the space

Ω1(Y, g) × Ω0(Y, g)

W0 ∩ (Ω1(Y, g) × Ω0(Y, g))
∼= Ω1(Σ, g) × Ω0(Σ, g) × Ω0(Σ, g)

of smooth boundary data as a dense subspace; see Lemma 4.6 below. The iso-
morphism is by [(α, ϕ)] 7→ (α|∂Y , ϕ|∂Y , ∗Σ(∗α|∂Y )). In this notation, an explicit
formula for the symplectic form is given in Lemma 4.4 (ii).

(ii) The space Ω1(Y, g) × Ω0(Y, g) of smooth pairs (α, ϕ) is contained in the
domain of the dual operator, and the restriction of (HA|W0

)∗ to this subspace
agrees with HA. The graph norm on Ω1(Y, g) × Ω0(Y, g) ⊂ dom (HA|W0

)∗ is

‖(α, ϕ)‖2
(HA|W0

)∗ = ‖(α, ϕ)‖2
L2(Y ) + ‖dAα‖2

L2(Y ) + ‖d∗
Aα‖2

L2(Y )

+ ‖dAϕ‖2
L2(Y ) + 2

∫

Y

〈ϕ, [FA, α] 〉 − 2

∫

∂Y

〈ϕ, dAα 〉.
(35)

The dual domain W = dom (HA|W0
)∗ is the completion of Ω1(Y, g) × Ω0(Y, g)

with respect to this norm. It is bounded by the W 1,2-norm and hence

W 1,2
Y := W 1,2(Y,T∗Y ⊗ g) ⊕W 1,2(Y, g) ⊂W.

Moreover, it follows from interior elliptic regularity that every element of the
dual domain W is of class W 1,2 on every compact subset of the interior of Y .
However, W is not contained in W 1,2

Y , see Lemma 4.6 below.
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The next Lemma gives a precise description for the spaces W and V , includ-
ing some parts of weak regularity. However, our theory does not depend on the
explicit description of these spaces. In our applications we only use the fact that
the Gelfand–Robbin quotient is independent of the connection, see Lemma 4.4.
In the following we slightly abuse notation and identify the Gelfand–Robbin
quotient V = W/W0 with the orthogonal complement of W0 in W in the graph
norm of D∗. Remark B.1 (ii) shows that it is given by

V = {ξ ∈ domD∗ |D∗ξ ∈ domD∗, D∗D∗ξ + ξ = 0} .

Lemma 4.6. (i) The space V admits an orthogonal Lagrangian splitting

V = Λ0 ⊕ Λ1, Λ0 := D∗Λ1, Λ1 := V ∩ imD,

where Λ0 is the orthogonal projection of the kernel of D∗ onto V .

(ii) The space W admits an orthogonal splitting W = W0 ⊕Λ0 ⊕Λ1, where W0

and Λ1 are closed subspaces of W 1,2
Y and Λ0 is a closed subspace of H =: L2

Y .

(iii) The spaces of smooth elements are dense in Λ0, Λ1, V , and W (with respect
to the graph norm of D∗). The restriction map

ξ = (α, ϕ) 7→ ξ|Σ := (α|Σ, ϕ|Σ, ∗Σ(∗α|Σ)) (36)

on the smooth elements extends continuously to Λ0 and Λ1. This gives rise to
injective operators

Λ0 →W
−1/2,2
Σ , Λ1 →W

1/2,2
Σ

with closed images. Here we denote W
−1/2,2
Σ :=

(
W

1/2,2
Σ

)∗
and

W
1/2,2
Σ := W 1/2,2(Σ,T∗Σ ⊗ g) ⊕W 1/2,2(Σ, g) ⊕W 1/2,2(Σ, g).

Proof. The splitting in (i) is the one in Remark B.1 (iii) with Λ1 = Λ⊥
0 . To

prove (ii) we examine the operator D∗D of Lemma B.4. On smooth elements
this is the Laplace-Beltrami operator. Hence its domain is

dom (D∗D) =

{
ξ ∈ W0

∣∣∣ sup
η∈W0

〈Dξ,Dη 〉L2

‖η‖L2

<∞
}

= W0 ∩W 2,2
Y

by elliptic regularity. This implies that domD∗ ∩ imD = D(W0 ∩W 2,2
Y ) is a

closed subspace of W 1,2
Y . One can also think of D∗ as a bounded linear operator

from L2
Y to W−1,2

Y := (W0)
∗, see the proof of Lemma B.4. Then the operator

W 1,2
Y →W−1,2

Y ×W
1/2,2
Σ : ξ 7→ (D∗D∗ξ + ξ, ξ|Σ) (37)

is bijective, by elliptic regularity and the Sobolev trace theorem, and V ∩W 1,2
Y

is the preimage of {0} ×W
1/2,2
Σ under this operator. Hence V ∩W 1,2

Y is also a

closed subspace of W 1,2
Y and so is the space

Λ1 = (V ∩W 1,2
Y ) ∩ (domD∗ ∩ imD).
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Next, the kernel of D∗ is a closed subspace of L2
Y and hence, so is the space

Λ0 =
{
ξ − (1l +D∗D)

−1
ξ
∣∣ ξ ∈ kerD∗

}
.

See Remark B.1 (ii) for the projection W → V ; the formula simplifies for
ξ ∈ kerD∗. This proves (ii).

We prove that the spaces of smooth elements are dense in Λ0, Λ1, V , and
W . Any element in Λ1 can be approximated by a smooth sequence in Λ1: The
W 1,2-approximation by any smooth sequence converges in the graph norm of D∗

and projects under the map Π0 in Remark B.5 to a convergent smooth sequence
in Λ1. Since Λ0 = D∗Λ1, this shows that the smooth elements are dense in Λ0

as well as in W = W0 ⊕ Λ0 ⊕ Λ1.
That the the restriction map (36) extends to an injective bounded linear

operator from Λ1 onto a closed subspace of W
1/2,2
Σ follows by restricting the

isomorphism (37) to the closed subspace Λ1 of V ∩W 1,2
Y . Next we prove that the

map (36) sends Λ0 to a closed subspace of W−1/2,2(Σ). For this it is convenient
to use the following norms for ξ ∈ W :

‖ξ|Σ‖W−1/2,2
Σ

:= sup
η∈W 1,2

Y

ω(ξ, η)

‖η‖W 1,2
Y

, ‖ξ‖D∗ :=
√
‖ξ‖2

L2
Y

+ ‖D∗ξ‖2
L2

Y

By definition there is a constant c > 0 such that

‖ξ|Σ‖W−1/2,2
Σ

≤ c ‖ξ‖D∗

for every ξ ∈ W . Thus (36) is a bounded linear operator from W to W
−1/2,2
Σ .

Moreover, Λ1 is complete both with respect to the graph norm of D∗ and the
W 1,2-norm, and the former is bounded above by the latter. Hence, by the open
mapping theorem, there is a constant δ > 0 such that

‖η‖D∗ ≥ δ ‖η‖W 1,2
Y

∀η ∈ Λ1.

Now let ξ ∈ Λ0 be given. Then D∗ξ ∈ Λ1 ⊂W 1,2
Y and hence

‖ξ|Σ‖W−1/2,2
Σ

≥ δ sup
η∈W 1,2

Y

ω(ξ, η)

‖η‖D∗

≥ δ
ω(ξ,D∗ξ)

‖D∗ξ‖D∗

= δ ‖ξ‖D∗ .

Since Λ0 is a closed subspace of W , the operator Λ0 → W
−1/2,2
Σ : ξ 7→ ξ|Σ is

injective and has a closed image. This proves the lemma.

Remark 4.7. The dual domain W admits another orthogonal splitting

W = (domD∗ ∩ imD) ⊕ kerD∗

where domD∗ ∩ imD is a closed subspace of W 1,2
Y and the kernel of D∗ is a

closed subspace of L2
Y . It can be described as the image under D∗ of the space

of harmonic pairs ξ = (α, β) ∈W 1,2
Y :

kerD∗ =
{

(∗dα− dϕ,−d∗α) | (α, ϕ) ∈W 1,2
Y , d∗dα+ dd∗α = 0, d∗dϕ = 0

}
.
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This can also be used to prove that the restriction map (36) maps the kernel of

D∗ to W
−1/2,2
Σ : If ϕ is a W 1,2 harmonic function on Y then its restriction to

the boundary is of class W 1/2,2 and its normal derivative on the boundary is of
class W−1/2,2.

Yet another splitting of W can be obtained from eigenspace decomposi-
tions along the lines of Atiyah–Patodi–Singer [5]. The operator D has the form
J(∂t +B) near the boundary, where J2 = −1l and B is a self-adjoint first order
Fredholm operator over Σ. The decomposition involves the eigenspaces of B [8].

Proof of Theorem 4.3. It suffices to prove the theorem for Xf = 0 because any
two perturbations are homotopic and result in compact perturbations of the
operators Dv,A and hence in isomorphic determinant line bundles.

We prove (i). By Lemma 2.4 the degree depends only on the homotopy class
of (v,A). Given such a pair, there is a smooth path [0, 1] → G(Y ) : τ 7→ vτ

with v0 = v and v1 = 1l, because G(Y ) is connected. Let uτ : R → G(Y ) be the
smooth path of gauge transformations constructed in Lemma 4.8 below with
X = pt and define

Aτ := (uτ )∗A.

Then τ 7→ (vτ ,Aτ ) is a smooth path in A(S1×Y,L) connecting (v0,A0) = (v,A)
to a pair of the form (1l, A1). Hence we may assume without loss of generality
that v = v′ = 1l and A,A′ ∈ A(P,L) where P = P1l = S1 × Y × G. Now the
map

A(P,L) → C∞(S1,L) : A 7→ A|S1×Σ

is a homotopy equivalence. Hence (i) follows from the fact that, by (L2), every
loop in L is homotopic to a loop of the form R/Z → L : s 7→ u(s)∗A0 with
u(s+ 1) = u(s) ∈ G(Σ), and that the homotopy class of such a loop is charac-
terized by the degree of the map u : S1 × Σ → G.

We prove (ii). That the operator Dv,A has a finite dimensional kernel and
a closed image follows immediately from the estimate in Theorem 3.11 (ii) and
Rellich’s theorem (see [21, Lemma A.1.1]). That it has a finite dimensional
cokernel follows from the regularity results in Theorem 3.11 and Remark 3.10.
(The dual operator has a finite dimensional kernel.) Thus we have proved
that Dv,A is a Fredholm operator for every pair (v,A) ∈ A(S1 × Y,L). The
regularity theory in Theorem 3.11 also shows that its kernel and cokernel, and
hence also the Fredholm index, are independent of k and p. Moreover, the
Fredholm index depends only on the homotopy class of (v,A); to see this one
can use the argument in the proof of Step 1 in Theorem 3.11 to reduce the
problem to small deformations with constant domain and then use the stability
properties of the Fredholm index. So by (i) it suffices to consider one pair (v,A)
in each degree. Hence we can assume

v|N = 1l, Φ = 0, A(s)|N = 0

for all s and an open neighbourhood N ⊂ Y of ∂Y . Then deg(v,A) = deg(v).
Choose a handle body Y ′ with ∂Y ′ = Σ̄ and extend A(s) smoothly by the trivial
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connection on Y ′ to obtain a smooth connection Ã(s) on the closed 3-manifold

Ỹ := Y ∪Σ Y
′

for every s. Note that Ã(s+1) = ṽ∗Ã(s), where ṽ ∈ G(Ỹ ) agrees with v on Y and
is equal to 1l on Y ′. Let H′

0 denote the Hessian on Y ′ (at the trivial connection)
and HA(s) the Hessian on Y , both with the same boundary Lagrangian T0L.
These are self-adjoint Fredholm operators, by Proposition 3.1. The Hessian (17)

over the closed manifold Ỹ will be denoted by H̃Ã(s). Choose ε > 0 such that

the operators H′
0 + εId, HA(0) + εId, and H̃Ã(0) + εId are all bijective. We shall

introduce the spectral flow µspec (as defined in Appendix A) and prove that

index(Dv,A) = µspec

({(
HA(s) + εId

)
⊕
(
H′

0 + εId
)}
s∈[0,1]

)

= µspec

({
H̃Ã(s) + εId

}
s∈[0,1]

)

= index(Dṽ,eA) = 8 deg(ṽ) = 8 deg(v,A).

(38)

Here Dṽ,eA = ∇s + H̃Ã(s) denotes the anti-self-duality operator on the twisted

bundle Pṽ over S1 × Ỹ .
To prove (38) we may assume k = 1 and p = 2. In this case the first and

third equations follow from Theorem A.5, the fourth equation follows from the
Atiyah–Singer index theorem (the second Chern class of the principal bundle

Pṽ → S1 × Ỹ is the degree of ṽ), and the last equation is obvious from the
definitions. To prove the second equation in (38) consider the operator family

D(s) :=
(
HA(s) + εId

)
⊕
(
H′

0 + εId
)

on the Hilbert space

H := L2(Y,T∗Y ⊗ g) ⊕ L2(Y, g) ⊕ L2(Y ′,T∗Y ′ ⊗ g) ⊕ L2(Y ′, g)

with the constant dense domain domD(s) = W0, where

W0 := W 1,2
0 (Y,T∗Y ⊗ g) ⊕W 1,2

0 (Y, g) ⊕W 1,2
0 (Y ′,T∗Y ′ ⊗ g) ⊕W 1,2

0 (Y ′, g).

As in Remark 4.5, this choice of domain makes D(s) closed, symmetric, and
injective. Moreover, the Gelfand–Robbin quotient and its symplectic structure

V := domD(s)∗/domD(s) = W/W0

are independent of s. Now, by Appendix B, self-adjoint extensions of D(s) are
in one-to-one correspondence with Lagrangian subspaces of V . The operators
in the first row of (38) all correspond to the Lagrangian subspace

Λ1 :=

{
(α, ϕ, α′, ϕ′) ∈W 1,2

∣∣∣∣
∗α|∂Y , ∗α′|∂Y ′ = 0,
α|∂Y , α′|∂Y ′ ∈ T0L

}
/W0 ⊂ V,
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where W 1,2 := W 1,2(Y,T∗Y ⊗ g ⊕ g) × W 1,2(Y ′,T∗Y ′ ⊗ g ⊕ g) ⊂ W . The
operators in the second row of (38) all correspond to the ‘diagonal’

Λ2 :=



(α, ϕ, α′, ϕ′) ∈ W 1,2

∣∣∣∣∣∣

ϕ|∂Y = ϕ′|∂Y ′ ,
α|∂Y = α′|∂Y ′ ,
∗α|∂Y = ∗α′|∂Y ′



 /W0 ⊂ V.

For i = 1, 2 and s ∈ R let D(s)Λi : domD(s)Λi → H denote the restriction of
D(s)∗ to the preimage of Λi under the projection W → W/W0. Then D(s)Λi

is self-adjoint. Moreover, we have D(s+ 1) = Q−1D(s)Q, where Q : H → H is
given by conjugation with the gauge transformation v and satisfies ξ−Qξ ∈W0

for all ξ ∈ W since v ≡ 1l near ∂Y . This implies that

Λ0 := (kerD(0)∗ ⊕W0)/W0 = (kerD(1)∗ ⊕W0)/W0.

Then, by the choice of ε, the Lagrangian subspaces Λ1 and Λ2 are transverse
to Λ0. Moreover, they are compact perturbations of Λ⊥

0 by Lemma B.10, since
the graph norm on domD(s)Λi is equivalent to the W 1,2-norm, see (35). The
second identity in (38) follows from Remark B.14, which asserts that the spectral
flow of {D(s)Λ}s∈[0,1] is independent of the Lagrangian subspace Λ ⊂ V that

is transverse to Λ0 and a compact perturbation of Λ⊥
0 . This proves (38) and

thus (ii).
We prove (iii) and (iv). That two isomorphic pairs (v0,A0) and (v1,A1) =

u∗(v0,A0) have the same degree follows from (ii) and the fact that conjugation
by u identifies kernel and cokernel of the operator Dv0,A0

with kernel and co-
kernel of Dv1,A1

. For every (v,A) ∈ A(S1 × Y,L) denote by Or(Dv,A) the two
element set of orientations of det(Dv,A). Then the remaining assertions in (iii)
and (iv) can be rephrased as follows.

Claim: Let {(vλ,Aλ)}0≤λ≤1 be a smooth path in A(S1×Y,L) and u : R → G(Y )
be a morphism from (v0,A0) to (v1,A1). Then the isomorphism

u∗ : Or(Dv0,A0
) → Or(Dv1,A1

)

agrees with the isomorphism induced by the path λ 7→ (vλ,Aλ).

When u ≡ 1l, the claim asserts that the automorphism of det(Dv0,A0
) induced by

a loop in A(S1×Y,L) is orientation preserving and hence the determinant bundle
over A(S1 × Y,L) is orientable. Throughout we write Aλ = Φλ(s) ds + Aλ(s)
We prove the claim in five steps.

Step 1. It suffices to assume that vλ = 1l for every λ.

Since G(Y ) is connected, there exists a smooth homotopy [0, 1]× [0, 1] → G(Y ) :
(τ, λ) 7→ vτλ from v0

λ = vλ to v1
λ = 1l. By Lemma 4.8 below with X = [0, 1], there

exists a smooth map [0, 1]× [0, 1]× R → G(Y ) : (τ, λ, s) 7→ uτλ(s) such that

vτλ = uτλ(s)
−1vλu

τ
λ(s+ 1), u0

λ(s) = 1l.

Define
Aτλ := (uτλ)

∗Aλ, uτ := (uτ0)−1uuτ1 .
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Then (vτλ)
∗Aτλ(s) = Aτλ(s + 1), Aτ1 = (uτ )∗Aτ0 , and vτ1 = uτ (s)−1vτ0u

τ (s + 1).
Hence (vτλ,A

τ
λ) ∈ A(S1 × Y,L) for all τ and λ, and uτ is a morphism from

(vτ0 ,A
τ
0) to (vτ1 ,A

τ
1) for every τ . By continuity, the claim holds for τ = 0 if and

only if it holds for τ = 1. Since v1
λ = 1l for every λ, this proves Step 1.

Step 2. It suffices to assume that vλ = 1l and u|S1×Σ = 1l.

By Step 1 we can assume vλ = 1l. The restriction of the map u : S1 × Y → G
to the boundary has degree zero (see e.g. [22, §5,Lemma 1]). Hence there exists
a smooth path [0, 1] → G(P ) : τ 7→ uτ such that u0 = u and u1|S1×Σ = 1l.
Composing the paths {Aλ}0≤λ≤1 and {(uλτ )∗A0}0≤λ≤1 we obtain a homotopy
of homotopies τ 7→ {Aτλ}0≤λ≤1 with A0

λ = Aλ and Aτ1 = (uτ )∗Aτ0 . Hence Step 2
follows as in Step 1 by continuity.

Step 3. Using (L2) we see that it suffices to assume that vλ = 1l, u|S1×Σ = 1l,
and there exists a smooth map [0, 1] × S1 → Gz(Σ) : (λ, s) 7→ wλ(s) satisfying
Aλ(s)|Σ = wλ(s)

−1dwλ(s) and wλ(s+ 1) = wλ(s), w0(s) = w1(s), w0(0) = 1l.

By Step 2 we can assume vλ = 1l and u|S1×∂Y = 1l. Then Aλ(s+1) = Aλ(s) and
A0(s) = A1(s) for all s and λ. Since L/Gz(Σ) is connected and simply connected,
the loops [0, 1] → L : λ 7→ Aλ(0)|Σ and S1 → L : s 7→ A0(s)|Σ are homotopic to
loops in the based gauge equivalence class of the zero connection in L. This
implies that there is a smooth homotopy [0, 1]2 × S1 → L : (τ, λ, s) 7→ Bτλ(s) of
homotopies of loops, satisfying

Bτλ(s+ 1) = Bτλ(s), Bτ0 (s) = Bτ1 (s),

starting at B0
λ(s) = Aλ(s)|Σ and ending at a homotopy of loops satisfying

B1
λ(0), B1

0(s) ∈
{
w−1dw

∣∣w ∈ Gz(Σ)
}
.

The composition of the map [0, 1]2 → L : (λ, s) 7→ B1
λ(s) with the projection

L → L/Gz(Σ) maps the boundary to a point. Since π2(L/Gz(Σ)) = 0 the ho-
motopy τ 7→ Bτ can be extended to the interval 0 ≤ τ ≤ 2 so that B2

λ(s) =
wλ(s)

−1dwλ(s). This determines the map [0, 1] × R → Gz(Σ) : (λ, s) 7→ wλ(s)
uniquly, hence w satisfies the requirements of Step 3. Since the restriction
map A(Y,L) → L is a homotopy equivalence, there exists a smooth homotopy
[0, 2] × [0, 1] → A(P1l,L) : (τ, λ) 7→ Aτλ with Aτ1 = u∗Aτ0 from A0

λ = Aλ to A2
λ

satisfying A2
λ(s)|Σ = B2

λ(s). Step 3 follows since, by continuity, the claim holds
for τ = 0 if and only if it holds for τ = 2.

Step 4. It suffices to assume that vλ = v is independent of λ and there exists
a neighbourhood N ⊂ Y of ∂Y such that v|N = 1l, Aλ(s)|N = 0, Φλ(s)|N = 0,
and u(s)|N = 1l.

By Step 3 we can assume vλ = 1l, u|S1×Σ = 1l, and Aλ(s)|Σ = wλ(s)
−1dwλ(s)

for a smooth map w : [0, 1] × S1 → Gz(Σ). By a further homotopy argument
we may assume that w is transversally constant near the edges of the square,
∂λwλ(s) = 0 for λ ' 0 and λ ' 1, and ∂swλ(s) = 0 for s ' 0 and s ' 1.
Since every gauge transformation on Σ extends to a gauge transformation on Y
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and the same holds for families parametrized by contractible domains, there is
a smooth map [0, 1]2 → G(Y ) : (λ, s) 7→ uλ(s) such that

uλ(s)|Σ = wλ(s)
−1.

This map can be chosen such that ∂λuλ(s) = 0 for λ ' 0 and λ ' 1, and
∂suλ(s) = 0 for s ' 0 and s ' 1. Moreover, we can achieve λ-independence of
v′λ := uλ(0)−1uλ(1). To see this, note that v′λ|Σ = 1l and there is a δ > 0 such
that ∂λv

′
λ = 0 for λ 6∈ (δ, 1 − δ). Let β : [0, 1] → [0, 1] be a smooth monotone

cutoff function such that β(λ) = λ for λ ∈ [δ, 1− δ], β ≡ 0 for λ ' 0, and β ≡ 1
for λ ' 1. Now we can replace uλ(s) by uλ(s)(v

′
β(s)β(λ))

−1. The resulting map

(λ, s) 7→ uλ(s) satisfies uλ(1) = uλ(0)v′ with v′ independent of λ, as claimed.
Hence it extends to [0, 1] × R such that v′ = uλ(s)

−1uλ(s + 1) for all λ and s.
Define

A′
λ := u∗λAλ ∈ A(Pv′ ,L), u′ := u−1

0 uu1.

Then v′|Σ = 1l, A′
λ|Σ ≡ 0, u′|Σ ≡ 1l, and u′

∗
(v′,A′

0) = (v′,A′
1). Moreover uλ is a

morphism from (1l,Aλ) to (v′,A′
λ) for every λ. This gives a commuting diagram

det(D1l,A0
)

u∗

−→ det(D1l,A1
)yu∗

0

yu∗
1

det(Dv′,A′
0
)

u′∗

−→ det(Dv′,A′
1
).

There is a second diagram where the horizontal arrows are induced by the paths
λ 7→ (1l,Aλ) and λ 7→ (v′,A′

λ) = u∗λ(1l,Aλ). That this second diagram commutes
as well follows from a homotopy argument; namely the space of smooth maps
[0, 1]2 → G(Y ) : (s, λ) 7→ uλ(s) is connected and the diagram obviously com-
mutes when uλ(s) ≡ 1l. This shows that the claim holds for (u, 1l,Aλ) if and
only if it holds for (u′, v′,A′

λ). Hence Step 4 follows from a further homotopy
argument (to achieve the relevant boundary conditions and vanishing of Φ in a
neighbourhood of ∂Y ).

Step 5. We prove the claim.

By Step 4, we may assume that vλ = v and there exists a neighbourhood N ⊂ Y
of ∂Y such that v|N = 1l, Aλ(s)|N = 0, Φλ(s)|N = 0, and u(s)|N = 1l. We shall
argue as in the proof of (ii), namely choose a handle body Y ′ with ∂Y ′ = Σ̄ and
transfer the problem to the closed 3-manifold Ỹ := Y ∪Σ Y

′.
Since the map on orientations induced by the path λ 7→ Aλ is invariant under

homotopy we may assume that the path is the straight line

Aλ = (1 − λ)A + λu∗A,

where A ∈ A(Pv) vanishes near the boundary and u ∈ G(Pv) is equal to the
identity near the boundary. Since v ∈ G(Y ) is the identity near the boundary

we can extend it to a gauge transformation ṽ ∈ G(Ỹ ) via ṽ|Y ′ := v′ := 1l. Then
u ∈ G(Pv) extends to a gauge transformation ũ ∈ G(Pṽ) via ũ(s)|Y ′ := 1l and
A extends to a connection Ã ∈ A(Pṽ) via Ã|S1×Y ′ := A′ = 0. As in the proof
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of (ii) we have three Fredholm operators Dv,A on S1×Y , Dv′,A′ on S1×Y ′ (both

with boundary conditions ∗α|∂Y = 0 and α|∂Y ∈ T0L), and Dṽ,Ã on S1 × Ỹ
(without boundary conditions). We must prove that the isomorphism

u∗ : Or(Dv,A) → Or(Dv,u∗A)

agrees with the isomorphism determined by the homotopy. Since both the gauge
transformation and the homotopy act trivially on det(Dv′,A′) this means that
the isomorphism

u∗ ⊗ Id : Or(Dv,A ×Dv′,A′) → Or(Dv,u∗A ×Dv′,A′) (39)

agrees with the homotopy isomorphism. As in the proof of (ii) we choose a
family of Lagrangian subspaces connecting Λ1 to Λ2 to obtain two continuous
families of isomorphisms (see Lemma B.16; we use the fact that the Lagrangian
subspaces can be chosen as compact perturbations of Λ⊥

0 ). For Λ1 the gauge
transformation induces the isomorphism (39) and for Λ2 the isomorphism

ũ∗ : Or(Dṽ,Ã) → Or(Dṽ,ũ∗Ã
) (40)

and similarly for the homotopy induced isomorphisms. For Λ2 both isomor-
phisms agree by the standard theory for self-duality operators on closed 4-
manifolds (see [11]). Hence they agree for Λ1. This proves the claim and the
theorem.

Lemma 4.8. Let X be a manifold and [0, 1] × X → G(Y ) : (τ, x) 7→ vτx be a
smooth map. Then there is a smooth map

[0, 1]×X × R → G(Y ) : (τ, x, s) 7→ uτx(s)

such that
vτx = uτx(s)

−1v0
xu

τ
x(s+ 1), uτx(0) = 1l. (41)

Proof. Choose a cutoff function β : [0, 1] → [0, 1] such that β(s) = 0 for s ' 0
and β(s) = 1 for s ' 1. Define

uτx(s) := (v0
x)

−1vβ(s)τ
x , 0 ≤ s ≤ 1.

Then uτx(s) = 1l for s ' 0 and uτx(s) = (v0
x)

−1vτx for s ' 1. Hence uτx extends
uniquely to a smooth map from R to G(Y ) that satisfies (41); the extension to
(1,∞) is given by uτx(s+ 1) := (v0

x)
−1uτx(s)v

τ
x and the extension to (−∞, 0) by

uτx(s − 1) := v0
xu

τ
x(s)(v

τ
x)−1, in both cases for s > 0. Moreover, the resulting

map [0, 1] ×X × R → G(Y ) is smooth in all variables.

5 Exponential decay

Let Y be a compact oriented 3-manifold with boundary ∂Y = Σ and let
L ⊂ A(Σ) be a gauge invariant, monotone Lagrangian submanifold satisfying
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(L1-2) on page 7. (Actually this section only requires the compactness of
L/Gz(Σ) from (L2).) We fix a perturbation Xf : A(Y ) → Ω2(Y, g) as in Sec-
tion 2. The purpose of this section is to establish the exponential decay for
finite energy solutions in the following two Theorems. The unperturbed Yang-
Mills energy of a connection A ∈ A(R × Y ) is 1

2

∫
|FA|2. In the presence of a

holonomy perturbation the gauge invariant energy of A = A+ Φds is

Ef (A) =
1

2

∫

R×Y

∣∣FA +Xf (A)
∣∣2 =

1

2

∫

R×Y

(∣∣∂sA− dAΦ
∣∣2 +

∣∣FA +Xf (A)
∣∣2
)
.

An anti-self-dual connection in temporal gauge satisfies ∂sA+∗
(
FA+Xf (A)

)
= 0

and Φ = 0 and the energy simplifies to Ef (A) =
∫

R×Y |∂sA|2.

Theorem 5.1. Suppose that every critical point of the perturbed Chern–Simons
functional CSL +hf is nondegenerate. Then there is a constant δ > 0 such that
the following holds. If A : [0,∞) → A(Y ) is a smooth solution of

∂sA+ ∗(FA +Xf (A)) = 0, A(s)|∂Y ∈ L, (42)

satisfying ∫ ∞

0

∫

Y

|∂sA|p dvolY ds <∞, p ≥ 2,

then there is a connection A∞ ∈ A(Y,L) such that FA∞ + Xf (A∞) = 0 and
A(s) converges to A as s → ∞. Moreover, there are constants C0, C1, C2, . . .
such that

‖A−A∞‖Ck([s−1,s+1]×Y ) ≤ Cke
−δs

for every s ≥ 1 and every integer k ≥ 0.

Remark 5.2. Let X be a compact Riemannian manifold with boundary. We
shall need gauge invariant Sobolev norms on the spaces Ω`(X, g) depending on
a connection A ∈ A(X). For p ≥ 1 and an integer k ≥ 0 we define

‖α‖Wk,p,A :=

( k∑

j=0

∫

X

∣∣∇j
A
α
∣∣p
)1/p

for α ∈ Ω`(Y, g), where ∇j
A
α denotes the jth covariant derivative of α twisted

by A. For p = ∞ we define

‖α‖Wk,∞,A := ‖α‖Ck ,A := max
0≤j≤k

sup
X

∣∣∇j
A
α
∣∣.

These norms are gauge invariant in the sense that

∥∥u−1αu
∥∥
Wk,p,u∗A

= ‖α‖Wk,p,A

for every gauge transformation u ∈ G(X). In particular, for k = 0 the Lp-norms
are gauge invariant and do not depend on the connection A.
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Theorem 5.3. Suppose that every critical point of the perturbed Chern–Simons
functional is nondegenerate. Then, for every p > 1, there are positive con-
stants ε, δ, C0, C1, . . . such that the following holds for every T ≥ 1. If
A : [−T, T ] → A(Y ) is a smooth solution of (42) satisfying

∫ T

−T

∫

Y

|∂sA|2 dvolY ds < ε, (43)

then, for every s ∈ [0, T − 1] and every integer k ≥ 0,

‖∂sA‖Ck([−s,s]×Y ),A ≤ Cke
−δ(T−s) ‖∂sA‖L2(([−T,1−T ]∪[T−1,T ])×Y ) , (44)

where A ∈ A([−T, T ]×Y ) is the connection associated to the path A. Moreover,
there is a connection A0 ∈ A(Y,L) with FA0

+Xf (A0) = 0 such that

‖A−A0‖C0([−s,s]×Y ) + ‖A−A0‖W 1,p([−s,s]×Y ),A0

≤ C0e
−δ(T−s) ‖∂sA‖L2(([−T,1−T ]∪[T−1,T ])×Y ) (45)

for every s ∈ [0, T − 1].

The proofs of these results will be given below. Theorem 5.1 guarantees the
existence of a limit for each finite energy solution of (42), however, the constants
in the exponential decay estimate depend on the solution. With the help of
Theorem 5.3 one can show that these constants can be chosen independent of
the solution of (42) and depend only on the limit A∞. This will be important
for the gluing analysis.

Corollary 5.4. Let A∞ be a nondegenerate critical point of the perturbed
Chern–Simons functional CSL + hf . Then there are positive constant δ, ε,
C0, C1, . . . such that the following holds. If A : [0,∞) → A(Y ) is a smooth
solution of (42) satisfying

∫ ∞

0

∫

Y

|∂sA|2 dvolY ds < ε, lim
s→∞

A(s) = A∞,

then
‖A−A∞‖Ck([s,∞)×Y ) ≤ Cke

−δs ‖∂sA‖L2([0,∞)×Y )

for every s ≥ 1 and every integer k ≥ 0.

Proof. Let δ, ε, C ′
k be the constants of Theorem 5.3. Then

‖∂sA‖Ck([s,∞)×Y ),A ≤ C ′
ke

−δs ‖∂sA‖L2([0,∞)×Y )

for k = 0, 1, 2, . . . and s ≥ 1. For k = 0 the desired estimate follows by
integrating from s to ∞ because the C0-norm is independent of the reference
connection A. Now argue by induction. If the result has been established for
any k then there is a constant ck, depending on Ck, such that

‖α‖Ck+1([s,∞)×Y ) ≤ ck ‖α‖Ck+1([s,∞)×Y ),A
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for every α : [1,∞) → Ω1(Y, g). Applying this to α = ∂sA we obtain

‖∂sA‖Ck+1([s,∞)×Y ) ≤ ckC
′
k+1e

−δs ‖∂sA‖L2([0,∞)×Y )

and the required Ck+1-estimate follows again by integrating from s to ∞. This
proves the corollary.

The proof of Theorems 5.1 and 5.3 is based on the following three lemmas
concerning solutions on a long cylinder with little energy. We show that such
solutions are uniformly close to a critical point and establish uniform estimates
for the Hessian and the linearized operator.

Lemma 5.5. For every κ > 0, ρ > 0, and p > 1 there is an ε > 0 such that the
following holds. If A : [−ρ, ρ] → A(Y ) is a solution of (42) that satisfies

∫ ρ

−ρ

∫

Y

|∂sA|2 dvolY ds < ε

then there is a connection A∞ ∈ A(Y,L) with FA∞ +Xf (A∞) = 0 such that

‖A(0) −A∞‖W 1,p(Y ),A∞
+ ‖A(0) −A∞‖L∞(Y ) + ‖∂sA(0)‖L∞(Y ) < κ. (46)

Proof. Assume by contradiction that this is wrong. Then there exist constants
κ > 0, ρ > 0, and p > 1 and a sequence Aν : [−ρ, ρ] → A(Y ) of solutions of (42)
such that

lim
ν→∞

∫ ρ

−ρ

∫

Y

|∂sAν |2 dvolY ds = 0 (47)

but (46) fails. Let Aν ∈ A([−ρ, ρ] × Y ) denote the connection in temporal
gauge associated to the path Aν . Then FAν +Xf (Aν) converges to zero in the
L2-norm, by (47) and (42). Now it follows from the energy quantization in [36,
Theorems 1.2, 2.1] (for general Lagrangians see [23], and for the perturbed ver-
sion see Theorem D.4) that Aν satisfies an L∞-bound on the curvature. Hence,
by [35, Theorem B] and Theorem D.4, there is a subsequence (still denoted
by Aν) and a sequence of gauge transformations uν ∈ G([−ρ/2, ρ/2]× Y ) such
that u∗νAν converges to A∞ = A∞(s) + Φ∞(s) ds ∈ A([−ρ/2, ρ/2] × Y ) in the
C∞-topology. By (42) and (47) the limit connection satisfies

∂sA∞(s) − dA∞(s)Φ∞(s) = 0, FA∞(s) +Xf (A∞(s)) = 0, A∞(s)|Σ ∈ L

for every s ∈ [−ρ/2, ρ/2]. After modifying the gauge transformations uν we
may assume in addition that Φ∞(s) = 0 and A∞(s) = A∞ is independent of s.
It then follows that u−1

ν ∂suν converges to zero in the C∞-topology. So after a
further modification we can assume that the uν(s) = uν is independent of s,
and so the convergent connections u∗νAν are in temporal gauge, given by the
paths [−ρ/2, ρ/2] → A(Y ) : s 7→ u∗νAν(s). Hence

lim
ν→∞

∥∥Aν(0)−(u−1
ν )∗A∞

∥∥
W 1,p(Y ),u−1 ∗

ν A∞
= lim

ν→∞

∥∥(u∗νAν−A∞)(0)
∥∥
W 1,p,A∞

= 0,
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lim
ν→∞

∥∥Aν(0) − (u−1
ν )∗A∞

∥∥
L∞(Y )

= lim
ν→∞

∥∥(u∗νAν − A∞)(0)
∥∥
L∞(Y )

= 0,

lim
ν→∞

‖∂sAν(0)‖L∞(Y ) = lim
ν→∞

‖∂s(u∗νAν)(0)‖L∞(Y ) = ‖∂sA∞‖L∞(Y ) = 0.

This contradicts the assumption that (46) fails, and thus proves the lemma.

Lemma 5.6. Suppose that every critical point of the perturbed Chern–Simons
functional CSL +hf is nondegenerate. Then, for every ρ > 0, there are positive
constants c0 and ε with the following significance. If A : [−ρ, ρ] → A(Y ) is a
solution of (42) such that

∫ ρ

−ρ

∫

Y

|∂sA|2 dvolY ds < ε,

then for every α ∈ Ω1
A(0)(Y, g)

‖α‖L6(Y ) + ‖α‖L4(∂Y ) ≤ c0
(∥∥dA(0)α+ dXf (A(0))α

∥∥
L2(Y )

+
∥∥d∗

A(0)α
∥∥
L2(Y )

)
.

Proof. Assume by contradiction that this is wrong. Then there is a constant
ρ > 0, a sequence Aν : [−ρ, ρ] → A(Y ) of solutions of (42) with (47), and a
sequence αν ∈ Ω1

Aν(0)(Y, g) such that

‖αν‖L6(Y ) + ‖αν‖L4(∂Y )∥∥dAν(0)αν + dXf (Aν(0))αν
∥∥
L2(Y )

+
∥∥d∗

Aν(0)αν
∥∥
L2(Y )

−→
ν→∞

∞. (48)

Arguing as in the proof of Lemma 5.5 we find a subsequence, still denoted by
Aν , and a sequence of gauge transformations uν ∈ G(Y ) such that u∗νAν(0)
converges in the C∞-topology to a connection A∞ ∈ A(Y,L) that satisfies
FA∞ +Xf (A∞) = 0. By assumption A∞ is nondegenerate, so by Corollary 3.6
there is a constant C such that

∥∥(α, 0)
∥∥
W 1,2(Y )

≤ C
∥∥HA∞(α, 0)

∥∥
L2(Y )

(49)

for every (α, 0) ∈ domHA∞ . By Theorem E.2 this estimate is stable under C1-
small perturbations ofA∞, and by gauge invariance it continues to hold with A∞

replaced by Aν(0). Precisely, let U ⊂ A(Y,L) be a neighbourhood of A∞ and
{QA}A∈U be an operator family that satisfies the requirements of Theorem E.2.
Then u∗νAν(0) ∈ U for large ν adnd the isomorphisms Qν := Qu∗

νAν(0) × Id from
domHA∞ to domHu∗

νAν(0) converge to QA∞ × Id = Id in both L(W 1,2) and
L(L2); so the sequence Q−1

ν Hu∗
νAν(0)Qν has the constant domain domHA∞ , and

it converges to HA∞ in the operator norm on L(W 1,2, L2). Hence, for large ν, we
can replace HA∞ by Q−1

ν Hu∗
νAν(0)Qν in (49) to obtain estimates with a uniform

constant C. Since Qν converges to the identity in the relevant operator norms
we obtain the following estimate with uniform constants Ci but varying domain:

‖α‖L6(Y ) + ‖α‖L4(∂Y ) ≤ C1

∥∥(α, 0)
∥∥
W 1,2(Y )

≤ C2

∥∥Hu∗
νAν(0)(α, 0)

∥∥
L2(Y )
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for every (α, 0) ∈ domHu∗
νAν(0). Here we have used the Sobolev embedding

W 1,2(Y ) ↪→ L6(Y ) and the trace theorem W 1,2(Y ) ↪→ L4(∂Y ). Since Tu∗AL =
u−1(TAL)u we can apply the last estimate to

(
u−1
ν ανuν , 0

)
∈ domHu∗

νAν(0).
Since the norms on the left and right hand side are all gauge invariant the
resulting inequality contradicts (48). This proves the lemma.

Lemma 5.7. Suppose that every critical point of the perturbed Chern–Simons
functional CSL + hf is nondegenerate. Then, for every ρ > ρ′ > 0, there
are positive constants c0, c1, . . . and ε with the following significance. If A :
[−ρ, ρ] → A(Y ) is a solution of (42) such that

∫ ρ

−ρ

∫

Y

|∂sA|2 dvolY ds < ε,

then, for every smooth path [−ρ, ρ] → Ω1(Y, g) × Ω0(Y, g) : s 7→ (α(s), ϕ(s))
satisfying α(s) ∈ Ω1

A(s)(Y, g) and every integer k ≥ 0, we have

∥∥(α, ϕ)
∥∥
Ck([−ρ′,ρ′]×Y ),A

≤ ck

(∥∥DA(α, ϕ)
∥∥
Wk+2,2([−ρ,ρ]×Y ),A

+
∥∥(α, ϕ)

∥∥
L2([−ρ,ρ]×Y )

)
.

Proof. If this is wrong, then there exist constants k ≥ 0, ρ > ρ′ > 0 and a se-
quence Aν : [−ρ, ρ] → A(Y ) of solutions of (42) with (47), for which the constant
in the estimate blows up. As in the proof of Lemma 5.5 we find a subsequence of
the connections on [−ρ, ρ]× Y , still denoted by Aν , and gauge transformations
uν ∈ G(Y ) such that u∗νAν converges in the C∞-topology on [−ρ/2, ρ/2] × Y
to a constant connection A∞ = A∞ ∈ A(Y,L). Now by Theorem 3.11 and
the Sobolev embedding theorem, and with the norms of Remark 5.2, there is a
constant C such that for every (α, ϕ) satisfying α(s) ∈ Ω1

A∞
(Y, g)

∥∥(α, ϕ)
∥∥
Ck([−ρ′,ρ′]×Y ),A∞

≤ C
(∥∥DA∞(α, ϕ)

∥∥
Wk+2,2([−ρ,ρ]×Y ),A∞

+
∥∥(α, ϕ)

∥∥
L2([−ρ,ρ]×Y ),A∞

)
. (50)

The same argument as in the proof of Lemma 5.6 (with the sequence of operators
Qν(s) := Qu∗

νAν(s) × Id) shows that this estimate continues to hold with A∞

replaced by u∗νAν . Note that Du∗
νAνu

−1
ν (αν , ϕν)uν = u−1

ν

(
DAν (αν , ϕν)

)
uν . So

since the norms are gauge invariant, the above estimate also holds with A∞

replaced by Aν , which contradicts the choice of Aν and thus proves the lemma.

Proof of Theorem 5.1. The proof has three steps.

Step 1. There is a uniform constant δ > 0 (independent of the solution A) and
a constant C (which depends on A) such that

∥∥∂sA(s)
∥∥
L2(Y )

≤ Ce−δs for s ≥ 0.
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Define

g(s) :=
1

2

∫

Y

∣∣∂sA
∣∣2 =

1

2

∫

Y

∣∣FA +Xf (A)
∣∣2.

Then

g′(s) =

∫

Y

〈
(
dA∂sA+ dXf (A)∂sA

)
∧ ∗
(
FA +Xf (A)

)
〉,

and hence

g′′(s) =

∫

Y

∣∣dA∂sA+ dXf (A)∂sA
∣∣2 −

∫

Y

〈
(
[∂sA ∧ ∂sA] + dA∂

2
sA
)
∧∂sA 〉

−
∫

Y

〈
(
d2Xf (A)(∂sA, ∂sA) + dXf (A)∂2

sA
)
∧∂sA 〉

=

∫

Y

∣∣dA∂sA+ dXf (A)∂sA
∣∣2 −

∫

Y

〈 ∂2
sA∧

(
dA∂sA+ dXf (A)∂sA

)
〉

−
∫

Y

〈
(
[∂sA ∧ ∂sA] + d2Xf (A)(∂sA, ∂sA)

)
∧∂sA 〉 −

∫

Σ

〈 ∂2
sA∧∂sA 〉

≥ 2
∥∥dA∂sA+ dXf (A)∂sA

∥∥2

L2(Y )

− c1
∥∥∂sA

∥∥
L∞(Y )

∥∥∂sA
∥∥2

L2(Y )
− c1

∥∥∂sA
∥∥3

L3(∂Y )

≥
(
4δ2 − c2

∥∥∂sA
∥∥
L∞(Y )

)(∥∥∂sA
∥∥2

L2(Y )
+
∥∥∂sA

∥∥2

L3(∂Y )

)

≥ 2δ2
∥∥∂sA

∥∥2

L2(Y )

for uniform constants ci and δ > 0 and s sufficiently large. Here we used (42).
In the first inequality the term

∫
Σ〈 ∂2

sA∧∂sA 〉 is controlled by ‖∂sA‖3
L3(∂Y ),

see [36, Lemma 2.3] and [23] for general Lagrangian submanifolds. The first
inequality also uses the estimate on d2Xf (A) from Proposition D.1 (v). For the
second inequality note that every solution of (42) satisfies ∂sA(s) ∈ TA(s)L and

∗∂sA|∂Y = −(FA +Xf (A))|∂Y = 0,

d∗
A∂sA = ∗dA(FA +Xf (A)) = 0.

(51)

These identities use (10) and the Bianchi identity as well as the facts that
the perturbation vanishes near ∂Y and that the Lagrangian submanifold L is
contained in the flat connections on ∂Y . Now we can apply Lemma 5.6 to the
paths [−1, 1] → A(Y ) : σ 7→ A(s + σ) (whose derivative is L2-small due to the
finite Lp-energy of the path) and to the 1-forms α = ∂sA(s) ∈ Ω1

A(s)(Y, g), for
sufficiently large s ≥ 0 to obtain

∥∥∂sA
∥∥2

L2(Y )
+
∥∥∂sA

∥∥2

L3(∂Y )
≤ (2δ2)−1

∥∥dA∂sA+ dXf (A)∂sA
∥∥2

L2(Y )
.

Here we have chosen (2δ2)−1 = (c0c)
2 with the constant c0 from Lemma 5.6

and a further Sobolev constant c, so δ > 0 is independent of the solution A.
The last inequality in the estimate of g′′ is due to ‖∂sA(s)‖L∞(Y ) ≤ 2δ2c−1

2

for s sufficiently large. This follows from Lemma 5.5 applied to the paths
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[−1, 1] → A(Y ) : σ 7→ A(s+ σ). So we have g′′(s) ≥ 4δ2g(s) for s sufficiently
large. This implies the assertion of Step 1, i.e. g(s) ≤ C2e−2δs, by a standard
argument (see e.g. the proof of [28, Lemma 2.11]).

Step 2. Let δ > 0 be the constant of Step 1 and A ∈ A([0,∞) × Y ) be the
connection associated to the path A. For every integer k ≥ 0 there is a constant
Ck such that for every s ≥ 1

∥∥∂sA
∥∥
Ck([s−1,s+1]×Y ),A

≤ Cke
−δs.

Fix k ≥ 0 and consider the connections Aσ ∈ A([−2, 2] × Y ) given by the
paths Aσ(s) := A(σ + s). Due to the finite Lp-energy of A on [0,∞) for some
p ≥ 2 these paths on [−2, 2] satisfy ‖∂sAσ‖L2([−2,2]×Y ) → 0 as σ → ∞. So by
Lemma 5.7 there is a constant ck such that for all sufficiently large σ

∥∥(α, ϕ)
∥∥
Ck([−1,1]×Y ),Aσ

≤ ck

(∥∥DAσ (α, ϕ)
∥∥
Wk+2,2([−2,2]×Y ),Aσ

+
∥∥(α, ϕ)

∥∥
L2([−2,2]×Y )

)

for every smooth ϕ : [−2, 2] → Ω0(Y, g) and α : [−2, 2] → Ω1(Y, g) satisfying
α(s) ∈ Ω1

Aσ(s)(Y, g). Now apply the estimate to the pair

α(s) := ∂sA(σ + s), ϕ(s) := 0.

Differentiate (42) and recall (51) to see that (α, ϕ) ∈ kerDAσ and hence

‖∂sA‖Ck([σ−1,σ+1]×Y ),A ≤ ck ‖∂sA‖L2([σ−2,σ+2]×Y ) ≤ ckC(2δ)−
1
2 e2δe−δσ.

The last inequality follows from Step 1 and proves Step 2.

Step 3. Let δ > 0 be the constant of Step 1. Then there is a connection
A∞ ∈ A(Y,L) such that FA∞ + Xf (A∞) = 0 and a sequence of constants
C0, C1, C2, . . . such that

∥∥A−A∞

∥∥
Ck([s−1,s+1]×Y )

≤ Cke
−δs (52)

for every integer k ≥ 0 and every s ≥ 1.

By Step 2 we have ‖∂sA(s)‖L∞(Y ) ≤ C0e
−δs for every s ≥ 0. Hence the integral

A∞ := A(0) +

∫ ∞

0

∂sA(s) ds = lim
s→∞

A(s)

converges in L∞(Y,T∗Y ⊗ g) and defines a C0-connection on Y . This directly
implies A∞|Σ ∈ L. Moroever, (52) holds with k = 0. We prove by induction on
k that A∞ is a Ck connection that satisfies (52). For k = 0 this is what we have
just proved. Fix an integer k ≥ 1 and suppose that A∞ is a Ck−1 connection
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that satisfies (52) with k replaced by k − 1. Then A is bounded in Ck−1 and so
there is a constant C such that

‖α‖C`([s−1,s+1]×Y ) ≤ C ‖α‖C`([s−1,s+1]×Y ),A (53)

for every ` ≤ k, s ≥ 1, and every α ∈ Ω1([s − 1, s + 1] × Y,T∗Y ⊗ g). So it
follows from Step 2 that

‖∂sA‖Ck([s−1,s+1]×Y ) ≤ CCke
−δs.

Hence for s1 ≥ s0 ≥ 0

‖A(s0) −A(s1)‖Ck(Y ) ≤
∫ s1

s0

‖∂sA‖Ck(Y ) ds ≤ CCk
δ

e−δs0 .

This shows that A∞ is a Ck connection with

‖A(s) −A∞‖Ck(Y ) ≤
CCk
δ

e−δs.

The exponential decay of ∂`s(A(s) −A∞) = ∂`sA(s) in Ck−`(Y ) for ` = 1, . . . , k
follows from Step 2 and (53), so this implies (52). Moreover,

FA∞ +Xf (A∞) = lim
s→∞

(
FA(s) +Xf (A(s))

)
= − lim

s→∞
∗∂sA(s) = 0.

This proves Step 3 and the lemma.

Proof of Theorem 5.3. Let δ > 0 be the constant of Step 1 in the proof of
Theorem 5.1. We prove that there are constants C and ε > 0 such that the
following holds for every T ≥ 1. If A : [−T, T ] → A(Y ) is a solution of (42) that
satisfies (43), then it also satisfies

‖∂sA(s)‖L2(Y ) ≤ Ce−δ(T−|s|) ‖∂sA‖L2(([−T,1−T ]∪[T−1,T ])×Y ) (54)

for |s| ≤ T − 1/2. Let ε > 0 be the constant of Lemma 5.6 with ρ = 1
4 and

assume that (43) holds with this constant ε. Define f : [−T, T ] → R by

f(s) := 1
2‖∂sA(s)‖2

L2(Y ).

Then the same argument as in Step 1 in the proof of Theorem 5.1 shows that
there is a constants c2, independent of A, such that for |s| ≤ T − 1/4

f ′′(s) ≥ 2
(
4δ2 − c2 ‖∂sA(s)‖L∞(Y )

)(
f(s) + ‖∂sA(s)‖2

L3(∂Y )

)
.

Shrinking ε if necessary we may assume, by Lemma 5.5 with ρ = 1/4, that
‖∂sA(s)‖L∞(Y ) ≤ 2δ2/c2 and hence

f ′′(s) ≥ 4δ2f(s) for |s| ≤ T − 1/4.
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Now (54) follows from Lemma 5.8 below with ρ = 1/4, δ replaced by 2δ, and T
replaced by T − 1/4.

Integration of (54) yields

‖∂sA‖L2([σ−3/2,σ+3/2]×Y ) ≤ C ′′e−δ(T−|σ|) ‖∂sA‖L2(([−T,1−T ]∪[T−1,T ])×Y )

for every σ ∈ [−T + 2, T − 2] with C ′′ = Ce3δ/2δ−1/2. Now, shrinking ε if
necessary, we can apply Lemma 5.7 with ρ = 3/2 and ρ′ = 1 to the paths
shifted by σ. Since (∂sA, 0) ∈ kerDA (as in Step 2 of the proof of Theorem 5.1)
we obtain constants Ck and C ′

k for every k ≥ 0 such that

‖∂sA‖Ck([σ−1,σ+1]×Y ),A ≤ C ′
k ‖∂sA‖L2([σ−3/2,σ+3/2]×Y )

≤ Cke
−δ(T−|σ|) ‖∂sA‖L2(([−T,1−T ]∪[T−1,T ])×Y ) .

for every σ ∈ [−T + 2, T − 2]. Taking the supremum over σ ∈ [−s + 1, s − 1]
then proves the assertion (44) on ∂sA.

To prove (45) it remains to estimate the derivatives tangent to Y . We fix
any two constants κ > 0 and p > 1 and then, by Lemma 5.5, find a connection
A0 ∈ A(Y,L) such that FA0

+Xf (A0) = 0 and

‖A(0) −A0‖W 1,p(Y ),A0
+ ‖A(0) −A0‖L∞(Y ) ≤ κ.

After a gauge transformation on A0 we can assume that A(0) lies in the local
slice SA(0) of A(0), that is d∗

A0
(A(0)−A0) = 0 and ∗(A(0)−A0)|∂Y = 0. Since

all critical points are nondegenerate, Corollary 3.6 provides a universal constant
c0 depending on q > max{3, p} such that for all α ∈ Ω1(Y, g) with ∗α|∂Y = 0

‖α‖L∞(Y ) + ‖α‖W 1,p(Y ),A0

≤ c0

(
‖dA0

α+ dXf (A0)α‖Lq(Y ) +
∥∥d∗

A0
α
∥∥
Lq(Y )

+
∥∥Π⊥

TAL(α|∂Y )
∥∥
Lq(∂Y )

)
.

When applying this to α = A(0) −A0 we can use the estimate

∥∥Π⊥
TAL(α|∂Y )

∥∥
Lq(∂Y )

≤ c1 ‖(A(0) −A0)|∂Y ‖2
Lq(∂Y )

with a uniform constant c1 since A(0)|∂Y and A0|∂Y both lie in the submanifold
L ⊂ A0,q(Σ). More precisely, we abbreviate A′

0 := A0|∂Y , then we can use the
exponential map in Lemma E.3 to write

A(0)|∂Y = ΘA′
0
(β) = A′

0 + β +

∫ 1

0

(
DΘA′

0
(τβ) −DΘA′

0
(0)
)
β dτ

for some β ∈ TA0
L, using the identities ΘA(0) = A and DΘA = Id. The map

Θ is smooth and gauge invariant, and L/G(Σ) is compact, so by the choice
of κ > 0 we obtain arbitrarily small bounds on ‖β‖Lq(Σ) and a uniform linear
bound ‖DΘA′

0
(τβ)−DΘA′

0
(0)‖ ≤ c′‖β‖Lq(Σ). This implies the uniform estimate

∥∥(A(0)|∂Y −A′
0

)
− β

∥∥
Lq(Σ)

≤ c′‖β‖2
Lq(Σ) ≤ c1‖(A(0) −A0)|∂Y ‖2

Lq(∂Y ).
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We also use the identity dA0
α = FA(0) − FA0

− 1
2 [α ∧ α] to obtain

‖A(0) −A0‖L∞(Y ) + ‖A(0) −A0‖W 1,p(Y ),A0

≤ c0

(
‖FA(0) +Xf (A(0))‖Lq(Y ) + ‖ 1

2 [α ∧ α]‖Lq(Y )

+ ‖Xf (A0 + α) −Xf (A0) − dXf (A0)α‖Lq(Y ) + c1‖α|∂Y ‖2
Lq(∂Y )

)

≤ c0‖∂sA(0)‖Lq(Y ) + c2κ‖A(0) −A0‖L∞(Y ).

Here c2 is another uniform constant and we have used Proposition D.1 (v) for
the perturbation term. If we choose κ = (2c2)

−1 and the corresponding ε > 0
from Lemma 5.5, then this proves

‖A(0) −A0‖L∞(Y ) + ‖A(0) −A0‖W 1,p(Y ),A0
≤ 2c0‖∂sA(0)‖Lq(Y ).

Now (45) follows by integrating over the estimate (44) for ∂sA.

Lemma 5.8. For every δ > 0 and every ρ > 0 there exists a constant C such
that the following holds. If T ≥ ρ and f : [−T, T ] → R is a C2-function satisfying

f ′′(s) ≥ δ2f(s), f(s) ≥ 0 (55)

for all s ∈ [−T, T ], then

f(s) ≤ Ce−δ(T−|s|)Eρ(f) (56)

for all |s| ≤ T − ρ, where

Eρ(f) :=

∫ ρ−T

−T

f(s) ds+

∫ T

T−ρ

f(s) ds.

Proof. We claim that there is a constant C0 = C0(δ, ρ) > 0 such that every
C2-function f : [−T, T ] → R with T ≥ ρ that satisfies (55) also satisfies

f ′(s) − δf(s) ≥ −C0e
−δTEρ(f) (57)

for all 0 ≤ s ≤ T . To see this note that, for every s ∈ [−T, T ], we have

d

ds
eδs
(
f ′(s) − δf(s)

)
= eδs

(
f ′′(s) − δ2f(s)

)
≥ 0.

Hence
f ′(s) − δf(s) ≥ eδ(r−s)

(
f ′(r) − δf(r)

)

for all −T ≤ r ≤ s ≤ T . Integrating this over the interval t ≤ r ≤ t + ρ/2 for
−T ≤ t ≤ −ρ/2 −T ≤ t ≤ ρ/2− T and s ≥ 0 gives

f ′(s) − δf(s) ≥ 2e−δs

ρ

∫ t+ρ/2

t

eδr
(
f ′(r) − δf(r)

)
dr

=
2e−δs

ρ

∫ t+ρ/2

t

(
d

dr
(eδrf(r)) − 2δeδrf(r)

)
dr

≥ −2

ρ
eδtf(t) − 4δeδρ/2

ρ
eδtEρ(f).
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Integration over the interval −T ≤ t ≤ ρ/2−T yields (57) with C0 := 12ρ−2eδρ.
By (57), we have

d

ds
e−δsf(s) = e−δs

(
f ′(s) − δf(s)

)
≥ −C0e

−δ(s+T )Eρ(f)

for 0 ≤ s ≤ T and hence

e−δtf(t) − e−δsf(s) ≥ −C1e
−δTEρ(f)

for 0 ≤ s ≤ t ≤ T , where C1 := C0/δ. For s ≤ T − ρ ≤ t ≤ T this implies

f(s) ≤ eδ(s−t)f(t) + C1e
δ(s−T )Eρ(f) ≤ eδ(s−T )

(
eδρf(t) + C1Eρ(f)

)
.

Integrating this inequality over the interval T − ρ ≤ t ≤ T gives (56) for 0 ≤
s ≤ T − ρ with C := C1 + ρ−1eδρ. To prove the estimate for −T + ρ ≤ s ≤ 0
replace f by the function s 7→ f(−s).

We close this section with a useful exponential estimate for the solutions of
the linearized equation.

Theorem 5.9. Let A : [0,∞) → A(Y,L) be a finite energy solution of (42) that
converges to a nondegenerate critical point A+ ∈ A(Y,L) of CSL + hf . Then
there exists a constant δ > 0 with the following significance. If α : [0,∞) →
Ω1(Y, g) is a smooth solution of the equation

∂sα(s) = ∗
(
dA(s)α+ dXf (A(s))α(s)

)
, d∗

A(s)α(s) = 0

satisfying the boundary conditions α(s)|Σ ∈ TA(s)L and ∗α(s)|Σ = 0, and

∫ ∞

0

e−δs ‖α(s)‖2
L2(Y ) ds <∞,

then there are constants Ck such that, for every s ≥ 1 and every integer k ≥ 0,

‖α‖Ck([s−1,s+1]×Y ) ≤ Cke
−δs.

Proof. We prove first that

‖α(s)‖2
L2(Y ) ≤ Ce−δs. (58)

Since the limit connection is nondegenerate, Corollary 3.6 provides an estimate

‖α(s)‖W 1,2(Y ) ≤ c
∥∥dA(s)α+ dXf (A(s))α(s)

∥∥
L2(Y )

for s sufficiently large. This implies that the function

g(s) := 1
2 ‖α(s)‖2

L2(Y )
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satisfies

g′′(s) = ‖∂sα‖2
L2 + 〈 (dA + dXf (A))∂sα, α 〉 + 〈

(
[∂sA,α] + d2Xf (∂sA,α)

)
, α 〉

≥ 2 ‖dAα+ dXf (A)α‖2
L2(Y ) +

∫

∂Y

〈 ∂sα|∂Y ∧α|∂Y 〉 − C‖∂sA‖∞ ‖α‖2
L2(Y )

≥ 2c−2 ‖α‖2
W 1,2(Y ) − C‖∂sA‖∞ ‖α|∂Y ‖2

L2(∂Y ) − C‖∂sA‖∞ ‖α‖2
L2(Y )

≥ δ2g(s) (59)

for some δ > 0 and all s ≥ s0. Here we used Proposition D.1 (v) to estimate
‖d2Xf (∂sA,α)‖L2(Y ) and Theorem E.1 to write α(s)|∂Y = PA(s)|∂Y

β(s) for
tangent vectors β(s) ∈ TA0

L at the limit connection A0 := lims→∞ A(s)|∂Y .
This gives the estimate

∫

∂Y

〈 ∂sα|∂Y ∧α|∂Y 〉 =

∫

∂Y

〈
(
∂sPA(s)|∂Y

)
β∧α|∂Y 〉 ≤ C‖∂sA‖∞‖α|∂Y ‖2

L2(∂Y ).

The final inequality in (59) follows from the exponential decay of ∂sA (see
Theorem 5.1) with any δ < 2c−1 and sufficiently large s0. This shows that the
function h(s) := e−δs(g′(s) + δg(s)) is monotonically increasing for s ≥ s0. We
claim that h(s) ≤ 0 for all s ≥ s0. Suppose otherwise that there is an s1 ≥ s0
such that c1 := h(s1) > 0. Then h(s) ≥ c1 for all s ≥ s1, hence

d

ds
(eδsg(s)) = e2δsh(s) ≥ e2δsc1, s ≥ s1,

and hence, by integration,

eδsg(s) ≥ c1
2δ
e2δs −

( c1
2δ
e2δs1 − eδs1g(s1)

)
.

But this means that the function s 7→ e−δsg(s) is not integrable, in contradiction
to our assumption. Thus we have proved that h(s) ≤ 0 and hence g′(s) ≤ −δg(s)
for every s ≥ s0. Hence either g vanishes identically for all sufficiently large s
or g > 0 for all s ≥ s0 and (log g)′ ≤ −δ. This proves (58).

To obtain bounds on the derivatives of α we use Theorem 3.11 (ii) with DA

replaced by the adjoint −D∗
A

= ∇s − HA. Since A(s) converges in the C∞

topology for s → ∞ we obtain ‖α‖Wk+1,2([s−1,s+1]×Y ) ≤ Ck‖α‖L2([s−2,s+2]×Y )

with a uniform constant Ck for each integer k and all s ≥ 2. The result then
follows from the Sobolev embeddingsW k+3,2([−1, 1]×Y ) ↪→ Ck([−1, 1]×Y ).

6 Moduli spaces and Fredhom theory

In this section we set up the Fredholm theory for the boundary value prob-
lem (16). For the purpose of this paper we could restrict the discussion to the
case of a tube R×Y as base manifold. In view of a future definition of product
structures however, we take some time to introduce a more general class of base
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manifolds and develop the basic Fredholm theory for these. For the index com-
putations we then restrict to the case of a tube. We begin by introducing the
basic setup followed by a discussion of the relevant moduli spaces. The main
part of this section then discusses the properties of the linearized operators.

Instanton data

Definition 6.1. A 4-manifold with boundary space-time splitting and
tubular ends is a triple (X, τ, ι) consisting of

• an oriented smooth 4-manifold X with boundary,

• a tuple τ = (τ1, . . . , τm) of orientation preserving embeddings

τi : Si × Σi → ∂X, i = 1, . . .m,

where each Σi is a compact oriented 2-manifold and each Si is either R

or S1 ∼= R/Z,

• a tuple ι = (ι1, . . . , ιn) of orientation preserving embeddings

ιj : (0,∞) × Yj → X, j = 1, . . . , n,

where Yj is a compact oriented 3-manifold with boundary,

satisfying the following conditions.

(i) The images of the embeddings τ1, . . . , τm have disjoint closures and

∂X =

m⋃

i=1

τi(Si × Σi).

(ii) For j = 1, . . . , n the image Uj := ιj((0,∞) × Yj) of ιj is an open subset of
X, the closures of the sets Uj are pairwise disjoint, and the set X\⋃nj=1 Uj
is compact.

(iii) For every j ∈ {1, . . . , n} there is a subset Ij ⊂ {1, . . . ,m} and a map
εj : Ij → {±1} such that

∂Yj =
⊔

i∈Ij

Σi, ιj(s, z) = τi(εj(i)(s+ 1), z)

for s > 0, i ∈ Ij , and z ∈ Σi. The orientation of Σi coincides with the
boundary orientation of Yj iff εj(i) = −1.

Definition 6.2. Let (X, τ, ι) be a 4-manifold with boundary space-time splitting
and tubular ends. A Riemannian metric g on X is called compatible with
the boundary space-time splitting and the tubular ends if
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(i) on each tubular end the metric is of split form

ι∗jg = ds2 + gj ,

where gj is a metric on Yj independent of s ∈ (0,∞),

(ii) each τi can be extended to an embedding τ̄i : Si× [0, εi)×Σi → X for some
εi > 0 such that

τ̄∗i g = ds2 + dt2 + gi,s,t,

where gi,s,t is a smooth family of metrics on Σi.

A quadruple (X, τ, ι, g) with these properties is called a Riemannian 4-mani-
fold with boundary space-time splitting and tubular ends.

Remark 6.3. (i) On the tubular ends condition (ii) in Definition 6.2 follows
from (i). Indeed, on Uj the extension τ̄i for i ∈ Ij is obtained by composing ιj
with the embedding [0, ε)×Σi → Yj associated to geodesic normal coordinates.

(ii) Let (X, τ, ι, g) be a Riemannian 4-manifold with boundary space-time split-
ting and tubular ends. Then X can be exhausted by compact deformation
retracts. Hence the triple (X, τ, g) is a Riemannian 4-manifold with a boundary
space-time splitting in the sense of [35, Definition 1.2].

Example 6.4. Let Y be a compact oriented 3-manifold with nonempty bound-
ary ∂Y = Σ. Then X := R×Y satisfies the requirements of Definition 6.1 with
the obvious inclusion τ : R×Σ → ∂X , Y1 := Y , Y2 := Ȳ (which has the reversed
orientation), ι1(s, y) := (s+ 1, y), ι2(s, y) := (−s− 1, y). For any metric gY on
Y the metric ds2 + gY on R × Y satisfies the conditions of Definition 6.2. If g±
are two metrics on Y then, by [35, Example 1.4], there is a metric g on R × Y
that satisfies the conditions of Definition 6.2 and has the form g = ds2 + g± for
±s ≥ 1.

The following result will be needed in the proof of independence of the Floer
homology from the choice of a metric.

Lemma 6.5. Let (X, τ, ι) be a 4-manifold with boundary space-time splitting
and tubular ends and, for j = 1, . . . , n, let gj be a metric on Yj . Then there
is a metric g on X, compatible with the boundary space-time splitting and the
tubular ends, such that (i) in Definition 6.2 holds with the given metrics gj .

Moreover, the space of such metrics g is contractible if we restrict the con-
sideration to those metrics with εi ≥ ε in (ii) for any fixed ε > 0.

Proof. The construction of a metric with given ends works as in [35, Exam-
ple 1.4]. Denote by Met(X, τ, ι) the set of metrics on X that satisfy (i) in
Defintion 6.2 and τ∗i g = ds2 + gi,s for i = 1, . . . ,m and some families of met-
rics (gi,s)s∈Si on Σi. Then Met(X, τ, ι) is convex and hence contractible. Fix
ε > 0 and let Metε(X, τ, ι) ⊂ Met(X, τ, ι) denote the subset of all metrics
that are compatible with the boundary space-time splitting and the tubular
ends as in Definition 6.2 with εi ≥ ε in (ii). To prove that Metε(X, τ, ι) is
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contractible it suffices to construct a continuous left inverse of the inclusion
Metε(X, τ, ι) ↪→ Met(X, τ, ι).

Every metric g ∈ Met(X, τ, ι) determines embeddings

τ̄g,i : Si × [0, δ) × Σi → X

defined by
τ̄g,i(s, t, z) := expτi(s,z)(t νi(s, z)),

where νi : Si×Σi → τ∗i TX denotes the inward unit normal. The constant δ > 0
for which the τ̄g,i are embeddings can be chosen uniform on a C1-neighbourhood
of the metric. Taking a locally finite refinement of the cover of Met(X, τ, ι) by
these neighbourhoods and using a partition of unity one can construct a function

δ̄ : Met(X, τ, ι) → (0, ε],

continuous with respect to the C∞-topology, such that the maps τ̄g,i are embed-
dings for 0 < δ ≤ δ̄(g).

For g ∈ Met(X, τ, ι) and i = 1, . . . ,m define the metrics hg,i on the strips
Si × [0, δ̄(g)) × Σi by

hg,i := ds2 + dt2 + gi,s,t,

where the metric gi,s,t on Σi is the pullback of the metric on X under the
embedding z 7→ τ̄g,i(s, t, z). We fix a smooth cutoff function λ : [0, 1] → [0, 1]
such that λ(t) = 0 for t near 0 and λ(t) = 1 for t near 1. Then for δ > 0 we
define λδ : Si × [0, δ) × Σi → [0, 1] by

λδ(s, t, z) := λ(t/δ).

Now we can define the map Met(X, ι, τ) → Metε(X, ι, τ) : g 7→ g̃ by

g̃ := (τ̄g,i)∗
(
λδ̄(g)τ̄

∗
g,ig +

(
1 − λδ̄(g)

)
hg,i
)

on the image of τ̄g,i for i = 1, . . . ,m and by g̃ := g on the complement. This
map is the identity on Metε(X, τ, ι) since εi ≥ ε ≥ δ̄(g). So we have constructed
the required left inverse of the inclusion Metε(X, τ, ι) ↪→ Met(X, τ, ι).

Definition 6.6. Let (X, τ, ι) be a 4-manifold with boundary space-time splitting
and tubular ends. Instanton data on X are given by a triple (g,L, f) with the
following properties.

• g is a Riemannian metric on X compatible with the boundary space-time
splitting and the tubular ends.

• L = (L1, . . . ,Lm) is an m-tuple of gauge invariant, monotone Lagrangian
submanifolds Li ⊂ A(Σi), satisfying (L1-2) on page 7.

• Xf : A(X) → Ω2(X, g) is a holonomy perturbation as in the introduction
such that, on every tubular end and for every A ∈ A(X), the 2-form
ι∗jXf (A) ∈ Ω2((0,∞) × Yj , g) is induced by the path s 7→ Xfj (Aj(s)),

where ι∗jA =: Aj(s) +Φj(s)ds. Here Xfj : A(Yj) → Ω2(Yj , g) is as in (9).
The perturbation f involves a choice of thickened loops, i.e. embeddings
γi : S1 × Ω → int(X), where Ω ⊂ R3 is a contractible open set.
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The moduli space

Let (X, τ, ι) be a 4-manifold with boundary space-time splitting and tubular
ends and let (g,L, f) be instanton data on X . The perturbed anti-self-duality
equation with Lagrangian boundary conditions has the form

FA +Xf (A) + ∗
(
FA +Xf (A)

)
= 0, τ∗i,sA ∈ Li ∀s ∈ Si. (60)

Here the embedding τi,s : Σi → X is defined by τi,s(z) := τi(s, z). The energy
of a solution is

Ef (A) :=
1

2

∫

X

∣∣FA +Xf (A)
∣∣2.

By Theorem 5.1 every finite energy solution of (60) that is in temporal gauge on
the tubular ends converges to critical points Aj of the perturbed Chern–Simons
functionals, i.e.

lim
s→∞

∥∥ι∗jA −Aj
∥∥
Ck([s−1,s+1]×Yj)

= 0 (61)

for every j ∈ {1, . . . , n} and every integer k ≥ 0. This equation is understood as
follows. We denote by A(X,L) the set of smooth connections A ∈ A(X) that
satisfy the Lagrangian boundary conditions τ ∗i,sA ∈ Li for all i ∈ {1, . . . ,m}
and s ∈ Si. On a tubular end, any such connection decomposes as

ι∗jA = Bj + Φjds

with Φj : (0,∞) → Ω0(Yj , g) and Bj : (0,∞) → A(Yj ,L). Here A(Yj ,L)
denotes the set of smooth connections B ∈ A(Yj) that satisfy the Lagrangian
boundary conditions B|Σi ∈ Li for all i ∈ Ij . The temporal gauge condition
means that Φj ≡ 0. For j = 1, . . . , n the connection Aj ∈ A(Yj ,L) in (61) is a
critical point of the perturbed Chern–Simons functional for Yj , i.e.

FAj +Xfj (Aj) = 0.

The space of solutions of (60) and (61) that are in temporal gauge on the tubular
ends will be denoted by

M̃(A1, . . . , An;Xf ) ⊂ A(X,L).

Let us denote by GAj ⊂ G(Yj) the isotropy subgroup of Aj . Then the group
G(A1, . . . , An) of all gauge transformations u ∈ G(X) that satisfy u ◦ ιj ≡ uj ∈
GAj for j = 1, . . . , n, acts on the space M̃(A1, . . . , An;Xf ). The quotient will
be denoted by

M(A1, . . . , An;Xf ) := M̃(A1, . . . , An;Xf )/G(A1, . . . , An). (62)

In the case of the tube X = R × Y , this moduli space can easily be identified
with the one that is mentioned in the introduction. Similarly, the moduli space
M(A′

1, . . . , A
′
n;Xf ) for gauge equivalent limits A′

i ∈ [Ai] can be identified with
M(A1, . . . , An;Xf ).

59



The linearized operator

Fix critical points Aj ∈ A(Yj ,L), j = 1, . . . , n, of the perturbed Chern–Simons
functionals and let A ∈ A(X,L) be a connection satisfying (61). Denote by
Ω1

A
(X, g) the space of smooth 1-forms that satisfy the boundary conditions

∗α|∂X = 0, τ∗i,sα ∈ Tτ∗
i,sALi (63)

for i ∈ {1, . . . ,m} and s ∈ Si. Then A determines a differential operator

DA : Ω1
A(X, g) → Ω2,+(X, g) × Ω0(X, g),

DAα :=
(
(dAα+ dXf (A)α)+,−d∗

Aα
)
, (64)

where ω+ := 1
2 (ω + ∗ω) denotes the self-dual part of a 2-form ω ∈ Ω2(X, g).

This is a generalization of the linearized operator on R×Y in (31). The formal
adjoint operator

D∗
A : Ω2,+

A
(X, g) × Ω0(X, g) → Ω1(X, g)

is given by
D∗

A(ω, ϕ) = d∗
Aω + dXf (A)∗ω − dAϕ.

Here Ω2,+
A

(X, g) denotes the space of self-dual 2-forms ω on X that satisfy the
boundary condition

τ∗i,sω = 0, ι(∂/∂s)τ∗i ω|{s}×Σ ∈ Tτ∗
i,sALi (65)

for i ∈ {1, . . . ,m} and s ∈ Si.
To obtain a Fredholm operator we must impose decay conditions on α at the

tubular ends and extend the operator to suitable Sobolev completions. For any
integer k ≥ 1 and any p > 1 denote by W k,p

A
(X,T∗X⊗g) the space of 1-forms on

X of class W k,p with values in g that satisfy the boundary conditions (63)4 and

by W k,p
A

(X,Λ2,+T∗X⊗g) the space of self-dual 2-forms on X of class W k,p with
values in g that satisfy the boundary conditions (65). The following theorem
summarizes the Fredholm properties of DA and D∗

A
. The regularity results (ii)

and (iii) are steps towards the proof of (i).

Theorem 6.7. Suppose the limit connections Aj are nondegenerate and irre-
ducible, i.e. H0

Aj
= 0 and H1

Aj ,fj
= 0 for j = 1, . . . , n. Then the following holds

for every connection A ∈ A(X,L) that satisfies (61).

(i) The operators

DA : W k,p
A

(X,T∗X ⊗ g) →W k−1,p(X,Λ2,+T∗X ⊗ g) ×W k−1,p(X, g),

D∗
A : W k,p

A
(X,Λ2,+T∗X ⊗ g) ×W k,p(X, g) → W k−1,p(X,T∗X ⊗ g)

4Note that the subscript A in W
k,p

A
indicates boundary conditions for the 1-forms in this

space. This is not to be confused with the norms ‖·‖W k,p,A in Remark 5.2, where the subscript
indicates that the covariant derivatives are twisted by A.
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are Fredholm for every integer k ≥ 1 and every p > 1. Their Fredholm indices

δf (A) := indexDA = −indexD∗
A

are independent of k and p and depend only on the homotopy class of A subject
to (61).

(ii) If α ∈ Lp(X,T∗X ⊗ g), ω ∈ W k−1,p(X,Λ2,+T∗X ⊗ g), ϕ ∈ W k−1,p(X, g)
satisfy the equation

∫

X

〈D∗
A(ω′, ϕ′), α 〉 =

∫

X

(
〈ω′, ω 〉 + 〈ϕ′, ϕ 〉

)
(66)

for every compactly supported smooth (ω′, ϕ′) ∈ Ω2,+
A

(X, g) × Ω0(X, g), then

α ∈ W k,p
A

(X,T∗X ⊗ g) and DAα = (ω, ϕ).

(iii) If ω ∈ Lp(X,Λ2,+T∗X⊗g), ϕ ∈ Lp(X, g), α ∈W k−1,p(X,T∗X⊗g) satisfy
the equation ∫

X

〈 (ω, ϕ),DAα
′ 〉 =

∫

X

〈α, α′ 〉 (67)

for every compactly supported smooth 1-form α′ ∈ Ω1
A
(X, g), then we have

ω ∈ W k,p
A

(X,Λ2,+T∗X ⊗ g), ϕ ∈W k,p(X, g), and D∗
A
(ω, ϕ) = α.

Proof. Assertions (ii) and (iii) follow from Theorem 3.11 and Remark 3.10. (To
obtain globalW k,p-regularity one sums up estimates on compact domains – with
and without boundary – exhaustingX .) To prove (i) we combine Theorems 3.11
and 3.13 with a cutoff function argument to obtain the estimate

‖α‖Wk,p(X) ≤ c
(
‖DAα‖Wk−1,p(X) + ‖α‖Wk−1,p(K)

)
(68)

for a sufficiently large compact subset K ⊂ X . (See [9, p.50], or [25] for the
case X = R × Y , k = 0, and p = 2). This estimate shows that DA has a finite
dimensional kernel and a closed image. (See for example [21, Lemma A.1.1].)
By (iii) the cokernel of DA agrees with the kernel of D∗

A
. Since D∗

A
satisfies

a similar estimate as (68), it follows that the cokernel is finite dimensional as
well. Hence DA and D∗

A
are Fredholm operators. By (ii) and (iii), their Fredholm

indices add up to zero and are independent of k and p. That they depend only
on the homotopy class of A follows from the stability properties of the Fredholm
index.

In the case ∂X = ∅ the space of connections satisfying (61) is convex and so
the index of DA depends only on the limit connections Aj . The change of the
index under gauge transformations on Yj depends on the degrees of the gauge
transformations. By contrast, in the case ∂X 6= ∅ and ∂Yj 6= ∅ the space of
gauge transformations on Yj is connected, but the Lagrangian submanifolds Li
have nontrivial fundamental groups. So the index of DA also depends on the
homotopy classes of the paths in Li that are given by A|∂X .
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Weighted theory

In order to deal with reducible critical points we set up a refined Fredholm
theory on weighted Sobolev spaces. Fix small nonzero real numbers δ1, . . . , δn
and choose a smooth function w : X → (0,∞) such that on all tubular ends

w(ιj(s, y)) = eδjs for s ≥ 1,

w is independent of y ∈ Yj for s ∈ [0, 1], and w ≡ 1 on the complement. We
introduce the weighted spaces

W k,p
A,δ (X,T

∗X ⊗ g) :=
{
α : X → T∗X ⊗ g

∣∣ wα ∈ W k,p
A

(X,T∗X ⊗ g)
}
,

and similarly for W k,p
δ (X, g) and W k,p

δ (X,Λ2,+T∗X ⊗ g). The function w does
not appear in the notation because the spaces only depend on the choice of
the δj . The weighted inner product on L2

δ(X,T
∗X ⊗ g) is

〈α , β 〉L2
δ

:=

∫

X

w2〈α ∧ ∗β 〉,

and similarly for L2
δ(X, g). The adjoint operator of dA with respect to these two

inner products is given by

d∗,δ
A

:= w−2d∗
Aw

2 : W k,p
A,δ (X,T

∗X ⊗ g) →W k−1,p
δ (X, g).

It has the form (α, ϕ) 7→ d∗
Aα−∇sϕ− 2δjϕ on the tubular ends. We will be

using the following generalized Hodge decomposition.

Lemma 6.8. Let k be a positive integer and p > 1 and suppose A ∈ A(X,L)
satisfies (61). Then the operator

d∗,δ
A

dA : W k+1,p
A,δ (X, g) →W k−1,p

δ (X, g)

with domain W k+1,p
A,δ (X, g) :=

{
ξ ∈ W k+1,p

δ (X, g)
∣∣ ∗ dAξ|∂X = 0

}
is bijective

and there is a Hodge decomposition

W k,p
A,δ (X,T

∗X ⊗ g) = kerd∗,δ
A

⊕ dAW
k+1,p
A,δ (X, g),

Proof. This Hodge decomposition is standard (see e.g. [9, Section 4.3]) except
for the boundary conditions. The two subspaces do not intersect since

〈 dAξ, α 〉L2
δ
− 〈 ξ, d∗,δ

A
α 〉L2

δ
=

∫

∂X

w2〈 ξ, ∗α 〉 = 0

for all α ∈W k,p
A,δ (X,T

∗X ⊗ g). Assuming the operator d∗,δ
A

dA is bijective we ob-

tain the Hodge decomposition of β ∈ W k,p
A,δ (X,T

∗X⊗g) by solving the Neumann
problem

d∗,δ
A

dAξ = d∗,δ
A
β, ∗dAξ|∂X = 0
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for ξ ∈ W k+1,p
δ (X, g). Since dAξ satisfies the Lagrangian boundary condition

we have α := β − dAξ ∈W k,p
A,δ (X,T

∗X ⊗ g).

To prove that the operator d∗,δ
A

dA is bijective we work with the weight func-
tion w = eV : X → (0,∞) given by V (s) = δjs on the tubular ends. Since w
has normal derivative zero the function ξ′ := wξ ∈ W k+1,p(X, g) satisfies the
boundary condition ∗dAξ

′|∂X = 0 whenever ξ does. On the tubular ends we
have

w d∗,δ
A

dAw
−1 = d∗

Aj
dAj −∇s∇s + δ2j .

This operator is bijective on W k+1,p
A

(R×Yj , g) since it is Fredholm, symmetric,
and positive definite. So, as in the proof of Theorem 6.7, one can use a cutoff
function argument to show that d∗,δ

A
dA is a Fredholm operator. Partial integra-

tion then shows that its kernel and cokernel are equal to the kernel of dA. To
prove that the kernel is zero let ξ ∈ W k+1,p

A,δ (X, g) with dAξ = 0 and assume
w.l.o.g. that A is in temporal gauge on the tubular ends. Then on each tubular
end we have ∂sξj ≡ 0, hence ξj ≡ 0 by the decay condition, and hence ξ ≡ 0.
This proves the lemma.

Every connection A ∈ A(X,L) that satisfies (61) determines a differential
operator

DA,δ : W k,p
A,δ (X,T

∗X ⊗ g) →W k−1,p
δ (X,Λ2,+T∗X ⊗ g) ×W k−1,p

δ (X, g)

given by
DA,δα :=

(
(dAα+ dXf (A)α)+,−d∗,δ

A
α
)
.

Different choices of w with the same δj give rise to compact perturbations
of DA,δ.

Theorem 6.9. For j = 1, . . . , n let Aj ∈ A(Yj ,L) and A ∈ A(X,L) such that
FAj +Xfj (Aj) = 0 and A ∈ A(X,L) satisfies (61). Then the following holds.

(i) The operator DA,δ is Fredholm for every integer k ≥ 1, every p > 1, and
every n-tuple of sufficiently small nonzero real numbers δ1, . . . , δn.

(ii) The Fredholm index of DA,δ is independent of k and p; it depends only on
the signs of the δj and on the homotopy class of A subject to (61).

(iii) If the limit connections Aj are all nondegenerate and irreducible, then
indexDA,δ = indexDA.

(iv) If the limit connections Aj are all nondegenerate and A satisfies (60) then
the cokernel of DA,δ is independent of the weight function (up to natural iso-
morphisms) as long as the |δj | are sufficiently small.

Proof. The operator wDA,δw
−1 differs from DA by a zeroth order perturbation

which makes the operators on the tubular ends invertible. Hence assertions (i-iii)
follow by adapting the proof of Theorem 6.7 to the present case. To prove (iv)

we observe that the restriction of the second component d∗,δ
A

of DA,δ to the image
of dA is surjective and, when A satisfies (60), the image of dA is contained in the
kernel of the first component (dA + dXf (A))+ of DA,δ. Hence every element in
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the cokernel of DA,δ has the form (η, 0). Moreover, (η, 0) belongs to the kernel
of the adjoint operator D∗

A,δ (with respect to the L2-inner product determined

by w) if and only if η = w−2ζ, where

w−1ζ ∈W k−1,p
A

(X,Λ2,+T∗X ⊗ g), (dA + dXf (A))∗ζ = 0. (69)

The subscript in W k−1,p
A

indicates the dual boundary condition. It follows from
linear exponential decay in Theorem 5.9 that every solution ζ of (69) decays
exponentially. Hence the space of solutions of (69) is independent of the choice
of the weight function w as long as the |δj | are sufficiently small. This proves
the theorem.

Remark 6.10. (i) The linearized operator is gauge equivariant in the sense

that Du∗A,δ(u
−1αu) = u−1(DA,δα)u for all α ∈ W k,p

A,δ (X,T
∗X⊗g) and all gauge

transfomations u ∈ G(X) that satisfy u ◦ ιj ≡ uj ∈ G(Yj).

(ii) In contrast to Theorem 6.9 (iv), the kernel of DA,δ is not independent of
the sign of the δj unless the Aj are also irreducible.

(iii) On a tube X = R × Y we will use weight functions of the form

w(s, y) = exp(V (s)) (70)

with V ∈ C∞(R) such that V (s) = ±δs for ±s ≥ 1 (i.e. δ1 = δ2 =: δ > 0). Then
DA,δ can – as in Section 3 – be identified with the operator

DA,δ : W k,p
A,δ (R × Y,T∗Y ⊗ g) ×W k,p

δ (R × Y, g)

→W k−1,p
δ (R × Y,T∗Y ⊗ g) ×W k−1,p

δ (R × Y, g) (71)

given by

DA,δ := ∇s + HA(s) +

(
0 0
0 2λ

)
, λ := ∂sV.

The formal L2
δ-adjoint operator of DA,δ has the form

D∗
A,δ(α, ϕ) := −∇s + HA(s) −

(
2λ 0
0 0

)
.

(iv) The operator (71) is conjugate to the operator

wDA,δw
−1 = ∇s + HA(s) − Iλ(s), Iλ :=

(
λ 0
0 −λ

)
, (72)

on the unweighted Sobolev spaces. By Theorem 6.9 (iv) and its proof, this
operator is surjective if and only if the operator ∇s + HA(s) − Iδ is surjective,

provided δ ∈ R \ {0} is sufficiently small and A ∈ M̃(A−, A+;Xf ) is a Floer
connecting trajectory with nondegenerate ends.
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The nonlinear setup

In the remainder of this section we fix the constants δ1 = · · · = δn = δ > 0.
Then the operators DA,δ have the following significance for the study of the

moduli space M(A1, . . . , An;Xf ). Let A ∈ M̃(A1, . . . , An;Xf ) and suppose
that DA,δ is surjective. If the Aj are all nondegenerate and irreducible and
δ = 0, then M(A1, . . . , An;Xf ) is a smooth manifold near [A] whose tangent
space is the kernel of DA = DA,δ . In general, the kernel of DA,δ is the tangent
space of the quotient

M0(A1, . . . , An;Xf ) := M̃(A1, . . . , An;Xf )/G0(X),

where G0(X) denotes the group of gauge transformations u ∈ G(X) that satisfy
u ◦ ιj ≡ 1l for every j. Hence the dimension of M(A1, . . . , An;Xf ) is equal to

δf (A) := indexDA,δ −
n∑

j=1

dimH0
Aj
. (73)

(This agrees with the notation in Theorem 6.7.) To prove these assertions one
can set up the nonlinear theory as follows. Fix an integer k ≥ 1 and a real
number p > 2. Associated to a tuple Aj ∈ A(Yj ,L), j = 1, . . . , n, of critical
points of the perturbed Chern–Simons functionals is a Banach manifold

Ak,p
δ (X,L;A1, . . . , An) :=

{
A = A0 + α

∣∣∣∣∣
α ∈W k,p

δ (X,T∗X ⊗ g)
τ∗i,sA ∈ Li ∀i ∀s ∈ Si

}
(74)

where A0 ∈ A(X,L) is a reference connection satisfying ι∗jA0 ≡ Aj for all j.

The tangent space of Ak,p
δ (X,L;A1, . . . , An) is

TAAk,p
δ (X,L;A1, . . . , An) =

{
α ∈ W k,p

δ (X,T∗X ⊗ g)
∣∣ τ∗i,sα ∈ Tτ∗

i,sALi
}
.

Banach submanifold charts for Ak,p
δ (X,L;A1 . . . An) ⊂ A0 +W k,p

δ (X,T∗X ⊗ g)
can be constructed with the help of the Banach submanifold coordinates for
Li ⊂ A0,p(Σi) in [34, Lemma 4.3] (see Appendix E). The gauge group

Gk+1,p
δ (X) :=

{
u : X → G

∣∣∣u−1du ∈ W k,p
δ (X, g), lim

s→∞
u ◦ ιj = 1l

}
(75)

acts freely on Ak,p
δ (X,L;A1, . . . , An). Its Lie algebra is the Banach space

W k+1,p
δ (X, g) and the quotient Ak,p

δ (X,L;A1, . . . , An)/Gk+1,p
δ (X) is a Banach

manifold. There is a gauge equivariant smooth map

Ak,p
δ (X,L;A1, . . . , An) →W k,p

δ (X,Λ2,+T∗X ⊗ g) : A 7→ (FA +Xf (A))+

and the moduli space M0(A1, . . . , An;Xf ) can be identified with the quotient

of the zero set of this map by the action of Gk+1,p
δ (X). The operator DA,δ arises

from linearizing this setup in a local slice of the gauge group action and hence,
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if this operator is surjective, it follows from the implicit function theorem that
M0(A1, . . . , An;Xf ) is a smooth manifold near A, whose tangent space can be
identified with the kernel of DA,δ. The isotropy group GA1

× · · · × GAn still
acts on M0(A1, . . . , An;Xf ) and the quotient by this action is the moduli space
M(A1, . . . , An;Xf ). If all limit connections Aj are irreducible then the action
is free, so the moduli space is smooth.

The spectral flow

We now specialize to the case X := R × Y and establish index identities for
the linearized operator. The main results are Theorem 6.11 and Corollary 6.14
below. They will be proven by identifying the index with a spectral flow.

We fix a gauge invariant, monontone Lagrangian submanifold L ⊂ A(∂Y )
satisfying (L1-2) on page 7 such that the zero connection is contained in L and
is nondegenerate. Choose a perturbation hf : A(Y ) → R as in the introduction
with a conjugation invariant function f : D×GN → R. Then the zero connection
is a (nondegenerate) critical point of the perturbed Chern–Simons functional.
For A ∈ Crit(CSL + hf ) and a path B : [0, 1] → L from B(0) = A|Σ to
B(1) = 0 we define an integer µf (A,B) as follows. Choose a smooth path
A : [0, 1] → A(Y,L) such that A(0) = A, A(1) = 0, and A(s)|Σ = B(s). Define

µf (A,B) := µspec

({
HA(s) + Iε

}
s∈[0,1]

)
, Iε :=

(
ε 0
0 −ε

)
,

where µspec denotes the upward spectral flow (see e.g. [25] and Appendix A)
and ε > 0 is sufficiently small. This integer is independent of the choice of
the path A and the constant ε used to define it. (The space of paths A with
fixed endpoints and boundary values is in fact convex. Moreover, the kernel
ker HA = H1

A,f×H0
A splits at the endpoints A = A(0), A(1) by Proposition 3.1.)

The significance of the following theorem is that the index resp. local di-
mension of the moduli space M(A−, A+) is determined modulo 8 by the limit
connections A−, A+.

Theorem 6.11. (i) Let A± ∈ A(Y,L) be critical points of CSL + hf and
A ∈ A(R × Y ) be the connection associated to a smooth path A : R → A(Y,L)
with limits

lim
s→±∞

∥∥A−A±
∥∥
C1([s−1,s+1]×Y )

= 0. (76)

Choose paths B± : [0, 1] → L from B±(0) = A±|Σ to B±(1) = 0 such that B−

is homotopic to the catenation of the path R → L : s 7→ A(s)|Σ with B+. Then

indexDA,δ = µspec

({
HA(s) − Iλ(s)

}
s∈R

)

and

δf (A) := indexDA,δ − dimH0
A− − dimH0

A+

= µf (A
−, B−) − µf (A

+, B+) − dim H0
A− − dim H1

A+,f .
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(ii) If A ∈ A(Y,L) is a critical point of CSL + hf and B : [0, 1] → L is a
path from B(0) = A|Σ to B(1) = 0, then for every loop u : [0, 1] → G(Σ) with
u(0) = u(1) = 1l

µf (A,B) − µf (A, u
∗B) = 8 degu.

Proof. Multiplication by w defines an isomorphism W k,p
δ → W k,p, so DA,δ has

the same index as the operator wDA,δw
−1 onW k,p

A
(R×Y,T∗(R×Y )⊗g). Hence,

by (72) and Theorem A.4, the index of the operator DA,δ is given by

index(DA,δ) = µspec

({
HA(s) − Iλ(s)

}
s∈R

)

= µspec

({
HA(s) + Iδ

}
s∈R

)
− dim H1

A+,f + dim H0
A+ .

Here λ := ∂sV : R → R satisfies λ(s) = −δ for s ≤ −1 and λ(s) = δ for
s ≥ 1. The second equation follows from a homotopy argument. Namely, the
path HA(s) − Iλ(s) is homotopic to the catenation of the path HA(s) + Iδ with
HA+ − Iλ(s). Now the catenation of the path HA(s) + Iε with the path in the
definition of µf (A

+, B+) yields a path homotopic to the one in the definition of
µf (A

−, B−). (By assumption the paths are homotopic over the boundary ∂Y ,
and this homotopy can be extended to the interior.) Hence

µf (A
−, B−) = µspec

({
HA(s) + Iε

}
s∈R

)
+ µf (A

+, B+).

For δ > 0 sufficiently small we can choose ε = δ and obtain

µf (A
−, B−) − µf (A

+, B+) = index(DA,δ) − dim H0
A+ + dim H1

A+,f .

This proves (i).
To prove (ii) choose a path A(s) : [0, 1] → A(Y,L) with A(0) = A, A(1) = 0,

and B(s) = A(s)|Σ. By homotopy invariance we may assume that A(s) = 0
for s ≥ 1/2. Now let u : [0, 1] → G(Σ) be a loop with u(0) = u(1) = 1l
and choose a path A′ : [0, 1] → A(Y,L) such that A′(0) = A, A′(1) = 0
and A′(s)|Σ = u(s)∗B(s). Assume w.l.o.g. that u(s) = 1l and A′(s) = A(s)
for s ≤ 1/2. Then the spectral flow of the path HA′(s) + Iε on the interval
0 ≤ s ≤ 1/2 is equal to µf (A,B). On the other hand, by Theorem A.5 and a
homotopy from HA′ + Iε to HA′ , the spectral flow on the interval 1/2 ≤ s ≤ 1 is
equal to index(D1l,A) for a connection A = ũ−1dũ ∈ A(S1 ×Y,L) on the bundle
P1l in the notation of Section 4. Here ũ ∈ G(S1 × Y ) is homotopic to u on
[1/2, 1]× Y and identically 1l on the complement. Hence

µf (A,B) − µf (A, u
∗B) = −µspec

({
HA′(s) + Iε

}
1/2≤s≤1

)

= −index(D1l,A) = 8 deg(1l,A) = 8 deg(u).

Here the third identity follows from Theorem 4.3 (ii) and the last from Re-
mark 4.2 (iii). This proves the theorem.

For every critical point A ∈ A(Y,L) of the perturbed Chern–Simons func-
tional we define the real number ηf (A) by

ηf (A) := µf (A,B) − 2

π2

(
CS(A,B) + hf (A)

)
,
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where B : [0, 1] → L is a path from B(0) = A|Σ to B(1) = 0, and CS(A,B)
denotes the value of the Chern-Simons functional for the connection given by A
and B.

Corollary 6.12. (i) The spectral flow (A,B) 7→ µf (A,B) descends to a circle
valued function µf : Rf → Z/8Z.

(ii) The function ηf : Crit(CSL +hf ) → R is well defined and descends to a real
valued function on Rf .

Proof. Lemma 2.4 (iii), the homotopy invariance of the spectral flow, and The-
orem 6.11 (ii) imply that µf (A,B) ∈ Z/8Z is independent of the choice of B.
Given a gauge transformation u ∈ G(Y ) we can connect it to the identity by
a smooth path ũ : [0, 1] → G(Y ) from ũ(0) = u to ũ(1) = 1l. Let A : [0, 1] →
A(Y,L) be the path in the definition of µf (A,B), then µf (u

∗A, (ũ|∂Y )∗B) is
defined as the spectral flow along the path s 7→ ũ(s)∗A(s) and hence, by the
gauge equivariance of the Hessian,

µf (A,B) = µf (u
∗A, (ũ|∂Y )∗B).

This proves (i). That ηf is well defined (i.e. independent of the choice of B)
follows from Lemma 2.4 and Theorem 6.11 (ii). To see that ηf is gauge invariant
it remains to check that

CS(A,B) = CS(u∗A, (ũ|∂Y )∗B).

This follows from the same argument as Lemma 2.4 (iv). Namely, CS(A,B) is
the Chern-Simons functional on Ỹ = Y ∪ ([0, 1]×Σ) of a connection Ã given by
A and B. The connection given by u∗A and (ũ|∂Y )∗B is û∗Ã, where the gauge
transformation û ∈ G(Ỹ ) is given by u and ũ|∂Y . It satisfies û|∂Y = 1l and
has degree zero since a homotopy to 1l is given by combining ũ(σ) on Y with
s 7→ ũ(s + (1 − s)σ)|∂Y on [0, 1] × Σ. Hence the equality of the Chern-Simons
functionals follows from the analogon of (5) for manifolds with boundary and
gauge transformations that are trivial on the boundary.

Remark 6.13. The function (f,A) 7→ ηf (A) is continuous on the space of
nondegenerate pairs (f,A). To see this note that the dimension of H0

A cannot
jump, by Remark 3.8, and hence one can locally work with the same constant
ε > 0 for the definition of µf in a neighbourhood of a pair (f,A).

We can now state further index identities. The monotonicity formula in (i)
below – a linear relationship between index and energy – will be central for
excluding bubbling effects.

Corollary 6.14. (i) Let A ∈ A(R×Y ) be the connection associated to a smooth
solution A : R → A(Y,L) of (14). Suppose that it satisfies (76) with the critical
points A± ∈ A(Y,L) of CSL + hf . Then

δf (A) =
2

π2
Ef (A) + ηf (A

−) − ηf (A
+) − dim H0

A− − dim H1
A+,f .
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(ii) If A,A′ : R → A(Y,L) are paths connecting A− to B, respectively B to A+,
then the index of their catenation is given by

δf (A#A′) = δf (A) + δf (A
′) + dim H0

B + dim H1
B,f .

(iii) If A : R → A(Y,L) is a self–connecting path with limits A− = A+ =: A0

and s 7→ A(s)|Σ is homotopic to s 7→ u(s)∗A0|Σ for u : R → G(Σ) with
u(±∞) = 1l, then

δf (A) = 8 deg(u) − dim H0
A0

− dim H1
A0,f .

Proof. Assertions (ii) and (iii) follow immediately from Theorem 6.11. Assertion
(i) follows from the definition of ηf , Theorem 6.11, and the following energy
identity. For a path A : R → A(Y,L) satisfying

∂sA = − ∗ (FA +Xf (A))

choose paths B± : [0, 1] → L from B±(0) = A±|Σ to B±(1) = 0 such that B−

is homotopic to the catenation of A(s)|Σ with B+. Then

−Ef (A) =

∫

R

∫

Y

〈 ∂sA ∧
(
FA +Xf (A)

)
〉 ds

=

∫

R

(
1

2

∂

∂s

∫

Y

(
〈A ∧ dA 〉 +

1

3
〈A ∧ [A ∧ A] 〉

)

+
1

2

∫

Σ

〈A ∧ ∂sA 〉 +
∂

∂s
hf (A)

)
ds

= CS(A+, B+) + hf (A
+) − CS(A−, B−) − hf (A

−).

Here the second equation follows from (9) and the fact that

2

∫

Y

〈FA ∧ ∂sA 〉 =

∫

Y

∂

∂s

(
〈A ∧ dA 〉 +

1

3
〈A ∧ [A ∧ A] 〉

)
+

∫

∂Y

〈A ∧ ∂sA 〉.

The last identity follows from the C1-convergence of A for s → ±∞. Since B−

is homotopic (with fixed endpoints) to the catenation of A|Σ with B+, we have

∫

R

∫

Σ

〈A ∧ ∂sA 〉 ds =

∫ 1

0

∫

Σ

〈B− ∧ ∂sB− 〉 ds −
∫ 1

0

∫

Σ

〈B+ ∧ ∂sB+ 〉 ds.

(See the proof of Lemma 2.4 above for the invariance of this integral under
homotopy.) This proves the corollary.

Remark 6.15. Our notation for the indices is motivated by the following finite
dimensional model. Let M be a Riemannian n-manifold, G be a compact Lie
group that acts on M by isometries, and f : M → R be a G-invariant Morse–
Bott function. Associated to every critical point x ∈M is a chain complex

0 −→ g
Lx−→ TxM

∇2f(x)−→ TxM
L∗

x−→ g −→ 0,
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where Lx is the infinitesimal action of g and ∇2f(x) is the Hessian of f (see (12)).
We denote

ν0(x) := dim kerLx, ν1(x) := dim
ker∇2f(x)

imLx
, µ(x) := indf (x),

that is µ(x) is the number of negative eigenvalues of the Hessian and ν0(x) is
the dimension of the isotropy subgroup. Now the kernel of the Hessian has
dimension ν1(x) + dim G − ν0(x), the unstable manifold W u(x) of the orbit Gx
has dimension µ(x) + dim G − ν0(x), the stable manifold W s(x) of Gx has di-
mension n− µ(x) − ν1(x), and, in the tranverse case, the moduli space

M(x−, x+) := W u(x−) ∩W s(x+)/G

of connecting trajectories has dimension (compare with (77))

δ(x−, x+) := dimM(x−, x+) = µ(x−) − µ(x+) − ν0(x
−) − ν1(x

+).

7 Compactness

Let Y be a compact oriented Riemannian 3-manifold with boundary ∂Y = Σ and
L ⊂ A(Σ) be a gauge invariant, monotone, irreducible Lagrangian submanifold
satisfying (L1-3) on page 7. Fix a collection of embeddings γi : S1×D → int(Y ),
i = 1, . . . ,m, as in Section 2. We use the notation

M̃(A−, A+;Xf ) :=



A ∈ Aτ (R × Y )

∣∣∣∣∣∣

∂sA− dAΦ + ∗(FA +Xf (A)) = 0,
A(s)|Σ ∈ L ∀s ∈ R,
Ef (A) <∞, lims→±∞ A(s) = A±





for the space of Floer connecting trajectories associated to a perturbation f ∈
C∞(D×Gm)G and two critical points A± ∈ A(Y,L) of CSL+hf . Here Aτ (R×Y )
denotes the space of connections Ξ = Φds + A on R × Y that are in temporal
gauge outside of [−1, 1] × Y , i.e. Φ(s) = 0 for |s| ≥ 1. The corresponding
gauge group G(A−, A+) consists of all gauge transformations u : R → G(Y )
that satisfy u(s) = u± ∈ GA± for ±s ≥ 1 and the quotient space will be denoted
by

M(A−, A+;Xf ) := M̃(A−, A+;Xf )/G(A−, A+)

The goal of this section is to establish compactness theorems for these moduli
spaces. The proofs will be heavily based on the basic compactness results in
[35, 36]. We start with a summary of the compactness for uniformly bounded
curvature.

Proposition 7.1. Let fν ∈ C∞(D × Gm)G be a sequence that converges to
f∞ ∈ C∞(D × Gm)G in the Ck+1-topology for some k ≥ 1. Let Iν ⊂ R be a
sequence of open intervals such that Iν ⊂ Iν+1 for all ν and denote I :=

⋃
ν I

ν .
Let Ξν = Φνds+Aν ∈ A(Iν×Y ) be a sequence of solutions of the Floer equation

∂sA
ν − dAν Φν + ∗

(
FAν +Xfν (Aν)

)
= 0, Aν(s)|Σ ∈ L, (77)
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such that the curvature |FΞν | is locally uniformly bounded. Then the following
holds.

(i) There exists a subsequence, still denoted by Ξν , and a sequence of gauge
transformations uν ∈ G(Iν ×Y ) such that (uν)∗Ξν converges in the Ck topology
on every compact subset of I × Y .

(ii) There exists a subsequence, still denoted by Ξν , and a sequence of gauge
transformations uν ∈ G(Iν × Y ) such that (uν)∗Ξν is in temporal gauge and
converges in the Ck−1 topology on every compact subset of I × Y .

(iii) In both cases, the limit Ξ∞ ∈ A(I × Y ) of the subsequence can be chosen
smooth and it satisfies (77) with f ν replaced by f∞.

Proof. In a neighbourhood of the boundary I × ∂Y , where the perturbations
vanish, compactness for anti-self-dual connections with Lagrangian boundary
conditions was established in [35, Theorem B]. The interior compactness fol-
lows from standard techniques (e.g. [10], [33]) and Remark D.2. The crucial
point in the bootstrapping argument is that a W k,p-bound on (uν)∗Ξν im-
plies a W k,p-bound on Xfν ((uν)∗Ξν) and hence on F+

(uν)∗Ξν . (The constant in

the W k,p-estimate of Proposition D.1 (iii) depends continuously on f ∈ Ck+1.)
Combining these two compactness results via a general patching procedure as
in [10, Lemma 4.4.5] or [33, Proposition 7.6] we deduce that, for a suitable
subsequence and choice of uν , the sequence (uν)∗Ξν is bounded in W k+1,p(K)
for every compact subset K ⊂ I × Y and a fixed p > 4, and hence has a Ck
convergent subsequence. A diagonal argument then proves (i).

To prove (ii) we write Ξ̃ν := (uν)∗Ξν =: Φ̃νds + Ãν where uν is as in (i).
Then Ξ̃ν is bounded in W k+1,p on every compact subset of I × Y . Define
vν : Iν × Y → G as the unique solution of the differential equation

∂sv
ν + Φ̃νvν = 0, vν(0) = 1l.

Then vν is bounded in W k+1,p on every compact subset of I × Y . (To check
this use the identity ∂s(v

−1dv) = −v−1Φv.) Hence (vν)∗Ξ̃ν = (uνvν)∗Ξν is in
temporal gauge and is bounded in W k,p on every compact subset of I ×Y . The
compact embeddings W k,p(K) ↪→ Ck−1(K) together with a diagonal argument
then prove (ii).

The regularity of the limit Ξ∞ can be achieved by a further gauge trans-
formation. That Ξ∞ solves (77) follows from the fact that these equations are
gauge invariant and preserved under weak W k,p convergence.

The following is the most general compactness result for bounded energy.

Theorem 7.2. Let f ∈ C∞(D × Gm)G be a perturbation such that every critical
point of CSL + hf is nondegenerate. Let fν ∈ C∞(D×Gm)G be a sequence that

converges to f in the Ck+1-topology and let Ξν = Φνds+Aν ∈ M̃(Aν−, A
ν
+;Xfν )

be a sequence of Floer connecting trajectories with bounded energy

sup
ν
Efν (Ξν) = sup

ν

∫

R×Y

|∂sAν − dAν Φν |2 <∞.
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Fix p > 1 and suppose that Aν± converges to A± ∈ Crit(CSL + hf ) in the
Ck topology. Then there is a subsequence, still denoted by Ξν , critical points
B0, . . . , B` ∈ Crit(CSL + hf ) with B0 = A−, B` = A+, and Floer connecting

trajectories Ξi ∈ M̃(Bi−1, Bi;Xf ) for i = 1, . . . , `, such that Ξν converges to
the broken trajectory (Ξ1, . . . ,Ξ`) in the following sense.

For every i ∈ {1, . . . , `} there is a sequence sνi ∈ R and a sequence of gauge
transformations uνi ∈ G(R × Y ) such that the sequence s 7→ ((uνi )

∗Ξν)(s + sνi )
converges to Ξi in the W 1,p-norm on every compact subset of R × Y \Zi. Here
Zi ⊂ R × Y is the bubbling locus consisting of finitely many interior points and
finitely many boundary slices; it is nonempty whenever Ξi has zero energy.

The broken trajectory (Ξ1, . . . ,Ξ`) has energy and index

∑̀

i=1

Ef (Ξi) ≤ lim
ν→∞

Efν (Ξν),

∑̀

i=1

δf (Ξi) +
`−1∑

i=1

dimH0
Bi

≤ lim
ν→∞

δfν (Ξν).

(78)

If supν ‖FΞν‖L∞ < ∞ then there is no bubbling (i.e. Zi = ∅ for all i), equality
holds in (78), and (uν)∗Ξν converges in the Ck topology on every compact set.
If supν ‖FΞν‖L∞ = ∞ then there is bubbling (i.e. Zi 6= ∅ for some i) and

∑̀

i=1

Ef (Ξi) ≤ lim
ν→∞

Efν (Ξν) − 4π2,

∑̀

i=1

δf (Ξi) +

`−1∑

i=1

dimH0
Bi

≤ lim
ν→∞

δfν (Ξν) − 8.

(79)

Remark 7.3. The assumption that Aν± converges in the Ck topology always
holds for a subsequence in a suitable gauge, by Proposition 3.7.

Proof of Theorem 7.2. Replacing the uniform bound on the curvature in Propo-
sition 7.1 by an energy bound on Ξν allows for bubbling. For the (unperturbed)
anti-self-duality equation with Lagrangian boundary conditions this was dealt
with in [36, Theorems 1.2,1.5], [23], and [37, Section 3]; for the perturbed equa-
tion in the interior the (well known) result is Theorem D.4. Combining these
one essentially obtains the same basic compactness theorem as for anti-self-
dual connections (see [9, Proposition 2.1]). A minor difference is that – due
to the holonomy perturbations – we obtain convergence in the W 1,p-norm for
any p > 1 rather than in the C∞-topology; so [9, Proposition 2.1 (1)] is re-
placed by W 1,p-convergence. The crucial difference is in the knowledge about
the bubbling phenomenon. First, the finite set {x1, . . . , x`} ⊂ R × Y of bub-
bling points is replaced by a more general bubbling locus Z ⊂ R× Y consisting
of finitely many interior points and finitely many boundary slices {s} × ∂Y .
On the complement of Z, one has local Lp-bounds on the curvature. Second,
we do not have a geometric description of the bubbles (after rescaling) or the
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precise quantum 4π2 for the energy concentration. There is however a univer-
sal constant ~ > 0 that is a lower bound for the energy concentration at each
component of the bubbling locus Z; so [9, Proposition 2.1 (2)] is replaced by∫
U |FA + Xf (A)|2 ≤ lim supα′→∞

∫
U |FAα′ + Xfα′ (Aα′)|2 − `~, where ` is the

number of points and boundary slices in Z.
The second source of noncompactness, the splitting of trajectories, is the

same as for the usual Floer theories. With the exponential decay results of Sec-
tion 5 and the modified basic compactness above, one can adapt the discussion
in [9, Chapter 5.1] to prove the convergence to a broken trajectory. In particu-
lar, exponential decay holds for sufficiently C2-close perturbations with uniform
constants (see Theorem 8.3 for the nondegeneracy and Proposition D.1 (v) for
the constants). More precisely we argue as follows.

Throughout we denote the perturbed Yang-Mills energy of Ξν on I × Y by

Efν (Ξν ; I) :=

∫

I

∫

Y

|∂sAν − dAν Φν |2 .

Passing to a subsequence we may assume that bubbling occurs only for finitely
many sequences tνj , j = 1, . . . ,m, with

~j := lim
δ→0

lim
ν→∞

Efν (Ξν ; [tνj − δ, tνj + δ]) ≥ ~.

In particular, the limits exist. The sequences are chosen such that tνj+1 − tνj > 0
and that these differences converge either to a positive number or to infinity.
We may also assume that the curvature of Ξν is uniformly bounded on the
complement of the sets [tνj − δ, tνj + δ]×Y for every δ > 0 and that the following
limits exist:

ε0 := lim
δ→0

lim
ν→∞

Efν (Ξν ; (−∞, tν1 − δ]),

εj := lim
δ→0

lim
ν→∞

Efν (Ξν ; [tνj + δ, tνj+1 − δ]), j = 1, . . . ,m− 1,

εm := lim
δ→0

lim
ν→∞

Efν (Ξν ; [tνm + δ,∞)).

Then
lim
ν→∞

Efν (Ξν) = ε0 + ~1 + ε1 + · · · + ~m + εm.

Next we choose a constant ε > 0 smaller than the constant in Theorem 5.3 and
smaller than ~. Following [9, 5.1] we choose the sνi ∈ R inductively such that

Efν (Ξν ; (−∞, sν1 ]) =
ε

2
, Efν (Ξν ; [sνi , s

ν
i+1]) = Ef (Ξi) +

∑

j∈Ji

~j ,

where Ξi is the limit of the sequence Ξν(sνi + ·) modulo gauge and bubbling
and Ji ⊂ {1, . . . ,m} denotes the set of all j such that the sequence tνj − sνi is
bounded. This choice guarantees that sνi+1 − sνi → ∞ for all i, that {1, . . . ,m}
is the disjoint union of the Ji, and that Ji 6= ∅ whenever Ξi has zero energy. By
Theorem 5.3 (applied to a temporal gauge of the Ξν on intervals [sνi + T, sνi+1]
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with energy less than ε) the positive end of Ξi is gauge equivalent (and hence
w.l.o.g. equal to) the negative end of Ξi+1, the negative end of Ξ1 is A−, and
the positive end of Ξ` is A+. The total energy of the broken trajectory is

∑̀

i=1

Ef (Ξi) =

m∑

j=0

εj = lim
ν→∞

Efν (Ξν) −
m∑

j=1

~j . (80)

If the curvature is bounded then m = 0 and all bubbling loci Zi are empty.
In this case the energy identity is (80) and the index identity follows from the
monotonicity formula in Corollary 6.14 (i). If the curvature blows up then
m ≥ 1, hence Zi 6= ∅ for some i, and we obtain the strict inequality

∑̀

i=1

δf (Ξi) +
∑̀

i=1

dimH0
Bi−1

=
∑̀

i=1

(
2

π2
Ef (Ξi) + ηf (Bi−1) − ηf (Bi)

)

< lim
ν→∞

(
2

π2
Efν (Ξν) + ηfν (Aν−) − ηfν (Aν+)

)

= lim
ν→∞

δfν (Ξν) + dimH0
A− .

Here the first step follows from Corollary 6.14 (i), the second step uses (80) and
the continuity of the function (f,A) 7→ ηf (A) (see Remark 6.13), and the last
step uses Corollary 6.14 (ii) and dimH0

Aν
−

= dimH0
A− for ν sufficiently large

(see Remark 3.8). Each side of our inequality has the form δf (Ξ) + dimH0
A−

for a suitable path Ξ running from A− to A+. For the left hand side, by
Corollary 6.14 (ii), Ξ can be chosen as the catenation of the Ξi and for the
right hand side as a small deformation of Ξν for ν sufficiently large. Since the
inequality is strict it follows from Theorem 6.11 (i) and Corollary 6.12 that the
defect is at least 8. Using monotonicity again we obtain an energy gap of at
least 4π2. This proves the theorem.

A first consequence of the compactness and index identities is that we can
exclude bubbling in certain moduli spaces by transversality.

Corollary 7.4. Suppose that the sequence of solutions in Theorem 7.2 has index

δfν (Ξν) ≤ 7.

Suppose that either bubbling occurs or one of the limit trajectories Ξi is a self-
connecting trajectory of [Bi−1] = [Bi] = [0]. Then one of the limit trajectories
Ξj must have negative index δf (Ξj) < 0 and at least one of its endpoints Bj−1

or Bj is not gauge equivalent to the trivial connection.

Proof. Every nontrivial self–connecting trajectory Ξi of [0] has index δf (Ξi) ≥ 5
by Corollary 6.14 with Ef (Ξi) = 4π2 deg(u) > 0. It also adds dimH0

[0] = 3 to
the sum of indices. So to achieve a sum ≤ 7, one of the other indices must be
negative. A trivial self–connecting trajectory of [0] has index −3 but also adds
another dimH0

[0] = 3 to the sum of indices. Hence there must be a trajectory
with negative index and at least one nontrivial end. The same holds in the
bubbling case by (79).
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We will refine the compactness theorem in two special cases. First we con-
sider the case of no breaking and no bubbling in which we obtain actual com-
pactness of moduli spaces.

Theorem 7.5. Fix a constant p > 1. Let f, f ν be as in Theorem 7.2 and
A± ∈ A(Y,L) such that FA± +Xfν (A±) = 0 for all ν. Then there is a δ > 0

such that the following holds. If Ξ ∈ M̃(A−, A+;Xf ) and, for each ν, Ξν is a

solution of (77) that is gauge equivalent to an element of M̃(A−, A+;Xfν ) such
that Ξν converges to Ξ in the Ck topology on compact sets and

Ef (Ξ) = lim
ν→∞

Efν (Ξν),

then there exists a sequence of gauge transformations uν ∈ G(R × Y ) such that

(uν)∗Ξν converges to Ξ in W k,p
δ (R × Y ).

Proof. Note that, by contradiction, it suffices to prove the convergence state-
ment for a subsequence. For that purpose we choose vν ∈ G(R × Y ) such that

Ξ̃ν := (vν)∗Ξν ∈ M̃(A−, A+;Xfν ).

In particular, Ξ̃ν =: Φ̃νds+ Ãν is in temporal gauge outside of [−1, 1]× Y . Fix
a constant ε > 0 smaller than the constant in Corollary 5.4 and note that the
exponential Ck estimate in Corollary 5.4 holds with uniform constants δ0 :=
δ > 0 and C0 := Ck in a sufficiently small Ck+1 neighborhood of f . We write
Ξ = Φds+A and choose T0 > 0 such that

∫ T0

−T0

∫

Y

|∂sA− dAΦ|2 > Ef (Ξ) − ε.

Since Ξν = Φνds+Aν converges in the Ck norm on compact sets we have

∫ T0

−T0

∫

Y

∣∣∂sÃν − dÃν Φ̃ν
∣∣2 =

∫ T0

−T0

∫

Y

|∂sAν − dAν Φν |2 > Efν (Ξν) − ε

and thus E(Ξν ; (−∞, T0]) + E(Ξν ; [T0,∞)) < ε for sufficiently large ν ≥ ν0.
Hence it follows from Corollary 5.4 that

∥∥Ãν −A+
∥∥
Ck([s,∞)×Y )

≤ C0e
−δ0(s−T0)E(Ξν ; [T0,∞)),

∥∥Ãν −A−
∥∥
Ck((−∞,−s]×Y )

≤ C0e
−δ0(s−T0)E(Ξν ; (−∞,−T0])

for s ≥ T0 + 1 and ν ≥ ν0. The same estimate holds with Ãν replaced by A.
Now fix a constant 0 < δ < δ0. Then there exists a constant C (depending on
C0, δ, δ0, k, and p) such that

∥∥Ξ̃ν − Ξ
∥∥
Wk,p

δ ((R\[−T,T ])×Y )
≤ Ce−(δ0−δ)(T−T0)

for T ≥ T0 + 1 and ν ≥ ν0.
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Next, fix a sequence ρn → 0 and choose Tn → ∞ so that Tn ≥ T0 + 1 and

Ce−(δ0−δ)(Tn−T0) <
ρn
2
.

For fixed n ∈ N note that both Ξν and Ξ̃ν = (vν)∗Ξν converge to Ξ in the Ck
norm on [Tn, Tn + 1] × Y and on [−Tn − 1,−Tn] × Y . Using the identity

(vν)−1dvν = Ξ̃ν − (vν)−1Ξνvν (81)

we thus inductively obtain bounds on vν in Ck+1((±[Tn, Tn+1])×Y ). Then, by
a compact Sobolev embedding, we find a subsequence lim`→∞ νn(`) = ∞ such
that vνn(`)|(±[Tn,Tn+1])×Y → v±n converges in the Ck norm. Again using (81)

we see that this convergence is in fact in the Ck+1 norm. On these domains we
moreover have
∥∥(v±n )∗Ξ − Ξ

∥∥
Ck = lim

ν=νn(`)→∞

∥∥(vν)∗Ξ − Ξ
∥∥
Ck

≤ lim
ν→∞

(∥∥(vν)∗Ξν − Ξ
∥∥
Ck +

∥∥(vν)−1
(
Ξν − Ξ

)
vν
∥∥
Ck

)
= 0.

First, this implies that v±n ∈ G(Y ) is independent of s ∈ ±[Tn, Tn+1]. Secondly,
by unique continuation (Proposition 8.6), it implies (v±n )∗Ξ = Ξ and hence the
limits v±n ∈ GA± must lie in the stabilizer of the limit connections. Now we
can define the gauge transformations u`n ∈ G(R × Y ) by u`n = vνn(`)(v±n )−1

for ±s ≥ Tn + 1, by u`n = 1l for |s| ≤ Tn, and, for s ∈ ±[Tn, Tn + 1], by an
interpolation which satisfies d(u`n, 1l)Ck+1((±[Tn,Tn+1])×Y ) → 0 as ` → ∞. With
this choice we have

∥∥(u`n)∗Ξνn(`) − Ξ
∥∥
Wk,p

δ ((R\[−Tn−1,Tn+1])×Y )
≤ ρn

2

from the exponential decay, as before for (vν)∗Ξν , and
∥∥(u`n)∗Ξνn(`) − Ξ

∥∥
Wk,p

δ
([−Tn−1,Tn+1])×Y )

≤ ρn
2

for all sufficiently large ` ≥ Ln, from the convergence of Ξν and u`n on compact
subsets. Now we can pick `n ≥ Ln so large that νn := νn(`n) → ∞ and
‖(uνn)∗Ξνn − Ξ‖Wk,p

δ
(R×Y ) ≤ ρn → 0. This proves the theorem.

Corollary 7.6. Let hf be a regular perturbation in the sense of Definition 8.2,
and let A+, A− ∈ A(Y,L) be nondegenerate and irreducible critical points of
CSL + hf . Then M1(A−, A+;Xf )/R is compact and hence is a finite set.

Proof. Assume by contradiction that there is a sequence of distinct points
[Ξν ] ∈ M1(A−, A+;Xf )/R. These solutions have index 1 and hence fixed energy
by Corollary 6.14 (i). By Theorem 7.2 we can pick a subsequence and represen-
tatives Ξνk that converge to a broken trajectory (Ξ1, . . . ,Ξ`) modulo bubbling.
By transversality we do not have solutions of negative index, so Corollary 7.4
implies that there is no bubbling, and the index identity in Theorem 7.2 implies
that ` = 1. Now Theorem 7.5 implies that Ξνk converges to Ξ1 in the W 1,p

δ -
norm. Since M1(A−, A+;Xf )/R is a 0-manifold this implies that Ξνk is gauge
equivalent to a time-shift of Ξ1 in contradiction to the assumption.
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Finally we refine the compactness theorem in the case when bubbling is
excluded but breaking can take place. The precise convergence statement here
will be important for the gluing theory.

Theorem 7.7. Fix a constant p > 1. Let f , f ν , Ξν , sνi , u
ν
i , and Ξi be as

in the conclusion of Theorem 7.2 and suppose that no bubbling occurs, i.e. the
curvature of Ξν is uniformly bounded, ((uνi )

∗Ξν)(sνi + ·) converges to Ξi in the
Ck topology on compact sets, and

∑̀

i=1

Ef (Ξi) = lim
ν→∞

Efν (Ξν). (82)

Then the following holds.

(i) If DΞi,δ is surjective for i = 1, . . . , ` then so is DΞν ,δ for ν sufficiently large.

(ii) If the set of critical points of CSL + hfν is independent of ν then, after
replacing the broken trajectory (Ξ1, . . . ,Ξ`) by a gauge equivalent one, and for
a subsequence, there exists a sequence of gauge transformations uν ∈ G(R × Y )
such that

lim
ν→∞

∥∥(uν)∗Ξν − Ξi(· − sνi )
∥∥
W 1,p(Iν

i ×Y )
= 0, for i = 1, . . . , `,

Iνi :=





(−∞, 3
4s
ν
2 + 1

4s
ν
1 ], i = 1,

[ 34s
ν
i−1 + 1

4s
ν
i ,

3
4s
ν
i+1 + 1

4s
ν
i ], i = 2, . . . , `− 1,

[ 34s
ν
`−1 + 1

4s
ν
` ,∞), i = `.

Proof. Fix a constant ε > 0 smaller than the constant of Theorem 5.3 and recall
that the sequences sνi in Theorem 7.2 are chosen such that

Efν (Ξν ; (−∞, sν1 ]) = ε/2, Efν (Ξν ; [sνi , s
ν
i+1]) = Ef (Ξi) (83)

for ν sufficiently large and i = 1, . . . , ` − 1. Since sνi+1 − sνi → ∞ we have for
any T > 0

Efν (Ξν ; [sνi , s
ν
i + T ]) +Efν (Ξν ; [sνi+1 − T, sνi+1]) ≤ Efν (Ξν ; [sνi , s

ν
i+1])

for large ν. With ν → ∞ this gives Ef (Ξi; [0, T ]) + Ef (Ξi+1; [−T, 0]) ≤ Ef (Ξi)
and, by taking the limit T → ∞, Ef (Ξi+1; (−∞, 0]) ≤ Ef (Ξi; (−∞, 0]). Hence
Ef (Ξi; (−∞, 0]) ≤ ε/2 for all i. Choose τ1, . . . , τ` such that

Ef (Ξi; [−τi, τi]) = Ef (Ξi) − ε/4.

Then Ef (Ξi; [0, τi]) ≥ Ef (Ξi)−3ε/4 and hence Efν (Ξν ; [sνi , s
ν
i +τi]) > Ef (Ξi)−ε

for ν sufficiently large. Moreover, Efν (Ξν ; [sν` ,∞)) converges to Ef (Ξ`) − ε/2,
by (82) and (83). In summary we have for i = 0, . . . , ` and ν sufficiently large

Efν (Ξν ; Jνi ) < ε, Jνi :=





(−∞, sν1 ], i = 0,
[sνi + τi, s

ν
i+1], i = 1, . . . , `− 1,

[sν` + τ`,∞), i = `.
(84)
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Now choose gauge transformations vνi on Jνi ×Y such that (vνi )
∗Ξν is in temporal

gauge on Jνi ×Y . Thus each connection (vνi )
∗Ξν is represented by a smooth path

Ãνi : Ji → A(Y,L). Then it follows from Theorem 5.3 that there are critical
points Bνi ∈ Crit(CSL + hfν ) and positive constants C0 and δ0 such that, for
i = 0, . . . , `, τ ≥ τi + 1, and ν sufficiently large, we have

∥∥Ãνi −Bνi
∥∥
C0(Jν

i (τ)×Y )
+
∥∥Ãνi −Bνi

∥∥
W 1,p(Jν

i (τ)×Y ),Bν
i

≤ C0e
−δ0(τ−τi)

√
ε. (85)

Here we abbreviate τ0 := 0 and

Jνi (τ) :=





(−∞, sν1 − τ ], i = 0,
[sνi + τ, sνi+1 − τ ], i = 1, . . . , `− 1,
[sν` + τ,∞), i = `.

Moreover we use the fact that the constants in Theorem 5.3 can be chosen uni-
form for all fν . Since the estimate is gauge invariant we may modify the gauge
transformations vνi so that the sequence Bνi converges in the Ck-norm to the crit-
ical point Bi in the assertion of Theorem 7.2 for every i (see Proposition 3.7).
Then (85) continues to hold if we drop the subscript Bνi in the W 1,p-norm and
replace C0 with a possibly larger constant, still denoted by C0.

Under the assumption of (ii) we may choose vνi so that Bνi = Bi is indepen-
dent of ν. Now we can argue as in the proof of Theorem 7.5. Combining (85)
with Bνi = Bi and the exponential decay of Ξi and Ξi+1 we obtain the estimates

‖(vν0 )∗Ξν − Ξ1(· − sν1)‖W 1,p((−∞,sν
1−τ ]×Y ) ≤ C1e

−δ0τ ,

‖(vνi )∗Ξν − Ξi(· − sνi )‖W 1,p([sν
i +τ, 3

4
sν

i+1
+ 1

4
sν

i ]×Y ) ≤ C1e
−δ0(τ−τi),

∥∥(vνi )∗Ξν − Ξi+1(· − sνi+1)
∥∥
W 1,p([ 3

4
sν

i + 1
4
sν

i+1
,sν

i+1
−τ ]×Y )

≤ C1e
−δ0(τ−τi),

‖(vν` )∗Ξν − Ξ`(· − sν` )‖W 1,p([sν
`
+τ,∞)×Y ) ≤ C1e

−δ0(τ−τ`)

(86)

for ν sufficiently large, some constant C1, and i = 1, . . . , `− 1. Fix a constant
ρ > 0 and choose τ so large that

C1e
−δ0(τ−τi) ≤ ρ/4 for i = 1, . . . , `.

Then, on the interval [sνi − τ − 1, sνi − τ ] ⊂ Jνi−1(τ) the connections (vνi−1)
∗Ξν

and (uνi )
∗Ξν are both W 1,p close to Ξi(· − sνi ) Thus

(
(vνi−1)

−1uνi
)
(· + sνi ) is

bounded in W 2,p([−τ − 1,−τ ] × Y ) and thus, for a subsequence, converges to
a gauge transformation g−i ∈ G2,p([−τ − 1,−τ ] × Y ). For the limit we obtain
(g−i )∗Ξi = Ξi on (−∞,−1] as in Theorem 7.5, and we deduce that g−i ∈ GBi .
Similarly, we can pick the subsequence such that

(
(vνi )

−1uνi
)
(· + sνi ) → g+

i ∈
GBi+1

in W 2,p([τ, τ + 1] × Y ) with (g+
i )∗Ξi = Ξi on [1,∞). With this we can

now construct a sequence uν ∈ G(R × Y ) that satisfies

• uν(s) = vν0 (s)g−1 for s ∈ (−∞, sν1 − τ − 1],

• uν(s) = uν1(s) for s ∈ [sν1 − τ, sν1 + τ ],
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• uν(s) = vν1 (s)g+
i for s ∈ [sν1 + τ + 1, sν2 − τ − 1],

• uν(s) = uνi (s)(g
−
i )−1g+

i−1(g
−
i−1)

−1 . . . (g−2 )−1g+
1 for s ∈ [sνi − τ, sνi + τ ] and

i = 2, . . . , `,

• uν(s) = vνi (s)g
+
i (g−i )−1g+

i−1 . . . (g
−
2 )−1g+

1 for s ∈ [sνi + τ + 1, sνi+1 − τ − 1]
and i = 2, . . . , `.

•
(
(uνi )

−1uν
)
(· + sνi ) → (g−i )−1g+

i−1(g
−
i−1)

−1 . . . (g−2 )−1g+
1 as ν → ∞ in

W 2,p([−τ − 1, τ + 1] × Y,G) for i = 1, . . . , `,

• distW 2,p([sν
i +τ,sν

i+1
−τ ])

(
(vνi )

−1uν , g+
i (g−i )−1g+

i−1(g
−
i−1)

−1 . . . (g−2 )−1g+
1

)
→ 0

as ν → ∞ for i = 0, . . . , `.

At the same time we replace the broken trajectory (Ξ1, . . . ,Ξ`) with Ξ′
1 := Ξ1

and Ξ′
i :=

(
(g−i )−1g+

i−1(g
−
i−1)

−1 . . . (g−2 )−1g+
1

)∗
Ξi for i = 2, . . . , `. Note that this

again defines a broken trajectory (Ξ′
1, . . . ,Ξ

′
`) between the critical points

lim
s→∞

Ξ′
i =

(
(g−i )−1g+

i−1 . . . (g
−
2 )−1g+

1

)∗
Bi+1

=
(
(g−i )−1g+

i−1 . . . (g
−
2 )−1g+

1

)∗(
(g−i+1)

−1g+
i

)∗
Bi+1 = lim

s→−∞
Ξ′
i+1.

Here we used the fact that g−i+1, g
+
i ∈ GBi+1

. The convergence of (uνi )
∗Ξν then

implies ∥∥(uν)∗Ξν − Ξ′
i(· − sνi )

∥∥
W 1,p([sν

i −τ,s
ν
i +τ ]×Y )

≤ ρ/3

for large ν and i = 1, . . . , `, and from the exponential decay (86) we obtain

∥∥(uν)∗Ξν − Ξ′
i(· − sνi )

∥∥
W 1,p([sν

i +τ, 3
4
sν

i+1
+ 1

4
sν

i ]×Y )
≤ ρ/3,

∥∥(uν)∗Ξν − Ξ′
i(· − sνi )

∥∥
W 1,p([ 3

4
sν

i−1
+ 1

4
sν

i ,s
ν
i −τ ]×Y )

≤ ρ/3,

for large ν, large τ , and i = 1, . . . , `. Here we denote sν0 := −∞ and sν`+1 := ∞,

and we use the fact that (g+
i )∗Ξi = Ξi on [1,∞) and (g−i )∗Ξi = Ξi on (−∞,−1].

Thus, for every ρ > 0, we have a subsequence (νn)n∈N and a sequence of gauge
transformations uνn

ρ such that
∥∥(uνn

ρ )∗Ξνn − Ξ′
i(· − sνn

i )
∥∥
W 1,p(Iνn

i ×Y )
≤ ρ holds

for all sufficiently large n ≥ Nρ. Assertion (ii) then follows by taking a diagonal
subsequence.

To prove (i) we can assume by contradiction that, after passing to a subse-
quence, none of the DΞν ,δ is surjective. Then we use the C0-estimate of (85) and
the same patching construction as for (ii) to find a further subsequence and a
sequence of gauge transformations uν ∈ G(R × Y ) such that

lim
ν→∞

‖(uν)∗Ξν − Ξ′
i(· − sνi )‖C0(Iν

i ×Y ) = 0 (87)

for i = 1, . . . , `. (The C0-estimate holds on increasingly large domains because
Bνi → Bi converges in C0(R×Y ) - but not in W 1,p(R×Y ).) By Theorem 6.9 (iv)
the surjectivity of the linearized operators DΞν ,δ is independent of a timeshift
in the weight function, or equivalently in the connection. Hence, applying an
overall timeshift to each element of the sequence Ξν , we may assume w.l.o.g. that
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sν1 = 0 and for each i ≥ 2 we have sνi → ∞. By assumption, the linearized
operator wDΞi,δw

−1 = ∇s + HAi − Iλ is surjective on the unweighted Sobolev
spaces, see Remark 6.10 (iv), and so are the operators ∇s+HAi−Iδ. (Recall that
λ = ∂sV = w−1∂sw denotes the derivative of the weight function.) Equivalently,
the adjoint operators −∇s +HAi − Iλ resp. −∇s +HAi − Iδ are injective. Hence
there is a constant c such that

‖ξ‖Lp ≤ c
∥∥−∇sξ + HAiξ − Iλξ

∥∥
Lp , ‖ξ‖Lp ≤ c

∥∥−∇sξ + HAiξ − Iδξ
∥∥
Lp

for every ξ ∈W 1,p(R × Y,T∗Y ⊗ g⊕ g). This estimate is stable under C0-small
perturbations of Ξi and under the action of the gauge group. Hence, enlarging
the constant c if necessary, we obtain

supp ξ ⊂ Iνi × Y =⇒ ‖ξ‖Lp ≤ c
∥∥−∇sξ + HAν ξ − Iλξ

∥∥
Lp

for all ξ and i and for ν sufficiently large. For i ≥ 1 this follows directly from
(87) with sν1 = 0. For i ≥ 2 we use the fact that λ(s) = δ for all s ∈ Iνi , so
we can estimate

∥∥−∇sξ + HAν ξ − Iλξ
∥∥
Lp by

∥∥−∇sξ + HAi(·−sν
i )ξ − Iδξ

∥∥
Lp −∥∥(uν)∗Ξν − Ξi(· − sνi )

∥∥
C0(Iν

i ×Y )
‖ξ‖Lp and identify the first term of this with∥∥(−∇s + HAi − Iδ)ξ(· + sνi )

∥∥
Lp ≥ c−1‖ξ‖Lp .

Now for each ν we can choose a partition of unity hνi : R → [0, 1] with
supphνi ⊂ Iνi and

∑
i ‖∂shνi ‖L∞ → 0. Then we obtain

‖ξ‖Lp ≤
∑̀

i=1

‖hνi ξ‖Lp ≤ c
∑̀

i=1

∥∥hνi (−∇sξ + HAνξ − Iλξ) − (∂sh
ν
i )ξ
∥∥
Lp

≤ `c
∥∥−∇sξ + HAν ξ − Iλξ

∥∥
Lp +

∑̀

i=1

‖∂shνi ‖L∞ ‖ξ‖Lp .

This shows that the operator −∇s + HAν − Iλ is injective on the unweighted
Sobolev spaces for ν sufficiently large, and hence its adjoint ∇s + HAν − Iλ is
surjective. Since the latter operator is conjugate to DΞν ,δ this is a contradiction
to the assumption, and the theorem is proved.

8 Transversality

Let (Y, g) be a compact oriented Riemannian 3-manifold with metric g and
boundary ∂Y = Σ, and let L ⊂ A(Σ) be a gauge invariant, monotone, ir-
reducible Lagrangian submanifold satisfying (L1-3) on page 7. Then R × Y
naturally is a Riemannian 4-manifold with boundary space–time splitting and
tubular ends in the sense of definition 6.2. In order to complete the instanton
data we must also choose a perturbation. A detailed construction of holon-
omy perturbations is given in Appendix D. In this section we concentrate on
achieving transversality by the choice of perturbation.
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Fix an embedding β : [−1, 1] × D → int(Y ) and denote by Γm the set of
finite sequences γ = (γ1, . . . , γm) of embeddings γi : S1×D → int(Y ) that agree
with β in a neighbourhood of {0} × D. Every γ ∈ Γm gives rise to a map

ρ = (ρ1, . . . , ρm) : D ×A(Y ) → Gm

where ρi(z, A) is the holonomy of the connection A around the loop γi(·, z).
Let Fm := C∞

0 (D×Gm)G denote the space of conjugation invariant real valued
compactly supported smooth functions on D × Gm. Each pair (γ, f) ∈ Γm ×Fm
determines a smooth function hf : A(Y ) → R via

hf (A) :=

∫

D

f(z, ρ(z, A)) d2z.

The differential dhf (A) : TAA(Y ) → R has the form

dhf (A)α =

∫

Y

〈Xf (A)∧α 〉.

Here Xf : A(Y ) → Ω2(Y, g) is a smooth function satisfying (10). We emphasize
that the tuple (1l, . . . , 1l) is a critical point of every conjugation invariant function
Gm → R and hence the trivial connection A = 0 is always a critical point
of the perturbed Chern–Simons functional CSL + hf ; it is nondegenerate by
assumption (L3).

Definition 8.1. Fix a perturbation (γ, f) ∈ Γm × Fm and two nondegenerate
critical points A± ∈ Crit(CSL + hf ). A finite energy solution A : R → A(Y,L)
of the boundary value problem (14) with limits lims→±∞ A(s) = A± is called
regular if the operator DA,δ defined in (71) is surjective for every sufficiently
small constant δ > 0. (This condition is independent of k and p.)

Definition 8.2. A pair (γ, f) ∈ Γm × Fm is called regular (for (Y, g) and L)
if it satisfies the following.

(i) Every nontrivial critical point of the perturbed Chern–Simons functional
CSL + hf is irreducible and nondegenerate, i.e. if A ∈ A(Y,L) is not gauge
equivalent to the trivial connection and satisfies FA +Xf (A) = 0 then H0

A = 0
and H1

A,f = 0.

(ii) Let A : R → A(Y,L) be a finite energy solution of the boundary value
problem (14) with δf (A) ≤ 7 and suppose that at most one of the limits A±

is gauge equivalent to the trivial connection. Then the operator DA,δ defined
in (71) is surjective for every integer k ≥ 1, every p > 1, and every sufficiently
small constant δ > 0.

For every γ ∈ Γm the set of regular elements f ∈ Fm will be denoted by Freg(γ).

If f ∈ Freg(γ) and ([A−], [A+]) 6= (0, 0) then it follows from the discussion
in Section 6 that the moduli space M(A−, A+;Xf ), introduced in (62) and the
beginning of Section 7, is a smooth manifold of local dimension

dim[A] M(A−, A+;Xf ) = δf (A).
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For every integer k ≥ 1 we introduce the following seminorm on the space of
perturbations

|‖Xf |‖k := sup
A∈A(Y,L)

(
‖Xf (A)‖Ck

(1 + ‖A‖Ck)k
+ sup
α∈TAA(Y,L)

‖dXf (A)α‖Ck−1

‖α‖Ck−1 (1 + ‖A‖Ck−1)k−1

)
.

We will apply this notation to the difference Xf −Xf ′ associated to two pairs
(γ, f) ∈ Γm × Fm and (γ′, f ′) ∈ Γm′ × Fm′ . This difference can be written
as Xf−f ′ associated to the union γ ∪ γ ′ := (γ1, . . . , γm, γ

′
1, . . . , γm′) ∈ Γm+m′ ,

where f and f ′ are extended to elements of Fm+m′ in the obvious way. Then
Proposition D.1 implies that |‖Xfν −Xf0 |‖k → 0 for ‖fν − f0‖Ck+1 → 0.

Theorem 8.3. (i) For every γ ∈ Γm the set of all f ∈ Fm that satisfy condi-
tion (i) in Definition 8.2 is open in Fm with respect to the C2-topology.

(ii) Let (γ0, f0) ∈ Γm0
× Fm0

be such that every nontrivial critical point of
CSL + hf0 is irreducible. Then, for every ε > 0 and every k ∈ N, there exists an
n ∈ N and a pair (γ, f) ∈ Γn × Fn that satisfies condition (i) in Definition 8.2
and |‖Xf −Xf0 |‖k < ε.

The zero perturbation satisfies the assumptions of Theorem 8.3 (ii) by (L3).
Transversality for the critical points near the unperturbed equation was estab-
lished by Taubes [30]. The extension to large perturbations requires another
proof, similar to that of the following transversality result for trajectories.

Theorem 8.4. (i) The set Freg(γ) is open in Fm with respect to the C2-topology
for every m ∈ N and every γ ∈ Γm.

(ii) Assume that (γ0, f0) ∈ Γm0
× Fm0

satisfies condition (i) in Definition 8.2.
Then, for every ε > 0 and k ∈ N, there exists an n ∈ N and another pair
(γ, f) ∈ Γn ×Fn that is regular, i.e. f ∈ Freg(γ), and satisfies

Crit(CSL + hf0) = Crit(CSL + hf ),

A ∈ Crit(CSL + hf0) =⇒ hf (A) = hf0(A),

|‖Xf −Xf0 |‖k < ε.

Note that we do not construct a Banach space of perturbations in which
regular ones are of Baire second category. The main reason for this is that the
loops in the interior of Y do not form a Banach space.

Remark 8.5. Fix a point y0 ∈ int(Y ). For every based, embedded loop γ :
[0, 1] → int(Y ) with γ(0) = γ(1) = y0 denote by ργ : A(Y ) → G the holonomy
map. For later reference we state two facts that follow from the equivalence
between connection 1-forms and parallel transport. (Note that it suffices to use
embedded loops in the interior.)

(i) Two connections A,B ∈ A(Y ) are gauge equivalent if and only if there is a
g0 ∈ G such that

ργ(B) = g−1
0 ργ(A)g0
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for every based embedded loop γ.

(ii) Let A ∈ A(Y ) and α ∈ Ω1(Y, g). Then α ∈ im dA if and only if there is a
ξ0 ∈ g such that

dργ(A)α = ργ(A)ξ0 − ξ0ργ(A)

for every based embedded loop γ.

Proof of Theorem 8.3. Assertion (i) follows from the fact that the conditions
H0
A = 0 and H1

A,f = 0 are open with respect to C2-variations of f and A. The
conditions are moreover gauge invariant, and the set of nontrivial critical points
of CSL+hf is compact in A(Y,L)/G(Y ) for every perturbation f . (This follows
from Uhlenbeck compactness [32, 33] since FA = −Xf (A) is L∞-bounded.) The
proof of (ii) has three steps.

Step 1. Let (γ0, f0) ∈ Γm0
×Fm0

be given. Then there is a γ ∈ Γm with γi = γ0i

for i = 1, . . . ,m0 satisfying the following condition. Define σ : A(Y ) → Gm by

σ(A) := ρ(0, A) = (ρ1(0, A), . . . , ρm(0, A)).

Then, for every critical point A ∈ Crit(CSL + hf0) and every nonzero 1-form
η ∈ Ω1(Y, g) satisfying

dAη + dXf0(A)η = 0, d∗
Aη = 0, η|∂Y ∈ TAL, ∗η|∂Y = 0, (88)

the vector [dσ(A)η] ∈ T(Gm/G) is nonzero.

The trivial connection is nondegenerate by assumption (L3), so for η 6= 0 we
must have [A] 6= [0], and so by assumption A is irreducible. The condition
[dσ(A)η] 6= 0 is open with respect to variations of (A, η), and it is invariant
under gauge transformations (A, η) 7→ (u∗A, u−1ηu). Moreover, the set of gauge
equivalence classes of pairs (A, η) ∈ Crit(CSL + hf0) × Ω1(Y, g) that satisfy
‖η‖L2 = 1, [A] 6= [0], and (88) is compact. (For η this follows from elliptic
estimates for the operator dA⊕d∗

A with boundary condition ∗η|∂Y = 0, see e.g.
[33, Theorem D].) Hence it suffices to construct γ for a single such pair (A, η).
We shall use Remark 8.5 (ii) to construct γ. In each step it suffices to find
the loops θ 7→ γi(θ, 0) (with base point y0 := β(0, 0)). Since the condition is
open with respect to smooth variations of γ, these loops can be deformed and
extended to the required embeddings of D × S1 into the interior of Y .

Since A is irreducible we can choose the loops γm0+1 and γm0+2 such that
the matrices g1 := ρm0+1(0, A) and g2 := ρm0+2(0, A) do not commute. Then
σ(A) lies in the free part of Gm. The tangent space of the G-orbit through σ(A)
is

V0 :=
{
v =

(
σi(A)ξ − ξσi(A)

)
i=1,...,m

∣∣ ξ ∈ g
}
⊂ Tσ(A)G

m.

We prove that γ can be chosen such that dσ(A)η /∈ V0.
Since η ⊥ im dA, it follows from Remark 8.5 (ii) that for every ξ ∈ g there

is a based loop γ such that

dργ(A)η 6= ργ(A)ξ − ξργ(A). (89)
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Since the map ξ 7→ (g1ξ − ξg1, g2ξ − ξg2) is injective there is a constant C such
that for |ξ| ≥ C condition (89) holds for one of the loops γm+1(0, ·) or γm+2(0, ·).
The compact set {|ξ| ≤ C} can be covered by finitely many open sets Uj , on
each of which condition (89) holds with the same loop γm+2+j . Thus we have
proved that for every ξ ∈ g there exists an i such that (89) holds with γ = γi.
This implies that dσ(A)η is not contained in V0 and hence does not vanish in
the tangent space of the quotient Gm/G.

Step 2. Let γ ∈ Γm be as in Step 1 and fix p > 3. For k ∈ N and ε > 0 denote

Fk,ε
m :=

{
f ∈ Ck+1(D × Gm)G

∣∣ ‖f − f0‖Ck+1 < ε
}
,

let A1,p(Y,L) and G2,p(Y ) denote the W 1,p- and W 2,p-closure of A(Y,L) and
G(Y ) respectively, and

M̃∗(Fk,ε
m ) :=

{
(A, f) ∈ A1,p(Y,L) ×Fk,ε

m

∣∣FA +Xf (A) = 0, [A] 6= [0]
}
.

Then for every k ∈ N there is an ε > 0 such that the moduli space

M∗(Fk,ε
m ) := M̃∗(Fk,ε

m )/G2,p(Y )

is a separable Ck Banach manifold.

We denote W 1,p
TAL(Y,T∗Y ⊗ g) :=

{
α ∈ W 1,p(Y,T∗Y ⊗ g)

∣∣α|∂Y ∈ TAL
}

and

Fk
m := Ck+1(D × Gm)G = TfFk,ε

m , and consider the operator

W 1,p
TAL(Y,T∗Y ⊗ g) ×W 1,p(Y, g) ×Fk

m → Lp(Y,T∗Y ⊗ g) × Lp(Y, g)

given by

(α, ϕ, f̂ ) 7→
(
∗dAα+ ∗dXf (A)α − dAϕ+ ∗Xf̂ (A),−d∗

Aα
)
. (90)

This operator is HA × (∗X·(A), 0) and hence it is the linearized operator of

M̃∗(Fk,ε) together with the local slice condition for the G2,p(Y )-action. (The
nonlinear operator is a Ck map since the map ∗Xf : A1,p(Y ) → Lp(Y,T∗Y ⊗ g)
is Ck for f ∈ Ck+1.) We must prove that this operator is surjective for every
pair (A, f) ∈ M∗(Fk,ε

m ) when ε is sufficiently small. We first prove this for
f = f0. Suppose, by contradiction that there is a nontrivial critical point A ∈
Crit(CSL+hf0) such that the operator (90) is not onto. Then with q−1 = 1−p−1

there is a nonzero element

(η, ξ) ∈ Lq(Y,T∗Y ⊗ g) × Lq(Y, g)

orthogonal to the image of (90). Any such element satisfies

dAξ = 0, ∗dAη + ∗dXf0(A)η = 0, d∗
Aη = 0,

and

dhf̂ (A)η =

∫

Y

〈Xf̂ (A)∧η 〉 = 0 (91)
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for every f̂ ∈ Fk
m,ε. This implies ξ = 0 because A was assumed to be irreducible.

Since η 6= 0 it follows from Step 1 that dσ(A)η 6= 0 and hence the map R →
Gm/G : r 7→ [ρ(0, A + rη)] is an embedding into the free part of the quotient

near r = 0. This implies that there exists a map f̂ ∈ Fk
m such that

f̂(z, ρ(z, A+ rη)) = rβ(r)β(|z|),

where β : R → [0, 1] is a smooth cutoff function that is supported in a sufficiently
small neighbourhood of 0 and is equal to 1 near 0. Hence

dhf̂ (A)η =
d

dr

∣∣∣∣
r=0

∫

D

f̂(z, ρ(z, A+ rη)) d2z =

∫

D

β(|z|)d2z > 0

in contradiction to (91). This proves that the operator (90) is onto whenever
f = f0 and [A] 6= [0]. That this continues to hold for ‖f − f0‖Ck+1 sufficiently
small follows from compactness and the fact that the trivial connection is non-
degenerate.

Step 3. We prove (ii).

By Step 2, the projection M∗(Fk,ε
m ) → Fk,ε

m is a Ck Fredholm map of Fredholm
index zero. (Its linearization ker(HA+(∗X·(A), 0) → TFk,ε

m has the same index
as the self–adjoint operator HA.) Hence it follows from the Sard–Smale theorem
that the set of regular values of this projection is dense in Fk,ε

m . For such a
regular value f ∈ Fk,ε

m we have im (∗X·(A), 0) ⊂ imHA, so by the surjectivity
in Step 2, the operator HA itself is surjective and hence injective. This shows
that H1

A,f = 0 for all critical points A ∈ Crit(CSL + hf ). For ‖f − f0‖C2

sufficiently small we also have H0
A = 0 by (i), and hence f is ‘regular’ in the

sense that Definition 8.2 (i) is satisfied. So we have seen that f0 ∈ Fm can be
approximated by a sequence of ‘regular’ Ck+1 perturbations fν ∈ Fk

m and due
to (i) also by a sequence of ‘regular’ smooth perturbations. This proves the
theorem.

Proof of Theorem 8.4. To prove (i) we suppose by contradiction that there is
a γ ∈ Γm and a sequence fν ∈ Fm \ Freg(γ) converging to some f ∈ Freg(γ)
in the C2 topology. By Theorem 8.3 we may assume that each f ν satisfies
condition (i) in Definition 8.2. Thus there is a sequence Aν ∈ M̃(Aν−, A

ν
+;Xfν )

such that δfν (Aν) ≤ 7, at most one of the limits Aν± is gauge equivalent to the
trivial connection, and the the operator DAν ,δ is not surjective. The sequence
Aν has bounded energy by Corollary 6.14 and hence a subsequence converges to
a broken Floer trajectory (A1, . . . ,A`) by Theorem 7.2. Since f ∈ Freg(γ), all
moduli spaces with negative index and at least one nontrivial limit connection
are empty, and the assertion of Corollary 7.4 is wrong. So neither bubbling
nor self–connecting trajectories of [0] can occur in the limit. Hence DAj ,δ is
surjective for every j and, by gluing (see Theorem 7.7 (i)), the operator DAν ,δ

is surjective for ν sufficiently large. This contradiction proves (i).
We prove (ii). By assumption CSL+hf0 has only finitely many critical points

in the configuration space A(Y,L)/G(Y ). By Corollary 6.14 the energy of a Floer
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connecting trajectory is E = 1
2π

2
(
ηf0 (A

+)−ηf0 (A−)−dimH1
A− +dimH1

A+ +j
)
,

where j is the Fredholm index of the linearized operator. There are finitely many
such numbers E ≥ 0 with j ≤ 7. We order them as

0 ≤ E0 < E1 < · · · < E`.

Claim. Let j ∈ {0, . . . , `− 1} and (γ, f) ∈ Γm ×Fm such that

A ∈ M̃(A−, A+;Xf ), ([A−], [A+]) 6= (0, 0),
Ef (A) ≤ Ej , δf (A) ≤ 7

}
=⇒ DA,δ is onto (92)

Crit(CSL + hf ) = Crit(CSL + hf0) (93)

A ∈ Crit(CSL + hf0) =⇒ hf (A) = hf0(A), (94)

Fix an integer k ∈ N and a constant ε > 0. Then there is a perturbation
(γ′, f ′) ∈ Γm′ ×Fm′ satisfying (92) to (94) with j replaced by j + 1 and

|‖Xf ′ −Xf |‖k < ε. (95)

A connection A ∈ M(A−, A+;Xf ) with energy Ef (A) ≤ 0 must be gauge
equivalent to the constant path A− = A+ 6∈ [0]. By assumption these critical
points of CSL + hf0 are nondegenerate. So by Theorem 3.13 the hypotheses of
the claim are satisfied for j = 0 and (γ, f) = (γ0, f0). Therefore assertion (ii)
of the theorem follows from the claim by induction on j. We prove the claim in
four steps.

Step 1. The quotient of the set

K :=
⋃

([A−],[A+])6=(0,0)




A : R → A(Y,L)

∣∣∣∣∣∣∣∣

∂sA+ ∗(FA +Xf (A)) = 0,
lims→±∞A(s) ∈ [A±],
Ef (A) ≤ Ej+1, δf (A) ≤ 7,
DA,δ not onto





by the gauge group G(Y ) is compact.

This is proven by the same discussion as in (i). The argument uses in addition
the fact that the energy of each limit trajectory Aj is strictly less than the
energy of the Aν if bubbling or breaking of trajectories occurs. (So the relevant
moduli spaces will be transverse or empty by assumption.)

Step 2. There is a γ ′ ∈ Γm′ with γ′i = γi for i = 1, . . . ,m satisfying the
following conditions. For z ∈ D and A ∈ A(Y ) let ρ′i(z, A) be the holonomy of

A around the loop θ 7→ γ ′i(θ, z) and define σ : A(Y ) → Gm′

by

σ(A) := (ρ′1(0, A), . . . , ρ′m′(0, A)).

Then, for every A ∈ K, there is an s0 ∈ R such that the following holds.

(a) The tuple σ(A(s0)) is not contained in σ(Crit(CSL + hf )) and belongs to

the free part of Gm′

for the action of G by simultaneous conjugation.
Moreover, σ(A(s)) 6∼ σ(A(s0)) for every s ∈ R \ {s0}.
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(b) For every nonzero section (η, 0) ∈ kerD∗
A,δ the vectors dσ(A(s0))∂sA(s0)

and dσ(A(s0))η(s0) are linearly independent in T(Gm′

/G).

For every s0 ∈ R and every γ′ the set of all A ∈ K that satisfy conditions (a) and
(b) is open. Moreover, (a) and (b) are preserved under gauge transformations
and under adding further loops to γ ′. So it suffices to establish (a) and (b)
for a single element of K. (Then K is covered by finitely many gauge orbits of
small open sets around such elements, and the final γ ′ results from taking the
union over all loops that are required by these different elements.) Hence from
now on we fix an element A ∈ K. Since either A+ or A− is irreducible, there
is an s0 ∈ R such that A(s0) is irreducible. Since the path s 7→ (dA(s)ξ, 0) is
a solution of (104) for every ξ ∈ Ω1(Y, g), it follows from Proposition 8.6 (ii)
below that

∂sA(s0) /∈ im dA(s0); (96)

otherwise we would have ∂sA(s) = dA(s)ξ for all s ∈ R and, by partial integra-
tion, ‖dAξ‖L2(Y ) = −

∫
Y 〈 dAξ∧ (FA+Xf (A)) 〉 = 0 which would imply ∂sA ≡ 0

and hence Ef (A) = 0. By Proposition 8.6 (i) below, we have that

A(s0) /∈
⋃

s6=s0

[A(s)] ∪ Crit(CSL + hf ); (97)

otherwise A : R → A(Y,L) would be constant or periodic modulo gauge, in
contradiction to 0 < Ef (A) <∞. Moreover, for (η, 0) ∈ kerD∗

A,δ, we have

η(s0) ⊥ R∂sA(s0) + im dA(s0). (98)

To see this, fix an element ξ ∈ Ω0(Y, g). Then α(s) := ∂sA(s) + dA(s)ξ and η(s)
satisfy the differential equations

∂sα+ ∗(dAα+ dXf (A)α) = 0, ∂sη + 2∂sV η − ∗(dAη + dXf (A)η) = 0.

and the Lagrangian boundary condition η(s)|∂Y , α(s)|∂Y ∈ TA(s)L. Hence

d

ds
exp(2V )

∫

Y

〈 η, α 〉 = exp(2V )

(∫

Y

〈 ∂sη + 2∂sV η, ∗α 〉 +

∫

Y

〈 η, ∗∂sα 〉
)

= 0.

The last identity uses the fact that the operator α 7→ ∗(dAα+ dXf (A)α) with
the Lagrangian boundary condition is self-adjoint for every s. Since the inner
product e2V

∫
Y
〈 η, α 〉 converges to zero for s→ ±∞, this proves (98).

As in the proof of Theorem 8.3 we shall use Remark 8.5 to construct γ ′ and
it suffices in each step to find the loop θ 7→ γ ′i(θ, 0). Since A(s0) is irreducible
and using (96) we can argue exactly as in the proof of Step 1 in Theorem 8.3,
with (A, η) replaced by (A(s0), ∂sA(s0)), to prove that γ′ can be chosen such
that σ(A(s0)) belongs to the free part of Gm′

and

dσ(A(s0))∂sA(s0) /∈ V0, (99)
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where V0 ⊂ Tσ(A(s0))G
m′

is the tangent space of the G-orbit through σ(A(s0)),
namely

V0 :=
{
v =

(
σi(A(s0))ξ0 − ξ0σi(A(s0))

)
i=1,...,m′

∣∣ ξ0 ∈ g
}
.

This implies that [dσ(A(s0))∂sA(s0)] 6= 0 in the tangent space of the quotient
Gm′

/G. It follows that the curve [s0 − δ, s0 + δ] → Gm′

/G : s 7→ [σ(A(s))] is
injective for δ > 0 sufficiently small. The set

C :=
{
[A(s)]

∣∣ |s− s0| ≥ δ
}
∪ Crit(CSL + hf )/G(Y ) ⊂ A(Y )/G(Y )

is compact and, by (97), does not contain [A(s0)]. Now (i) holds if and only if
σ(B) 6∼ σ(A(s0)) for every [B] ∈ C. Since this condition is open in B, and C is
compact, it suffices to prove this for a fixed element [B] ∈ C. Given [B] ∈ C it
follows from Remark 8.5 (i) that for every g ∈ G there is a based loop γ such
that

ργ(B) 6= g−1ργ(A(s0))g.

For every fixed loop γ this condition is open in g. Since G is compact there
exist finitely many loops γ ′i such that the tuple (ργ′

i
(B))i is not simultane-

ously conjugate to (ργ′
i
(A(s0)))i. For this choice of the loops γ ′i we have that

σ(B) 6∼ σ(A(s0)) as claimed.
To prove (b) it suffices to consider a fixed nonzero element (η, 0) ∈ kerD∗

A,δ

because this kernel is finite dimensional. Since η(s0) 6= 0 (by unique continuation
as in Proposition 8.6 (ii)) it follows from (98) that

η(s0) − λ∂sA(s0) 6∈ im dA(s0) ∀λ ∈ R.

By (99) we have δ := infv∈V0
|dσ(A(s0)∂sA(s0) − v| > 0 and

dσ(A(s0))
(
η(s0) − λ∂sA(s0)

)
6∈ V0 (100)

for |λ| > δ−1 ‖dσ(A(s0)η(s0)‖ =: c. We wish prove that (100) continues to hold
for all λ ∈ [−c, c] with a suitable choice of γ ′. For each fixed λ the proof is the
same as that of Step 1 in the proof of Theorem 8.3. Since condition (100) is
open in λ this proves Step 2.

Step 3. Let C :=
{
(z, ρ′(z, A)) ∈ D × Gm′ ∣∣ A ∈ Crit(CSL + hf )

}
. For ε′ > 0

and k ∈ N (possibly larger than the constant in the claim) denote

Fk,ε′

m′ :=
{
f ′ ∈ Ck+1(D × Gm′

)G
∣∣ (f ′ − f)|Bε′ (C) ≡ 0, ‖f ′ − f‖Ck+1 < ε′

}

and for a fixed p > 4 let

M̃(A−, A+,Fk,ε′

m′ ) :=



(A, f ′) ∈ A1,p

δ ×Fk,ε′

m′

∣∣∣∣∣∣

A ∈ M̃(A−, A+;Xf ′)
Ef ′(A) ≤ Ej+1

δf ′(A) ≤ 7



 .

Here we abbreviate A1,p
δ := A1,p

δ (R × Y,L;A−, A+) (see equation (74)). Let

G2,p
0 (R × Y ) be the W 2,p-closure of {u : R → G(Y )

∣∣ u(s) = 1l ∀|s| ≥ 1}. Then
for every k ∈ N there is an ε′ > 0 such that the following holds.
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Every perturbation f ′ ∈ Fk,ε′

m′ satisfies conditions (93), (94), (95), and for
every pair of critical points ([A−], [A+]) 6= (0, 0) the universal moduli space

M(A−, A+,Fk,ε′

m′ ) := M̃(A−, A+,Fk,ε′

m′ )/G2,p
0 (R × Y )

is a separable Ck-Banach manifold.

Conditions (93), (94), and (95) are satisfied for every f ′ ∈ Fk,ε′

m′ for ε′ > 0 suf-
ficiently small. The assertion about the universal moduli space holds whenever
the linearized operator

(α, ϕ, f̂ ) 7→ DA,δ(α, ϕ) + (Xf̂ (A), 0) (101)

is surjective for every pair (A, f ′) ∈ M̃(A−, A+,Fk,ε′

m′ ). Here DA,δ is the operator
(71) with k = 1. We first prove that this holds for f ′ = f . If A is not gauge
equivalent (by G(A−, A+)) to a connection in K, then the operator DA,δ is
surjective by Remark 6.10 (i), and hence so is (101). Let A ∈ K (after a
gauge transformation in G(A−, A+)) and q−1 := 1 − p−1, and suppose, by
contradiction, that there is a nonzero pair

(η, ϕ) ∈ Lqδ(R × Y,T∗Y ⊗ g) × Lqδ(R × Y, g)

orthogonal to the image of (101). Then we have ϕ = 0 (by the proof of Theo-
rem 6.9), η ∈ W 1,p

A
(R × Y,T∗Y ⊗ g) (by Theorem 3.11), D∗

A,δ(η, 0) = 0, and

∫ ∞

−∞

exp(2V (s))dhf̂ (A(s))η(s)ds = 0 (102)

for every f̂ ∈ TfFk,ε′

m′ . By Step 2 there is s0 ∈ R such that σ(A(s)) 6= σ(A(s0))
for s 6= s0 and the tangent vectors dσ(A(s0))∂sA(s0), dσ(A(s0))η(s0) are lin-
early independent. Hence the map

(r, s) 7→ ρ(z, A(s) + rη(s))

is an embedding in a neighbourhood of (0, s0) ∈ R2 for every sufficiently small

z ∈ D. It follows that there exists a smooth G-invariant map f̂ : D × Gm′ → R

vanishing in a neighbourhood of C and satisfying

f̂(z, ρ(z, A(s) + rη(s))) = rβ(r)β(s − s0)β(|z|)

for a suitable cutoff function β : R → [0, 1] that is supported in a neighbourhood
of 0 and is equal to 1 near 0. This implies

dhf̂ (A(s))η(s) =

∫

D

∂

∂r

∣∣∣∣
r=0

f̂(z, ρ(z, A(s) + rη(s)))d2z

= β(s− s0)

∫

D

β(|z|)d2z ≥ 0
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for every s ∈ R. Hence the integral on the right hand side of (102) does not
vanish, contradiction. Thus we have proved that the operator (101) is onto
whenever f ′ = f .

We must prove that (101) is onto when ‖f ′ − f‖Ck+1 is sufficiently small.

Otherwise there are sequences Fk,ε′

m′ 3 fν → f and Aν ∈ M̃(A−, A+;Xfν ) such
that the operator (101), with (A, f ′) replaced by (Aν , fν), is not onto. If Aν

converges (modulo gauge) to A ∈ K then (101) is surjective for the pair (A, f)
and hence for (Aν , fν) when ν is sufficiently large. Otherwise it follows from the
compactness and gluing theorems as in the proof of (i) that DAν ,δ is surjective
for ν sufficiently large. This contradiction finishes the proof of Step 3.

Step 4. We prove the claim.

By Step 3 the projection M(A−, A+,Fk,ε′

m′ ) → Fk,ε′

m′ is a Fredholm map of index
at most 7 for every pair A± ∈ Crit(CSL + hf ) with ([A−], [A+]) 6= (0, 0). (The
index at (A, f) is the same as that of the linearized operator DA,δ.) Hence it
follows from the Sard–Smale theorem that, for k ≥ 8, the set of regular values

is of the second category in the sense of Baire. Any such regular value f ∈ F k,ε′

m′

satisfies (92). To prove the claim, pick a regular value of the projection and
approximate it by a smooth perturbation f ′. In the last step we use the fact
that the set of all perturbations that satisfy the requirements of the claim is
open in the Ck+1-topology. (The proof is analogous to the proof of (i).) This
proves the theorem.

The main difference between our proof of Theorem 8.4 and the argument in
Donaldson’s book [9, p 144] for the closed case is that we do not have a gluing
theorem converse to bubbling on the boundary and hence cannot work on a
compact part of the moduli space in the presence of bubbling on the boundary.
To circumvent this difficulty we have restricted the discussion to the monotone
case and to Floer connecting trajectories of index less than or equal to seven.
We also made use of a unique continuation result for perturbed anti-self-dual
connections with Lagrangian boundary conditions, which is established next.

Unique Continuation

Proposition 8.6. Let (γ, f) ∈ Γm ×Fm and fix an open interval I ⊂ R.

(i) Let A,B : I → A(Y ) be two solutions of the Floer equation

∂sA+ ∗FA + ∗Xf (A) = 0, A(s)|Σ ∈ L. (103)

If A(s0) = B(s0) for some s0 ∈ I then A(s) = B(s) for all s ∈ I.

(ii) Let A : I → A(Y,L) and ξ = (α, ϕ) : I → Ω1(Y, g) × Ω0(Y, g) be smooth
maps satisfying the (augmented) linearized Floer equation

∂sξ + HAξ = 0, α(s)|Σ ∈ TA(s)L, ∗α(s)|Σ = 0. (104)

If ξ(s0) = 0 for some s0 ∈ I then ξ(s) = 0 for all s ∈ I.
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The proof will use the following local continuation result in the interior.
This was proven by Taubes [31] in a slightly different formulation; we include
the proof for the sake of completeness.

Lemma 8.7. Let U be a (not necessarily compact) 3-manifold without boundary
and I ⊂ R be an open interval.

(i) Let A,B : I → A(U) be two solutions of the unperturbed Floer equation (103)
with f = 0. If A(s0) = B(s0) for some s0 ∈ I then A(s) = B(s) for all s ∈ I.

(ii) Let A : I → A(U) and ξ = (α, ϕ) : I → Ω1(U, g) × Ω0(U, g) be smooth
maps satisfying the unperturbed linearized Floer equation (104) with f = 0. If
ξ(s0) = 0 for some s0 ∈ I then ξ(s) = 0 for all s ∈ I.

Proof. To prove (i) assume by contradiction that A(s′, y1) 6= B(s′, y1) for some
(s′, y1) ∈ I × U . Let Dr(y1) ⊂ U be a geodesic ball of radius r > 0 around y1

and denote

J :=
{
s ∈ I

∣∣A(s)|Dr/2(y1) = B(s)|Dr/2(y1)

}
⊂ I.

This set contains s0 by assumption and it is a closed subset of I because A−B
is continuous. We claim that J ⊂ I is open and hence J = I in contradiction
to the assumption.

To prove that J is open we fix an element s1 ∈ J . Then A − B vanishes
to infinite order (i.e. with all derivatives) at x1 := (s1, y1). For the derivatives
in the direction of I this follows from the Floer equation. Let Dr(x1) ⊂ I × U
denote the geodesic ball centred at x1. We fix gauge transformations uA, uB ∈
G(Dr(x1)) with uA(x1) = uB(x1) = 1l such that u∗AA and u∗BB are in radial
gauge on Dr(x1). Then these can be pulled back to connections in temporal
gauge A′, B′ : (−∞, log r) → A(S3) by geodesic polar coordinates (−∞, log r)×
S3 ∼→ Dr(x1) \ {x1}. The fact that u∗AA− u∗BB vanishes to infinite order at x1

translates into superexponential convergence A′(s) −B′(s) → 0 as s→ −∞. In
particular, for every K > 0, we have

lim
s→−∞

e−Ks‖A′(s) −B′(s)‖L2(S3) = 0. (105)

The pullback metric on (−∞, log r) × S3 has the form e2s(ds2 + gs), where g is
a smooth family of metrics on S3 that converges exponentially to the standard
metric on S3 as s → −∞. Since the anti-self-duality equation is conformally
invariant, the connections A′ and B′ also satisfy (103) with respect to the metric
ds2 + gs on (−∞, log r) × S3. We now denote α := B′ − A′ : (−∞, log r) →
Ω1(S3, g) and use the technique of Agmon–Nirenberg in Appendix C to prove
that α ≡ 0. The Floer equations (i.e. the anti-self-duality of A′ and B′ w.r.t.
the conformally rescaled metric) imply that α satisfies

∂sα+ ∗dA′+ 1
2
αα = 0.

We shall use the operator F := −∗dA′+ 1
2
α (corresponding to A(s), appropriately

shifted, in the notation of Appendix C) which is self–adjoint with respect to the
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time dependent inner product

〈α, β 〉s :=

∫

S3

〈α∧ ∗s β 〉 = 〈Q(s)α,Q(s)β 〉E .

Here ∗s is the Hodge operator for the metric gs on S3, and the subscript E

indicates the use of the standard metric on S3. The operator Q(s) : Ω1(S3, g) →
Ω1(S3, g) is defined as in [10, p.151], as a self–adjoint operator such that Q(s)2 =
∗E∗s. This square root exists since ∗E∗s is positive definite. These operators
satisfy (Q1) in Appendix C by the exponential convergence of gs as s → −∞.
Moreover,

− d

ds
〈α, ∗dA′+ 1

2
αα〉s + 2〈∂sα, ∗dA′+ 1

2
αα〉s = −

∫

S3

〈α∧[∂s(A
′ + 1

2α) ∧ α] 〉

≤
∥∥∂sA′ + 1

2∂sα
∥∥
L∞(S3)

‖α‖2
s .

Hence the function x(s) := α(s2 − s), with s2 ∈ (−∞, log r), satisfies the as-
sumptions of Theorem C.2 with c1 = c2 = 0 and c3(s) = ‖∂sA′ + 1

2∂sα‖L∞(S3).

The constant c in Theorem C.2 is finite because
∫ s2
−∞ ‖∂sA′+ 1

2∂sα‖L∞(S3) <∞,
by the exponential decay of A′ and B′ (see Theorem 5.1). We thus obtain

‖α(s)‖s ≥ e−c(s2−s) ‖α(s2)‖s2
for all s ∈ (−∞, s2]. This estimate contradicts the superexponential convergence
in (105) unless α(s2) = 0. Since s2 is any element of the interval (−∞, log r)
we have shown that α ≡ 0 and hence u∗AA = u∗BB on the geodesic ball Dr(x1)
around x1 = (s1, y1). This ball contains the set [s1− r

2 , s1 + r
2 ]×Dr/2(y1). From

the construction of the gauge transformations with A = B on {s1} ×Dr/2(y1)
we know that uA|s=s1 = uB |s=s1 . Now there is a unique gauge transformation
v on [s1 − r

2 , s1 + r
2 ] × Dr/2(y1) with v|s=s1 = u−1

A |s=s1 = u−1
B |s=s1 that puts

u∗AA = u∗BB back into temporal gauge. By the uniqueness of the temporal
gauge with uAv|s=s1 = uBv|s=s1 = 1l this implies

A = (uAv)
∗A = (uBv)

∗B = B on [s1 − r
2 , s1 + r

2 ] ×Dr/2(y1)

and hence [s1 − r
2 , s1 + r

2 ] ⊂ J . This proves that J is open as claimed.
The proof of (ii) is analogous to (i). In conformal polar coordinates near

x1 we choose the radial gauge u∗AA as before. The pullback ξ′ : (−∞, log r) →
Ω1(S3, g)×Ω0(S3, g) then satisfies the linearized Floer equation with respect to
A′. Now the Agmon-Nirenberg technique for x = ξ′ (with the Hessian HA′(s)

as self-adjoint operator) shows that ξ′ ≡ 0 and hence ξ = 0 on Dr(x1). The
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relevant estimate is

− d

ds
〈 ξ′,HA′ξ′ 〉s + 2 〈∂sξ′,HA′ξ′ 〉s

= − d

ds

(∫

S3

〈α′∧dA′α′ 〉 − 2

∫

S3

〈α′∧ ∗ dA′ϕ′ 〉
)

+ 2 〈 ∂s(α′, ϕ′),HA′(α′, ϕ′) 〉s

= −
∫

S3

〈α′∧[∂sA
′, α′] 〉 + 2

∫

S3

〈α′∧ ∗ [∂sA
′, ϕ′] 〉 + 2

∫

S3

〈α′∧(∂s∗)dA′ϕ′ 〉

≤ 2c2(s) ‖HA′ξ′‖s ‖ξ′‖s + c3(s) ‖ξ′‖2
s ,

where c2(s) = 2δ−1cQ(s) and c3(s) = 2 ‖∂sA′‖L∞(S3) + 8δ−1cQ(s) ‖FA′‖1/2
L∞(S3)

with δ and cQ as in (Q1) in Appendix C. We have used the identity ∂s∗ =
∗E∂sQ2, which implies ‖∂s ∗ ‖s ≤ 2δ−3cQ, and

‖dA′ϕ′‖2
s + ‖dA′α′‖2

s = ‖∗dA′α′ − dA′ϕ′‖2
s + 2

∫
S3〈α′∧[FA′ , ϕ′] 〉

which implies ‖dA′ϕ′‖s ≤ ‖HA′ξ′‖s + 2 ‖FA′‖1/2
L∞(S3) ‖ξ′‖s.

Proof of Proposition 8.6. The proof of (i) is similar to that of Lemma 8.7 except
for the presence of boundary terms. To control these we first use Lemma 8.7 (i)
on U := N \∂Y for a neighbourhood N ⊂ Y of ∂Y on which Xf ≡ 0. It implies
that A and B agree on I ×U and hence by continuity on I ×N . In particular,
the 1-form α(s) := B(s)−A(s) ∈ Ω1(Y, g) vanishes near ∂Y and hence belongs
to the space Ω1

A(s)(Y, g) for every s. To establish unique continuation in the

interior we assume, by contradiction, that α(s1) 6= 0 for some s1 < s0. We will
apply Theorem C.1 to x(s) = α(s1 − s) and the symmetric operator

F(s) := ∗dA(s) + ∗dXf (A(s)) : Ω1
A(s)(Y, g) → Ω1

A(s)(Y, g)

for s ∈ I . We have α(s0) = 0 and

∂sα+ Fα = − 1
2 ∗ [α ∧ α] − ∗

(
Xf (A+ α) −Xf (A) − dXf (A)α

)
,

∂s〈α,Fα 〉 − 2〈 ∂sα,Fα 〉 =
∫
Y
〈α∧[∂sA ∧ α] 〉 +

∫
Y
〈α, d2Xf (A)(∂sA,α) 〉.

Hence it follows from Proposition D.1 (v) that

‖∂sα(s) + F(s)α(s)‖L2(Y ) ≤ c1 ‖α(s)‖L2(Y ) ,

∂s〈α(s),F(s)α(s) 〉 − 2〈 ∂sα(s),F(s)α(s) 〉 ≤ c3 ‖α(s)‖2
L2(Y )

for s1 ≤ s ≤ s0 and suitable constants c1 and c3. This shows that the path
s 7→ α(s) and the operator family F(s) satisfy the hypotheses of Theorem C.1
with c2 = 0. Hence α(s) = 0 for s1 < s ≤ s0 and α(s1) = 0 follows by
continuity, in contradiction to the assumtion. The argument for s1 > s0 is
simlar and this proves (i). Assertion (ii) follows from Lemma 8.7 (ii) and the
analogous estimates for the solutions of (103). This proves the proposition.
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9 Gluing

Let Y be a compact oriented Riemannian 3-manifold with boundary ∂Y = Σ and
L ⊂ A(Σ) be a gauge invariant, monotone, irreducible Lagrangian submanifold
satisfying (L1-3) on page 7. Fix a regular perturbation hf : A(Y ) → R in the
sense of Definition 8.2.

Let B0, B1, B2 ∈ A(Y,L) be nondegenerate and irreducible critical points of
CSL + hf . We denote by A(R × Y,L;B0, B2) the space of smooth connections
on R × Y with boundary values in L and C∞-limits B0 and B2 as in (61); this

is a special case of the notation (74). Also recall the notation M̃(B0, B1;Xf )
from chapter 7 for the space of solutions that are in temporal gauge over the
ends, and M(B0, B1;Xf ) for this space modulo gauge equivalence. For T > 1
we define a pregluing map

M̃(B0, B1;Xf ) × M̃(B1, B2;Xf ) → A(R × Y,L;B0, B2)

(Ξ1,Ξ2) 7→ Ξ1#TΞ2

(106)

as follows. The connections Ξi = Ai + Φids are in temporal gauge outside the
compact set [−1, 1]× Y and have limits

lim
s→−∞

A1(s) = B0, lim
s→∞

A1(s) = B1 = lim
s→−∞

A2(s), lim
s→∞

A2(s) = B2.

Define Ξ1#TΞ2 := A+ Φds by

Φ(s) :=

{
Φ1(s+ T ), s ≤ 0,
Φ2(s− T ), s ≥ 0,

A(s) :=





A1(
T
2 − ϕ(−T

2 − s)), s < −T
2 ,

B1, s ∈ [−T
2 ,

T
2 ],

A2(−T
2 + ϕ(−T

2 + s)), s > T
2 ,

where ϕ : (0,∞) → R is a smooth function satisfying

ϕ(s) =

{
s, s ≥ 2,
− 1
s , s ≤ 1

2 ,
∂sϕ > 0.

This connection is smooth because A1 and A2 converge exponentially as s tends
to ±∞. It satisfies the limit conditions and the Lagrangian boundary conditions
by construction. In fact, this is why we use rescaling in time rather than convex
interpolation in space. The map (Ξ1,Ξ2) 7→ Ξ1#TΞ2 is gauge equivariant in
the sense that

(u∗1Ξ1)#T (u∗2Ξ2) = u∗(Ξ1#TΞ2), u(s) :=

{
u1(s+ T ), s ≤ 0,
u2(s− T ), s ≥ 0

for each pair (u1, u2) ∈ G(B0, B1) × G(B1, B2). Recall from the beginning of
Section 7 that each u1 ∈ G(B0, B1) satisfies ∂su1(s) = 0 for |s| ≥ 1, u1(s) ∈ GB1

for s ≥ 1, and u1(s) ∈ GB0
for s ≤ −1; similarly for u2. Since B1 is irreducible

we have u1(s) = u2(−s) = 1l for s ≥ 1.
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Theorem 9.1. Let B0, B1, B2 ∈ A(Y,L) be nondegenerate and irreducible crit-

ical points of CSL + hf , and fix Ξ1 ∈ M̃(B0, B1;Xf ) and Ξ2 ∈ M̃(B1, B2;Xf )
with δf (Ξ1) = δf (Ξ2) = 1. Then, for every p > 2, there exist positive constants
κ, T0 and a map

τ : (T0,∞) → M2(B0, B2;Xf )/R, T 7→ τT (Ξ1,Ξ2)

with the following properties:

(i) τ is a diffeomorphism onto its image.

(ii) The connections τT (Ξ1,Ξ2) converge without bubbling (as in Theorem 7.2)
to the broken trajectory (Ξ1,Ξ2) as T → ∞.

(iii) If Ξ is a solution of the Floer equation (15) and
∥∥Ξ − (Ξ1#TΞ2)

∥∥
W 1,p(R×Y )

≤ κ

for some T ≥ T0 + 1, then its gauge and time-shift equivalence class [Ξ]
lies in the image of τ .

Proof. The preglued connection

Ξ1#TΞ2 =: ΞT = AT + ΦTds

is an approximate solution of the Floer equation and τT (Ξ1,Ξ2) will be con-
structed as a nearby true solution. More precisely, we have

∥∥∂sAT − dAT ΦT + ∗
(
FAT +Xf (AT )

)∥∥
Lp(R×Y )

≤ Ce−δT (107)

for some constants C and δ > 0 by exponential decay, Theorem 5.1. We will
use the inverse function theorem to find near the approximate solution ΞT
a true solution Ξ̃T ∈ M̃(B0, B2;Xf ). For that purpose we use the Banach
manifold structure of the space A1,p(R × Y,L;B0, B2), see (74). Its tangent
space TΞT A1,p(R × Y,L;B0, B2) is the space of all 1-forms ξ = α + ϕds with
α ∈ W 1,p(R × Y,T∗Y ⊗ g) and ϕ ∈ W 1,p(R × Y, g) satisfying the boundary
condition α(s) ∈ TAT (s)L. Using the exponential map of Theorems E.4 and
Corollary E.5 we obtain a continuously differentiable map

TΞT A1,p(R × Y,L;B0, B2) ⊃ Ũ → A1,p(R × Y,L;B0, B2) : ξ 7→ Ẽ(ΞT ; ξ)

defined on a neighbourhood Ũ of zero by

Ẽ(ΞT ; ξ) := EAT (s)(α(s)) + (ΦT (s) + ϕ(s))ds.

We now look for a solution of the form Ξ̃T = ÃT + Φ̃Tds = Ẽ(ΞT ; ξ), where
ξ ∈ Ũ satisfies 5

d∗
ΞT
ξ = 0, ∗ξ|R×∂Y = 0, ξ ∈ imD∗

T . (108)

5Here ∗ denotes the Hodge ∗ operator on the four-manifold R × Y unlike in (109) below.
The first two conditions fix the gauge whereas the third condition fixes a complement of the
kernel of the linearized operator for combined anti-self-duality and gauge fixing.
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Note that Ξ̃T automatically satisfies the boundary conditions ÃT (s)|∂Y ∈ L
and has the limits lims→−∞ ÃT (s) = B0, lims→∞ ÃT (s) = B2. So it remains to
solve the Floer equation

∂sÃT − dÃT
Φ̃T + ∗

(
FÃT

+Xf (ÃT )
)

= 0 (109)

for ξ subject to (108). The precise setup for the inverse function theorem is
as follows: In order to keep track of the T -dependence we use the version [21,
Proposition A.3.4.] which provides explicit constants. We apply this version of
the inverse function theorem to the C1-map

fT : XT → Z, fT (ξ) := (F+

Ẽ(ΞT ;ξ)
, d∗

ΞT
ξ).

Its domain is a neighbourhood of zero in the Banach space XT consisting of
ξ ∈ TΞT A1,p(R×Y,L;B0, B2) that satisfy the boundary condition ∗ξ|R×∂Y = 0.
(Note that the domain depends on T . One could also work with a T -independent
domain by using simple reparametrizations in s ∈ R to identify XT

∼= XT0
for

a fixed T0. This gives rise to a continuous family of inverse function problems
f̃T : XT0

→ Z for T ∈ [T0,∞).) The first component, F+

Ẽ(ΞT ;ξ)
, is identified

with the left hand side of (109), so the target space of fT is the Banach space

Z = Lp(R × Y,T∗Y ⊗ g) × Lp(R × Y, g).

The differential dfT (0) at x0 = 0 then is the linearized operator DT := DΞT . To
check that the differential dfT is uniformly continuous at 0 ∈ XT we calculate
for all ξ, ζ ∈ XT

∥∥(dfT (ξ) −DT
)
ζ
∥∥
Lp(R×Y )

=
∥∥∗
[(
Ẽ(ΞT ; ξ) − ΞT

)
∧ ∗ζ

]∥∥
Lp(R×Y )

≤ C sup
s∈R

∥∥EAT (s)(α(s)) −AT (s) + ϕ(s)ds
∥∥
L2p(Y )

‖ζ‖W 1,p(R×Y ). (110)

Here C is the constant from the Sobolev embedding W 1,p(Y ) ↪→ L2p(Y ) and the
second factor converges to zero uniformly in T as ‖ξ‖W 1,p = ‖α+ϕds‖W 1,p → 0.
Indeed, given ε > 0 there is δT,s > 0 such that ‖EAT (s)(α) − AT (s)‖L2p(Y ) ≤ ε
for all α ∈ TAT (s)A(Y,L) with ‖α‖L2p(Y ) ≤ δT,s. We can choose δT,s = δ > 0
uniform for all T > 1, s ∈ R because the image of AT in A(Y,L) is compact
and independent of T .

That the linearized operator is surjective for sufficiently large T with a uni-
form bound for its right inverse QT := D∗

T (DTD∗
T )−1 follows from the estimates

‖η‖W 1,p(R×Y ) ≤ C‖D∗
T η‖Lp(R×Y ), (111)

‖D∗
T η‖W 1,p(R×Y ) ≤ C‖DTD∗

T η‖Lp(R×Y ). (112)

These estimates hold for T sufficiently large, and the constant C is independent
of T . The inequality (111) implies that DT is surjective and QT : Y → XT is
defined, and (112) gives a uniform bound for QT . The proof of the estimates is
as in [9, Proposition 3.9], [28, Proposition 3.9], or Theorem 7.7. It rests on the
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fact that the connections Ξ1,T := Ξ1#TB1 and Ξ2,T := B1#TΞ2 (which coincide
with ΞT for s ≤ T

2 and s ≥ −T
2 respectively) satisfy exponential estimates of

the form ‖Ξi,T − Ξi(· ± T )‖Ck ≤ Cke
−δT , and hence their linearized operators

are surjective with uniform estimates. Here we use the fact that Ξ1 and Ξ2 are
regular in the sense of Definition 8.1.

We have thus checked that the assumptions of [21, Proposition A.3.4.] are
satisfied with uniform constants for all T ≥ T0, where T0 > 1 is determined
by comparing (107) with [21, (A.3.5)]. Hence the inverse function theorem
provides unique solutions ξT ∈ imQT ⊂ XT of fT (ξT ) = 0. In other words,

we can define τT (Ξ1,Ξ2) := Ξ̃T = Ẽ(ΞT , ξT ), where Ξ̃T ∈ M̃(B0, B2;Xf ) is
the unique solution of the form (108) with ΞT = Ξ1#TΞ2. This map is gauge
equivariant and induces a map to the moduli space. Note moreover that ξT will
be continuous with respect to T in the W 1,p-norm and hence Ξ̃T as well as τ
will depend continuously on T ∈ [T0,∞). In the following we sketch the proof
of properties (i)–(iii).

The convergence in (ii) follows from the fact that the infinitesimal connection
ξT obtained in the inverse function theorem satisfies an estimate of the form
‖ξT ‖W 1,p ≤ C‖fT (0)‖Lp ≤ C ′e−δT for uniform constants C,C ′.

The index of τT (Ξ1,Ξ2) is given by (77), i.e.

δf (τT (Ξ1,Ξ2)) = µf (B0, B̃0) − µf (B1, B̃1) + µf (B1, B̃1) − µf (B2, B̃2)

= δf (Ξ1) + δf (Ξ2) = 2.

Here B̃i : [0, 1] → L are paths from B̃i(0) = Bi to B̃i(1) = 0, where we pick
any B̃1 and pick the other paths such that B̃0 is homotopic to the catenation
of Ξ1|R×Σ with B̃1 and B̃1 is homotopic to the catenation of Ξ2|R×Σ with B̃2.
Then, by construction, B̃0 is homotopic to the catenation of (Ξ1#TΞ2)|R×Σ

with B̃2. Moreover, τT (Ξ1,Ξ2)|R×Σ is homotopic to (Ξ1#TΞ2)|R×Σ.
To see that τ is a diffeomorphism note first that both domain and target are

1-dimensional manifolds (by the regularity and additivity of the indices). Hence
it suffices to show that τ is an injective immersion by following the argument
in [9, p.96]. In fact, since the domain of τ is connected, it suffices to show that
dτ is nonzero for all sufficiently large T . We will show below that τ is C1-close
to the pregluing T 7→ ΞT = Ξ1#TΞ2 as a map [T0,∞) → A1,p(R×Y,L;B0, B2),
i.e. ∥∥ d

dT Ξ̃T − d
dT ΞT

∥∥
W 1,p(R×Y )

−→
T→∞

0. (113)

With this, the immersion condition d
dT τ 6= 0 ∈ Tτ(T )M(B0, B2;Xf )/R follows

if we can prove that the pregluing map is an immersion modulo gauge and
time-shift with a uniform estimate. Indeed, taking the infimum over all ψ ∈
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C∞(R × Y, g), λ ∈ R we have

inf
ψ,λ

∥∥ d
dT ΞT − dΞTψ − λ · ∂sΞT

∥∥
W 1,p(R×Y )

≥ inf
λ

(
inf
ψ

∥∥∂sA1 − dA1
ψ − λ · ∂sA1

∥∥
W 1,p((−∞,−1]×Y )

+ inf
ψ

∥∥−∂sA2 − dA2
ψ − λ · ∂sA2

∥∥
W 1,p([1,∞)×Y )

)
≥ ∆ > 0.

Here we restricted the W 1,p-norm to the half cylinders s ≤ −T − 1 resp. s ≥
T + 1, where ΞT (s) = A1(s + T ) resp. ΞT (s) = A2(s − T ). We also dropped
the ds-terms and applied various shifts. The constant ∆ > 0 is obviously
independent of T . It is positive since otherwise one could pick a minimizing
sequence converging to limits λ, ψ1, ψ2 such that (1 − λ)∂sA1 = dA1

ψ1 and
(1+λ)∂sA2 = −dA2

ψ2. However, from unique continuation (Proposition 8.6 (ii))
we know that ∂sAi(s) 6∈ im dAi(s), so dAiψi vanishes on both half cylinders,
which leaves the contradiction 1 = λ = −1.

It remains to establish (113). We write ˙(. . .) for d
dT (. . .) and claim that

∥∥ d
dT Ξ̃T − Ξ̇T

∥∥
W 1,p ≤

∥∥∂1Ẽ(ΞT , ξT ) − Id
∥∥ ∥∥Ξ̇T

∥∥+
∥∥∂2Ẽ(ΞT , ξT )ξ̇T

∥∥ −→
T→∞

0

due to the identities Ẽ(·, 0) = Id and ∂2Ẽ(ΞT , 0) = Id, the boundedness
of ‖Ξ̇T ‖W 1,p (due to exponential decay), and the convergence ξT → 0 and
‖ξ̇T ‖W 1,p → 0. To check the latter recall the abstract setup for the inverse
function theorem. Taking the T -derivative of fT (ξT ) = 0 we obtain

∥∥dfT (ξT )ξ̇T
∥∥
Lp =

∥∥ ˙fT (ξT )
∥∥
Lp

=
∥∥d+

Ẽ(ΞT ,ξT )
∂1Ẽ(ΞT , ξT )Ξ̇T

∥∥
Lp +

∥∥[Ξ̇T ∧ ∗ξT ]
∥∥
Lp −→

T→∞
0.

This convergence uses the same estimates as before and the fact that d+
ΞT

Ξ̇T
vanishes except for near s = ±T

2 , where it is exponentially small. Now write
ξT = QT ηT with ηT = DT ξT , then

ξ̇T = ζT + Q̇TDT ξT with ζT = QT η̇T ∈ imQT .

We have ‖Q̇TDT ξT ‖W 1,p → 0 since ξT → 0 and the operators DT : W 1,p → Lp

and Q̇T : Lp → domDT ⊂W 1,p are uniformly bounded. The first bound is due
to ‖DT − DT0

‖ ≤ ‖ΞT − ΞT0
‖C0 ; similarly ḊT : W 1,p → Lp and Ḋ∗

T : W 2,p →
W 1,p are bounded in terms of ‖Ξ̇T ‖C0 resp. ‖Ξ̇T ‖C1 , and we have the identity
Q̇T = Ḋ∗

T (DTD∗
T )−1−QT (ḊTD∗

T +DT Ḋ∗
T )(DTD∗

T )−1. Here the uniform bound
on (DTD∗

T )−1, that is ‖η‖W 2,p ≤ C‖DTD∗
T η‖Lp , follows from combining (112)

with the W 2,p-version of (111).
Finally, we can prove that ‖ζT ‖W 1,p → 0 because, starting from (112),

‖ζT ‖W 1,p ≤ C‖DT ζT ‖Lp

≤ C
(
‖(dfT (ξT ) −DT )ζT ‖Lp + ‖dfT (ξT )ξ̇T ‖Lp + ‖dfT (ξT )Q̇TDT ξT ‖Lp

)
.
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Here the first term can be absorbed into the left hand side by (110) for suffi-
ciently large T > T0 and the other terms converge to zero as T → ∞, using a
uniform bound on dfT (ξT ) from ‖dfT (ξT ) −DT ‖ ≤ ‖Ẽ(ΞT , ξT ) − ΞT ‖C0 . This
finishes the proof that ξ̇T → 0, hence (113) holds and (i) is proven.

Assertion (iii) follows from the uniqueness statement in the inverse function
theorem if we can find u ∈ G(R×Y ), σ ∈ R, and T ′ > T0 such that u∗Ξ(·+σ) =
Ẽ(ΞT ′ , ξ) with ξ satisfying (108) and W 1,p-small. For each (σ, T ′) close to (0, T )
we can use the local slice theorem to find uσ,T ′ and ξσ,T ′ satisfying

u∗σ,T ′Ξ(· + σ) = Ẽ(ΞT ′ , ξσ,T ′), d∗
ΞT ′

ξσ,T ′ = 0, ∗ξσ,T ′ |R×∂Y = 0.

One then finds (σ, T ′) satisfying ξσ,T ′ ∈ imD∗
T ′ = (kerDT ′)⊥ by a further

implicit function theorem. Namely, there is a basis (η1,T ′ , η2,T ′) of kerDT ′ close
to (∂sΞ1#T ′0 , 0#T ′∂sΞ2). Then the map (σ, T ′) 7→ (〈ξσ,T ′ , η1,T ′〉, 〈ξσ,T ′ , η2,T ′〉)
is invertible and has a zero close to (0, T ).

Remark 9.2. In Theorem 9.1 we can allow B1 to be reducible (but still non-
degenerate). Then we obtain a gluing map

τ : (T0,∞) ×
(
GB1

/{±1l}
)
→ M2+dimH0

B1 (B0, B2;Xf )/R

with the same properties as in Theorem 9.1. This map is constructed by starting
from a preglued connection Ξ1#g,TΞ2 that takes g ∈ GB1

/{±1l} into account by

A(s) :=





A1(
T
2 − ϕ(−T

2 − s)), s ≤ −T
2 ,

B1 = g∗B1, s ∈ [−T
2 ,

T
2 ],

g∗A2(−T
2 + ϕ(−T

2 + s)), s ≥ T
2 .

The index identity again follows from (77) and the uniformly bounded right
inverse can be constructed using weighted spaces, as described in [9, 4.4.1].

This shows that the breaking of trajectories at the zero connection can be
excluded in low dimensional moduli spaces since the stabilizer G0 ⊂ G(Y ) adds
3 to the index of the glued connection. However, this argument is not needed
for the construction of Floer homology. In the proof of Corollary 9.3 below, we
use simpler index bounds to exclude breaking at the zero connection.

Theorem 9.1 gives rise to maps

τT : M1(B0, B1)/R ×M1(B1, B2)/R → M2(B1, B2)/R

defined by choosing one representative for each gauge and shift equivalence class
in each moduli space M1(A−, A+)/R with [A+], [A−] ∈ Rf \ [0].

Corollary 9.3. Let A+, A− ∈ Crit(CSL + hf ) \ [0]. Then, for T0 sufficiently
large, the sets τ(T0,∞)([Ξ1], [Ξ2]) ⊂ M2(A−, A+)/R, indexed by [B] ∈ Rf \ [0]
and ([Ξ1], [Ξ2]) ∈ M1(A−, B)/R ×M1(B,A+)/R, are pairwise disjoint. More-
over, their complement

M2(A−, A+)/R \
⋃

[0]6=[B]∈Rf

⋃

T>T0

τT
(
M1(A−, B)/R ×M1(B,A+)/R

)

is compact.
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Proof. The sets τ(T0,∞)([Ξ1], [Ξ2]) are disjoint for T0 sufficiently large since they
converge to different broken trajectories for T0 → ∞, see Theorem 9.1 (ii).

To prove compactness we assume by contradiction that there exists a se-
quence [Ξν ] ∈ M2(A−, A+;Xf )/R in the complement of the image of τ as
above, and that has no convergent subsequence. These solutions have index 2
and hence fixed energy by Corollary 6.14 (i). By Theorem 7.2 we can pick a
subsequence and representatives, still denoted by Ξν , that converge to a bro-
ken trajectory (Ξ1, . . . ,Ξ`) modulo bubbling. By transversality we do not have
solutions of negative index, so Corollary 7.4 implies that there is no bubbling,
and the index identity in Theorem 7.2 implies ` ≤ 2. In the case ` = 1 we would
obtain a convergent subsequence from Theorem 7.5, hence the limit must be
a broken trajectory with two index 1 solutions and an irreducible intermediate
critical point B. The time-shifts and gauge transformations in Theorem 7.2 can
be chosen such that the limit (Ξ1,Ξ2) consists of the fixed representatives used in
the definition of τT . Now the assertion of Theorem 7.7 (ii) can be reformulated
as ∥∥vν∗Ξν(· + 1

2 (sν1 + sν2)) − Ξ1#T ν Ξ2

∥∥
W 1,p(R×Y )

→ 0

for T ν := 1
2 (sν2 − sν1) → ∞. Then, by Theorem 9.1 (iii), [Ξν ] lies in the image of

τ for sufficiently large ν, in contradiction to the assumption.

10 Coherent orientations

Let Y be a compact oriented Riemannian 3-manifold with boundary ∂Y = Σ
and L ⊂ A(Σ) be a gauge invariant, monotone, irreducible Lagrangian subman-
ifold satisfying (L1-3) on page 7. In this section it is essential that we restrict to
the case of Y being connected with nonempty boundary, so that the gauge group
G(Y ) is connected. The construction of orientations for closed Y can be found
in [9, 5.4]. Fix a perturbation hf such that every critical point of CSL + hf
is nondegenerate and every nontrivial critical point is irreducible (see Defini-
tion 8.2). For every pair of irreducible critical points A−, A+ ∈ Crit(CSL + hf )
we consider the space

A(A−, A+) :=
{
A ∈ A(R × Y,L)

∣∣ A|[s,s+1]×Y −→
s→±∞

0ds+A± exponent.
}
,

which consists of smooth connections A = Φds+A on R × Y that are given by
paths Φ : R → Ω0(Y, g) and A : R → A(Y,L) that converge exponentially with
all derivatives to 0 and A±, respectively, as s→ ±∞. If we allow the limits A±

to vary within gauge orbits of critical points, we obtain the spaces

A([A−], [A+]) :=
⋃

u±∈G(Y )

A((u−)∗A−, (u+)∗A+).

We denote by

Or([A−], [A+]) :=
⊔

A∈A([A−],[A+])

Or(DA) → A([A−], [A+])
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the principal Z2-bundle whose fibre over A ∈ A([A−], [A+]) is the set Or(DA)
of orientations of the determinant line

det(DA) := Λmax
(
kerDA

)
⊗ Λmax

(
cokerDA

)∗
.

Here DA is the linearized operator (31). Any homotopy [0, 1] → A([A−], [A+]),
λ 7→ Aλ induces an isomorphism

Or(DA0
) → Or(DA1

)

by path lifting. A gauge transformation u ∈ G(R × Y ) which converges expo-
nentially to u± ∈ G(Y ) as s→ ±∞ gives rise to a bundle isomorphism

u∗ : Or(A−, A+) → Or((u−)∗A−, (u+)∗A+)

induced by the conjugate action of u on kernel and cokernel. The pregluing
construction in (106) for A1 ∈ A(B0, B1) and A2 ∈ A(B1, B2) induces a natural
isomorphism

σT : Or(DA1
) ⊗ Or(DA2

) → Or(DA1#T A2
)

for sufficiently large T . If both DA1
and DA2

are surjective, then DA1#T A2
is

surjective for T sufficiently large, by estimates as in the proof of Theorem 7.7,
and σT is induced by the isomorphism ker(DA1

) × ker(DA2
) → ker(DA1#T A2

).
The general case is reduced to the surjective case by the method of stabilizations
as in [11, Section 3(a)].

We will also have to glue connections over S4 to connections over R × Y .
For that purpose we denote by A(Pu) the space of connections on the bundle
Pu that is obtained by gluing two copies of C2×B4 with the transition function
u ∈ G(S3). Then for every A ∈ A(A−, A+) and Ξu ∈ A(Pu) we can construct
a preglued connection A#TΞu ∈ A(A−, ū∗A+) by taking the connected sum
(R×Y )#∂DTS

4 and trivializing the induced bundle over R×Y . Here we denote
by DT ⊂ R × Y the ball of radius T−1 centred at (0, y) for some y ∈ int(Y ),
and after the trivialization we have

(
A#TΞu

)
|(R×Y )\DT

= ũ∗A

for a gauge transformation ũ on (R × Y ) \ DT with ũ|∂DT
∼= u. We fix these

extensions such that ũ|(−∞,−1]×Y ≡ 1l and ũ|[1,∞)×Y ≡ 1l, and hence ũ|R×∂Y

defines a path ū : R → G(Σ) with ū(s) = 1l for |s| ≥ 1. A partial integration
on [−1, 1] × Y then shows that the degree of this loop is deg(ū) = deg(u). So
we have both A, A#TΞu ∈ A(A−, A+), but the homotopy classes (of paths in
L with fixed endpoints) of A|∂Y and (A#TΞu)|∂Y differ by deg(u). The de-
terminant line bundle over the contractible space A(Pu) is canonically oriented
(compatible with gauge transformations, homotopies, and gluing, see e.g. [10,
Proposition 5.4.1]), and as before pregluing induces an isomorphism

σT : Or(DA) ⊗ Or(DΞu) → Or(DA#T Ξu)

for T sufficiently large. The various isomorphisms, induced by homotopies,
gauge transformations, and pregluing, all commute in the appropriate sense.
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Definition 10.1. A system of coherent orientations is a collection of sec-
tions

A([A−], [A+]) → Or([A−], [A+]) : A 7→ oA,

one for each pair [A−], [A+] ∈ Crit(CSL + hf )/G(Y ) \ [0] of nontrivial gauge
equivalence classes of critical points, satisfying the following conditions.

(Homotopy) The sections o : A([A−], [A+]) → Or([A−], [A+]) are continuous.
In other words, if [0, 1] → A([A−], [A+]) : λ 7→ Aλ is a continuous path,
then the induced isomorphism Or(DA0

) → Or(DA1
) sends oA0

to oA1
.

(Equivariance) For every A ∈ A(A−, A+) and every u ∈ G(R × Y ) that con-
verges exponentially to u± ∈ G(Y ) as s→ ±∞ we have

ou∗A = u∗oA.

(Catenation) Let A ∈ A(B0, B1) and A′ ∈ A(B1, B2), then for T sufficiently
large we have

oA#T A′ = σT (oA ⊗ oA′).

(Sum) Let A ∈ A(A−, A+), u ∈ G(S3), and Ξu ∈ A(Pu), then for T sufficiently
large we have

oA#T Ξu = σT (oA ⊗ oΞu).

(Constant) If A ≡ A− = A+, then oA is the orientation induced by the canon-
ical isomorphism det(DA) → R. (Under this assumption DA is bijective.)

Remark 10.2. (i) The (Equivariance) axiom follows from the (Homotopy)
axiom. To see this note that, since Y is connected with nonempty boundary,
the gauge groups G(Y ) and hence G(R× Y ) are connected. (Here we do not fix
the boundary values or limits of the gauge transformations.) The claim then
follows from the following observation.

(ii) For every continuous path [0, 1] → G(R × Y ) : λ 7→ uλ with u0 = 1l the
isomorphism u∗1 : det(DA) → det(Du∗

1A) coincides with the isomorphism induced
by the homotopy λ 7→ u∗λA. To see this consider the continuous family of paths
[0, 1] → G(R × Y ) : λ 7→ uτλ for τ ∈ [0, 1]. Then the assertion holds obviously
for τ = 0 (both maps are the identity) and hence, by continuity, for all τ .

Theorem 10.3. Fix representatives B1, . . . , BN , one for each nontrivial gauge
equivalence class in Crit(CSL + hf )/G(Y ) \ [0], connections Ai ∈ A(Bi, Bi+1),
and orientations oi ∈ Or(DAi) for i = 1, . . . , N − 1. Then there is a unique
system of coherent orientations oA ∈ Or(DA) such that oAi = oi for all i.

The proof of this theorem will make use of the following lemma.

Lemma 10.4. Fix a pair A± ∈ A(Y,L) of irreducible and nondegenerate critical
points of CSL + hf . Let [0, 1] → A([A−], [A+]) : λ 7→ Aλ be a smooth path and
u ∈ G(R × Y ) such that A1 = u∗A0. Then the isomorphism

u∗ : Or(DA0
) → Or(DA1

)
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agrees with the one induced by the path λ 7→ Aλ. In particular, the orientation
bundle Or([A−], [A+]) → A([A−], [A+]) admits a trivialization.

Proof. By continuity, it suffices to prove the identity under the asumption
∂sAλ(s) = 0, Φλ(s) = 0, and ∂su(s) = 0 for |s| ≥ 1. Then there are paths
[0, 1] → G(Y ), λ 7→ v±λ such that (v−λ )∗Aλ(s) = A− for s ≤ −1 and (v+

λ )∗Aλ(s) =
A+ for s ≥ 1. We can replace A± by ((v±0 )−1)∗A± and thus assume in addition
that v±0 = 1l. Now there is a smooth map [0, 1] × R → G(Y ) : (λ, s) 7→ uλ(s)
such that u0 ≡ 1l, uλ(s) = v−λ for s ≤ −1 and uλ(s) = v+

λ for s ≥ 1. Define

Aτλ := u∗λτAλ, uτ := u−1
0 uuτ

for every τ ∈ [0, 1]. Then we have Aτ1 = (uτ )∗Aτ0 . By continuity, the assertion
now holds for τ = 1 if and only if it holds for τ = 0, that is for the original pair
({Aλ}, u). For τ = 1 we have A1

λ(s) = A± and u1(s) = 1l for ±s ≥ 1.
Finally, we prove the lemma in the case Aλ(s) = A± for ±s ≥ 1. For

T ≥ 2 we define the catenation BTλ := ΦTλds + BTλ ∈ A(R/2TZ × Y,L) and
uT ∈ G(R/2TZ × Y ) by

BTλ (s) :=

{
Aλ(s), −T/2 ≤ s ≤ T/2,
A0(T − s), T/2 ≤ s ≤ 3T/2,

ΦTλ (s) :=

{
Φλ(s), −T/2 ≤ s ≤ T/2,
Φ0(T − s), T/2 ≤ s ≤ 3T/2,

uT (s) :=

{
u(s), −T/2 ≤ s ≤ T/2,
1l, T/2 ≤ s ≤ 3T/2.

Then BTλ (s) = A± and ΦTλ = 0 for ±s ∈ [1, T − 1]. Moreover we have
BT1 = (uT )∗BT0 . For T sufficiently large the linear gluing theory gives rise to a
continuous family of isomorphisms

ϕTλ : Or(DAλ
) → Or(DBT

λ
),

where DBT
λ

denotes the anti-self-duality operator on R/2TZ × Y introduced in
Section 4. The gluing operators commute with the gauge transformations, i.e.

ϕT1 ◦ u∗ = (uT )∗ ◦ ϕT0 : Or(DA0
) → Or(DBT

1
).

The isomorphisms induced by the homotopies λ 7→ Aλ and λ 7→ BTλ satisfy the
same relation. By Theorem 4.3 (iv) (with v = 1l), the isomorphism (uT )∗ :
Or(DBT

0
) → Or(DBT

1
) agrees with the one induced by the path λ 7→ BTλ . Hence

the same holds for u∗ and this proves the desired identity.
To see that Or([A−], [A+]) → A([A−], [A+]) admits a trivialization we only

need to check that parallel transport around loops induces the identity isomor-
phism on the fibre. This follows immediately from the identification of the
homotopy induced isomorphism with u∗ : Or(DA0

) → Or(DA0
) for u = 1l.

Proof of Theorem 10.3. The orientation bundle over the constant component of
A([Bi], [Bi]) is canonically oriented by the (Homotopy) and (Constant) axioms.
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The orientation on the other components of A([Bi], [Bi]) is determined by the
(Sum) axiom because any connection A ∈ A([Bi], [Bi]) is homotopic to Bi#TΞu
for the constant solution Bi ≡ Bi, a connection Ξu over S4 associated to a non-
trivial u ∈ G(S3), and any T > 0. Indeed, since G(Y ) is connected, A can be
homotoped to a connection with fixed limits in A(Bi, Bi). Moreover, there is a
homotopy equivalence A(Bi, Bi) → C∞(S1,L) which assigns to each connection
A ∈ A(Bi, Bi) a based loop in L obtained from the path A|∂Y : R → L with
endpoints Bi|∂Y . Now, by (L2), the loop A|∂Y in L is homotopic to û∗B1|∂Y
for some loop û : S1 → G(Σ). Hence A is homotopic to Bi#TΞu for the as-
sociated u ∈ G(S3). Similarly, the orientation bundle over A([Bi], [Bi+1]) is
oriented by oAi and the (Homotopy) and (Sum) axioms, because any connection
in A([Bi], [Bi+1]) is homotopic to Ai#TΞu for some u ∈ G(S3). Finally, the
orientation bundles over general spaces A([Bi], [Bj ]) are oriented by the (Cate-
nation) axiom and the previously fixed orientations. This proves uniqueness.

To establish existence note that, by Lemma 10.4, we have a choice of two
possible orientations over every component of each A([A−], [A+]). Each of the
possible combinations of choices satisfies the (Homotopy) axiom by construction.
To see that the choices can be made such that the (Constant), (Catenation),
and (Sum) axioms are satisfied (and so the (Equivariance) axiom follows from
Remark 10.2), one needs to check that the isomorphisms in the (Catenation),
(Sum), and (Homotopy) axioms all commute. For example, let Aλ ∈ A(Bi, Bj)
and A′

λ ∈ A(Bj , Bk) be smooth families parametrized by λ ∈ [0, 1] and denote by

ρ : Or(DA0
) → Or(DA1

), ρ′ : Or(DA′
0
) → Or(DA′

1
),

ρT : Or(DA0#T A′
0
) → Or(DA1#T A′

1
)

the isomorphisms induced by the homotopies λ 7→ Aλ, A′
λ, and Aλ#A′

λ. Let

σTλ : Or(DAλ
) ⊗ Or(DA′

λ
) → Or(DAλ#T A′

λ
)

denote the catenation isomorphisms for T sufficiently large. A parametrized
version of the linear gluing construction then proves that

σT1 ◦ (ρ⊗ ρ′) = ρT ◦ σT0 .

A similar statement holds for the (Homotopy) and (Sum) isomorphisms. That
two (Catenation) isomorphisms commute is a kind of associativity rule modulo
homotopy and the proof involves a simultaneous gluing construction for three
connecting trajectories; similarly for the commutation rules of the (Sum) and
(Catenation) isomorphisms. All these arguments are exactly as in the standard
theory and the details will be omitted.

11 Floer homology

Let Y be a compact connected oriented 3-manifold with boundary ∂Y = Σ and
L ⊂ A(Σ) be a gauge invariant, monotone, irreducible Lagrangian submanifold
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satisfying (L1-3) on page 7. Fix a Riemannian metric g on Y , a regular per-
turbation (γ, f) ∈ Γm × Fm as in Theorem 8.4, and a system o = {oA}A of
coherent orientations as in Theorem 10.3. Associated to these data we define a
Floer homology group HF(Y,L; g, f, o) as follows.

Since the trivial connection is nondegenerate by (L3), the set

Rf :=
{
A ∈ A(Y )

∣∣ FA +Xf (A) = 0, A|∂Y ∈ L
}
/G(Y )

of gauge equivalence classes of critical points of CSL + hf is finite, by Proposi-
tion 3.7. The nontrivial critical points determine a chain complex

CF(Y,L; f) :=
⊕

[A]∈Rf\[0]

Z 〈A〉.

with a Z/8Z-grading µf : Rf → Z/8Z defined by the spectral flow (see Corol-
lary 6.12). We emphasize that the spectral flow is invariant under homotopies
of the metric and of the perturbation with fixed critical points. To define the
boundary operator we consider the space

M̃(A−, A+; g,Xf ) :=





A+ Φds
∈ A(R × Y )

∣∣∣∣∣∣∣∣∣∣

∂sA− dAΦ + ∗(FA +Xf (A)) = 0
A(s)|Σ ∈ L ∀s ∈ R

lims→±∞A(s) = A±

Φ|{|s|≥1} ≡ 0
Ef (A) <∞




.

This space is invariant under the group G(A−, A+) of gauge transformations
u ∈ G(R × Y ) that satisfy u(s) = u± ∈ GA± for ±s ≥ 1. The quotient spaces

M̃(A−, A+; g,Xf )/G(A+, A−) are canonically isomorphic for different choices
of representatives A± of critical points. The index of the linearized operator at
[A] is δf (A) ≡ µf (A

−) − µf (A
+) (modulo 8). For k ∈ Z we denote the index k

part of the Floer moduli space by

Mk(A−, A+; g,Xf ) :=
{
[A] ∈ M̃(A−, A+; g,Xf )/G(A−, A+)

∣∣ δf (A) = k
}
.

For k ≤ 7 this is a smooth k-dimensional manifold (see Section 6 and Defini-
tion 8.2). The energy of a solution in this space is Ef (A) = 1

2π
2(k + ηf (A

+) −
ηf (A

−)) by Corollary 6.14 (i), and hence is independent of A. Moreover, R acts
on Mk(A−, A+; g,Xf ) by time–shift, and the action is proper and free unless
A− = A+ and k = 0. For k = 1 the quotient space M1(A−, A+;Xf )/R is a
finite set, by Corollary 7.6. Counting the elements with signs gives rise to a
boundary operator on CF(Y,L; f) via

∂〈A−〉 :=
∑

[A+]∈Rf\[0]


 ∑

[A]∈M1(A−,A+;g,Xf )/R

ν(A)


 〈A+〉. (114)

Here ν(A) := 1 whenever the element ∂sA ∈ kerDA = det(DA) is positively
oriented with respect to oA and ν(A) := −1 otherwise. The next two theorems
are the main results of this paper; their proofs take up the rest of this section.
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Theorem 11.1. The operator ∂ : CF(Y,L; f) → CF(Y,L, f) defined by (114)
satisfies ∂ ◦ ∂ = 0.

The Floer homology group of the pair (Y,L) equipped with the regular
data (g, f, o) is defined by

HF(Y,L; g, f, o) :=
ker∂ : CF(Y,L; f) → CF(Y,L; f)

im ∂ : CF(Y,L; f) → CF(Y,L; f)
.

The next theorem shows that it is independent of the choices of metric, pertur-
bation, and coherent orientations.

Theorem 11.2. There is a collection of isomorphisms

Φβα : HF(Y,L; gα, fα, oα) → HF(Y,L; gβ, fβ, oβ),

one for any two regular triples (gα, fα, oα) and (gβ, fβ , oβ), such that

Φγβ ◦ Φβα = Φγα, Φαα = Id (115)

for any three regular triples (gα, fα, oα), (gβ, fβ , oβ), and (gγ , fγ , oγ).

Proof of Theorem 11.1. For A± ∈ Rf \ [0] denote

n(A−, A+) :=
∑

[A]∈M1(A−,A+;g,Xf )/R

ν(A).

Then the equation ∂ ◦ ∂ = 0 is equivalent to the formula

∑

[B]∈Rf\[0]

n(A−, B)n(B,A+) = 0 (116)

for all A± ∈ Rf \ [0]. The proof of (116) is exactly as in the standard case.
One studies the moduli space M2(A−, A+)/R. This is a 1-manifold, oriented
by the coherent orientations of Theorem 10.3. By Corollary 9.3 its ends are
in one-to-one correspondence with pairs of trajectories in M1(A−, B;Xf )/R ×
M1(B,A+;Xf )/R for any critical point [B] ∈ Rf \[0], which are exactly what is
counted on the left hand side of (116). By the (Catenation) axiom in Section 10
the signs agree with the orientation of the boundary of M2(A−, A+;Xf )/R.
Hence the sum must be zero and this proves ∂ ◦ ∂ = 0.

Proof of Theorem 11.2. That the Floer homology groups are independent of the
choice of the system of coherent orientations is obvious; two such systems give
rise to isomorphic boundary operators via a sign change isomorphism (with
±1 on the diagonal). To prove the independence of metric and perturbation,
we fix two Riemannian metrics g± on Y and two sets of regular perturba-
tion data (γ±, f±). We will construct a chain map from CF(Y,L; g−, f−) to
CF(Y,L; g+, f+) following the familiar pattern. As in the closed case we choose
a metric g̃ on R × Y such that g̃ = g± for ±s sufficiently large. However,
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unlike the closed case this metric cannot necessarily be chosen in split form
since it is required to be compatible with the boundary space-time splitting in
the sense of Definition 6.2 (see Example 6.4 or [35, Example 1.4]). Next we
choose a holonomy perturbation X̃ : A(R × Y ) → Ω2(R × Y, g) of the form
X̃ = βXf− + (1 − β)Xf+ +Xf ′ for some cutoff function β ∈ C∞(R, [0, 1]) and
a further holonomy perturbation Xf ′ as in Definition 6.6. This uses thickened
loops γ′i : S1 × B3 ↪→ R × int(Y ) in a compact part of R × Y , so that we have
X̃ = Xf± for ±s sufficiently large. This perturbation is still gauge equivariant
but no longer translation invariant. We use these interpolation data to set up
the 4-dimensional version of the perturbed anti-self-duality equation on R × Y
as described in Section 6. For critical points A± ∈ Rf± \ [0] from the two Floer
chain complexes we consider the space of generalized Floer trajectories

M̃(A−, A+; g̃, X̃) :=





Ξ = A+ Φds
∈ A(R × Y )

∣∣∣∣∣∣∣∣∣∣

FΞ + X̃(Ξ) + ∗g̃(FΞ + X̃(Ξ)) = 0
A(s)|Σ ∈ L ∀s ∈ R

lims→±∞ A(s) = A±

Φ|{|s|≥1} ≡ 0
Ef (Ξ) <∞




.

Here ∗g̃ denotes the Hodge operator on R × Y with respect to the metric g̃.
This space is invariant under the gauge group G(A−, A+) as before, and if the

perturbation X̃ is regular, then the quotient M̃(A−, A+; g̃, X̃)/G(A+, A−) will
be a smooth manifold whose local dimension near [A] is given by the Fredholm
index δ(A) ≡ µf−(A−) − µf+(A+) (modulo 8). By transversality arguments

similar to Section 8 we can find a perturbation Xf ′ (and thus X̃) such that the
linearized operators of index less than or equal to 7 are indeed surjective. Thus
we obtain smooth k-dimensional moduli spaces

Mk(A−, A+; g̃, X̃) :=
{
[A] ∈ M̃(A−, A+; g̃, X̃)/G(A−, A+)

∣∣ δ(A) = k
}

for k ≤ 7. The 0-dimensional moduli spaces are compact by the same analysis
as in Section 7. Namely, the main component will converge to a new solution
without time-shift; energy cannot be lost by bubbling or by shift to ±∞ since the
remaining solution would have negative index. So – again using the orientations
from Section 10 – we can define a homomorphism

Φ : CF(Y,L; g−, f−) → CF(Y,L; g+, f+),

which preserves the grading and is given by

Φ〈A−〉 :=
∑

[A+]∈Rf+\[0]


 ∑

A∈M0(A−,A+;g̃,X̃)

ν(A)


 〈A+〉.

This time the linearized operator is bijective, so det(DA) is canonically isomor-
phic to R, and the sign ν(A) = ±1 is obtained by comparing the coherent
orientation oA with the standard orientation of R.

107



As in the standard theory there are three identities to verify (e.g. [28, Sec-
tion 3.2]). First, we must prove that Φ is a chain map, i.e.

∂+ ◦ Φ = Φ ◦ ∂−. (117)

This is proved just like the formula ∂ ◦ ∂ = 0 in Theorem 11.1. In this case the
relevant 1-manifold is the moduli space M1(A−, A+; g̃, X̃). A compactness and
gluing theory similar to Corollary 9.3 identifies the ends of this moduli space
with the pairs of trajectories in M1(A−, B−; g−, Xf−)×M0(B−, A+; g̃, X̃) for

[B−] ∈ Rf− \ [0] and in M0(A−, B+; g̃, X̃) ×M1(B+, A+; g+, Xf+) for [B+] ∈
Rf+ \ [0]. Summing over these oriented ends of a 1-manifold then proves that
Φ satisfies (117) and hence descends to a morphism on Floer homology.

Second, we must prove that the induced map on homology is independent of
the choices. Given two such maps Φ0,Φ1 : CF(Y,L; g−, f−) → CF(Y,L; g+, f+)
associated to (g̃0, X̃0) and (g̃1, X̃1) we must find a chain homotopy equivalence
H : CF(Y,L; g−, f−) → CF(Y,L; g+, f+) satisfying

Φ1 − Φ0 = ∂+ ◦H +H ◦ ∂−. (118)

To construct H we choose a 1-parameter family {g̃λ, X̃λ}0≤λ≤1 of interpolating
pairs of metric and perturbation. By Lemma 6.5 the metrics can be inter-
polated within the space of metrics that are equal to g± over the ends and
are compatible with the space-time splitting of the boundary. The perturba-
tions X̃λ can be chosen as convex combinations. We then add further compactly
supported holonomy perturbations for 0 < λ < 1 to achieve transversality of
the parametrized moduli spaces

Mk
(
A−, A+; {g̃λ, X̃λ}

)
:=
{
(λ, [A])

∣∣ [A] ∈ Mk(A−, A+; g̃λ, X̃λ)
}
.

For k = −1 these are compact oriented 0-manifolds which we use to define H :

H〈A−〉 :=
∑

[A+]∈Rf+
\[0]


 ∑

(λ,A)∈M−1(A−,A+;{g̃λ,X̃λ})

ν(λ,A)


 〈A+〉.

The linearized operator has a 1-dimensional cokernel which projects isomorphi-
cally to R and ν(λ,A) is the sign of this projection. To prove (118) one stud-
ies the 1-dimensional moduli space M0(A−, A+; {g̃λ, X̃λ}) in the usual fashion
with the contributions of Φ0 corresponding to the boundary at λ = 0, the con-
tributions of Φ1 to the boundary at λ = 1, and the contributions on the right
in (118) to the noncompact ends with 0 < λ < 1. These ends have either
the form of a pair in M−1(A−, B+; {g̃λ, X̃λ}) ×M1(B+, A+; g+, Xf+)/R with

[B+] ∈ Rf+ \ {[0]} or in M1(A−, B−; g−, Xf−)/R × M−1(B−, A+; {g̃λ, X̃λ})
with [B−] ∈ Rf− \ {[0]}. Counting all the ends and boundary points with
appropriate signs proves that H satisfies (118).

Third, we must establish the composition rule in (115) for three sets of
regular data (gα, fα), (gβ , fβ), (gγ , fγ). We choose regular interpolating metrics
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and perturbations to define Φβα and Φγβ on the chain level. The catenation
(with gluing parameter T ) of these data gives rise to a regular interpolation

from (gα, fα) to (gγ , fγ) for T sufficiently large. The resulting morphism ΦγβT
will then, for large T , agree with Φγβ ◦Φβα on the chain level. This follows from
a gluing theorem as in Section 9 and compactness arguments as in Theorem 7.7
and Corollary 9.3. In particular, the breaking of connecting trajectories in the
limit T → ∞ at the zero connection is excluded since the stabilizer G0 ⊂ G(Y )
adds 3 to the index of the glued connection (compare with Remark 9.2 or use
index inequalities as in Corollary 7.4.). Again, the orientations are compatible
with the gluing by the (Catenation) axiom. The upshot is that, for suitable
choices of interpolating data, equation (115) already holds on the chain level.

Once these three relations have been established one just needs to observe
that Φαα is the identity on the chain level for the obvious product metric and
perturbation on R×Y . It follows that each Φ induces an isomorphism on Floer
homology. This proves Theorem 11.2.

A The spectral flow

In this appendix we adapt the results of [25] to families of self-adjoint operators
with varying domains. Similar results have appeared in various forms (see [8,
18, 6]).

Let H be a separable real Hilbert space. Throughout we identify H with its
dual space. We consider a family of bounded linear operators

A(s) : W (s) → H

indexed by s ∈ R. Here W (s) is a Hilbert space equipped with a compact
inclusion W (s) ⊂ H with a dense image. We formulate conditions under which
the unbounded operator

D := ∂s +A

on L2(R, H) is Fredholm and its index is the spectral flow of the operator
family s 7→ A(s). In contrast to [25] the domain of A(s) varies with s ∈ R. Our
axioms give rise to an isomorphic family of operators with constant domain but
which are self–adjoint with respect to inner products which vary with s ∈ R.
More precisely, we assume that the disjoint union

⊔
s∈R

W (s) is a Hilbert space
subbundle of R ×H in the following sense.

(W1) There is a dense subspaceW0 ⊂ H with a compact inclusion and a family
of isomorphismsQ(s) : H → H such that Q(s)W0 = W (s) for every s ∈ R.

(W2) The map Q : R → L(H) is continuously differentiable in the weak oper-
ator topology and there is a c0 > 0 such that, for all s ∈ R and ξ ∈W0,

c−1
0 ‖ξ‖W0

≤ ‖Q(s)ξ‖W (s) ≤ c0‖ξ‖W0
,

‖Q(s)ξ‖H + ‖∂sQ(s)ξ‖H ≤ c0‖ξ‖H .
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(W3) There exist Hilbert space isomorphisms Q± ∈ L(H) such that

lim
s→±∞

‖Q(s) −Q±‖L(H) = 0.

Two trivializationsQ1, Q2 : R → L(H) satisfying (W1-3) withW01,W02, respec-
tively, are called equivalent if there is a family of Hilbert space isomorphisms
Φ(s) ∈ L(H) such that

Φ(s)W01 = W02, Q2(s)Φ(s) = Q1(s)

for every s, the map Φ : R → L(H) is continuously differentiable in the weak
operator topology, the map Φ : R → L(W01,W02) is continuous in the norm
topology, sups∈R ‖∂sΦ(s)‖L(H) <∞, and there exist Hilbert space isomorphisms
Φ± ∈ L(H) ∩ L(W01,W02) such that

lim
s→±∞

‖Φ(s) − Φ±‖L(H) = 0.

Remark A.1. To verify (W1-3) it suffices to construct local trivializations on
a finite cover R =

⋃
Uα that satisfy these conditions (where condition (W3)

is only required near the ends) and that are equivalent over the intersections
Uα ∩ Uβ.

We now impose the following conditions on the operator family A. Again,
it suffices to verify these in the local trivializations of Remark A.1.

(A1) The operators A(s) are uniformly self-adjoint. This means that for each
s ∈ R the operator A(s) when considered as an unbounded operator on H
with domA(s) = W (s) is self-adjoint and that there is a constant c1 such
that

‖ξ‖2
W (s) ≤ c1

(
‖A(s)ξ‖2

H + ‖ξ‖2
H

)
.

for every s ∈ R and every ξ ∈W (s).

(A2) The map B := Q−1AQ : R → L(W0, H) is continuously differentiable in
the weak operator topology and there exists a constant c2 > 0 such that

‖B(s)ξ‖H + ‖∂sB(s)ξ‖H ≤ c2‖ξ‖W0
.

for every s ∈ R and every ξ ∈W0.

(A3) There are invertible operators B± ∈ L(W0, H) such that

lim
s→±∞

‖B(s) −B±‖L(W0,H) = 0.

Given a differentiable curve ξ : R → H with ξ(s) ∈ W (s) for all s ∈ R we
define Dξ : R → H by

(Dξ)(s) = ∂sξ(s) +A(s)ξ(s).
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This map extends to a bounded linear operator

D : W 1,2(R, H) ∩ L2(R,W ) → L2(R, H).

Here L2(R,W ) :=
{
Qη0

∣∣ η0 ∈ L2(R,W0)
}

is a Hilbert space with the norm

‖η‖2
L2(R,W ) =

∫ ∞

−∞

‖η(s)‖2
W (s) ds.

By (W2) this norm is equivalent to the norm on L2(R,W0) under the isomor-
phism η 7→ Q−1η. We will prove the following estimate, regularity, and index
identity.

Lemma A.2. There exist constants c and T such that

∫ ∞

−∞

(
‖∂sξ(s)‖2

H + ‖ξ(s)‖2
W (s)

)
ds ≤ c2

(∫ ∞

−∞

‖Dξ(s)‖2
H ds+

∫ T

−T

‖ξ(s)‖2
H ds

)

for every ξ ∈ W 1,2(R, H) ∩ L2(R,W ).

Theorem A.3. Suppose that ξ, η ∈ L2(R, H) satisfy

∫ ∞

−∞

(
〈 ∂sϕ(s) −A(s)ϕ(s), ξ(s) 〉 + 〈ϕ(s), η(s) 〉

)
ds = 0

for every test function ϕ : R → H such that Q−1ϕ ∈ C1
0(R,W0). Then

ξ ∈ W 1,2(R, H) ∩ L2(R,W ), Dξ = η.

Theorem A.4. The operator D is Fredholm and its index is equal to the upward
spectral flow of the operator family s 7→ A(s).

As in the case of constant domain the spectral flow can be defined as the
sum of the crossing indices

µspec(A) :=
∑

s

sign Γ(A, s). (119)

In the present case the crossing form Γ(A, s) : kerA(s) → R is defined by

Γ(A, s)(ξ) :=
d

dt

∣∣∣∣
t=0

〈 ξ(t), A(s + t)ξ(t) 〉,

where ξ(t) ∈ W (s+t) is chosen such ξ(0) = ξ and the path t 7→ A(s+t)ξ(t) ∈ H
is differentiable (for example ξ(t) := Q(s+ t)Q(s)−1ξ); the value of the crossing
form at ξ is independent of the choice of the path t 7→ ξ(t). We assume that
the crossings are all regular, i.e. Γ(A, s) is nondegenerate for every s ∈ R with
kerA(s) 6= {0}. Under this assumption the sum in (119) is finite.

Two operator families A1(s) : W1(s) → H and A2(s) : W2(s) → H with
the same endpoints A± are called homotopic if they can be connected by an
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operator family Aλ(s) : Wλ(s) → H , 1 ≤ λ ≤ 2, with the following properties.
There is a family of Hilbert space isomorphisms Qλ(s) : H → H that is con-
tinuously differentiable in λ and s with respect to the weak operator topology
and satisfies Qλ(s)W0 = Wλ(s) as well as conditions (W2-3) uniformly in λ.
Moreover Aλ(s) satisfies (A1-3) with constants independent of λ and the map
[1, 2] × R → L(W0, H) : (λ, s) 7→ Qλ(s)

−1Aλ(s)Qλ(s) is continuously differen-
tiable in the weak operator topology.

The spectral flow has the following properties:

(Homotopy) The spectral flow is invariant under homotopy.

(Constant) If W (s) and A(s) are independent of s ∈ R then µspec(A) = 0.

(Direct sum) The spectral flow of a direct sum of two operator families A and
B is the sum of their spectral flows, i.e.

µspec(A⊕B) = µspec(A) + µspec(B).

(Catenation) The spectral flow of the catenation of two operator families A01

from A0 to A1 and A12 from A1 to A2 is the sum of their spectral flows,
i.e.

µspec(A01#A12) = µspec(A01)+µspec(A12).

(Normalization) For W = H = R, A(s) = arctan(s) we have µspec(A) = 1.

The spectral flow is uniquely determined by the homotopy, constant, direct sum,
and normalization axioms. The proof is the same as that of [25, Theorem 4.23]
and will be omitted.

Proof of Lemma A.2. The proof is analogous to that of [25, Lemma 3.9]. The
only difference is in the first step where we prove the estimate with T = ∞. For
every ξ : R → H such that η := Q−1ξ ∈ C1

0(R,W0) we have

∫ ∞

−∞

‖Dξ‖2
Hds =

∫ ∞

−∞

(
‖∂sξ‖2

H + ‖Aξ‖2
H + 2〈 ∂sξ, Aξ 〉

)
ds.

The last summand can be estimated by

2

∫ ∞

−∞

〈 ∂sξ, Aξ 〉ds

=

∫ ∞

−∞

(
2〈 (∂sQ)η,AQη 〉 + 〈Q∂sη,AQη 〉 + 〈Qη,AQ∂sη 〉

)
ds

=

∫ ∞

−∞

(
〈 (∂sQ)η,QBη 〉 − 〈Qη, (∂sQ)Bη 〉 − 〈Qη,Q(∂sB)η 〉

)
ds

≤ 3c20c2

∫ ∞

−∞

‖η‖H‖η‖W0
ds

≤ c‖ξ‖L2(R,H)‖ξ‖L2(R,W )
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with c := 3c40c2. Here we used partial integration and the identity AQ = QB.
Now use (A1) to obtain

‖Dξ‖2
L2(R,H)

≥ ‖∂sξ‖2
L2(R,H) + c−1

1 ‖ξ‖2
L2(R,W ) − ‖ξ‖2

L2(R,H) − c‖ξ‖L2(R,H) ‖ξ‖L2(R,W )

≥ ‖∂sξ‖2
L2(R,H) + (2c1)

−1‖ξ‖2
L2(R,W ) −

(
1 + 1

2c
2c1
)
‖ξ‖2

L2(R,H).

This proves the estimate for T = ∞.

Proof of Theorem A.3. We follow the line of argument in [25, Thm. 3.10].

Step 1: Define ξ0, η0 ∈ L2(R, H) by

ξ0(s) := Q(s)∗ξ(s), η0(s) := Q(s)∗η(s) + (∂sQ(s)∗)ξ(s).

Then ξ0 ∈W 1,2(R,W ∗
0 ) and

∂sξ0(s) = −B(s)∗ξ0(s) + η0(s). (120)

To see this we calculate for ϕ0 ∈ C∞
0 (R,W0)

∫ ∞

−∞

〈 ∂sϕ0, ξ0 〉H ds =

∫ ∞

−∞

〈 ∂s(Qϕ0) − (∂sQ)ϕ0, ξ 〉H ds

=

∫ ∞

−∞

(
〈AQϕ0, ξ 〉H − 〈Qϕ0, η 〉H − 〈 (∂sQ)ϕ0, ξ 〉H

)
ds

=

∫ ∞

−∞

(
〈ϕ0, B

∗ξ0 − η0 〉W0,W∗
0

)
ds.

Here the self-adjoint operator A(s) extends to an operator in L(H,W (s)∗) which
we also denote by A(s). We denote the dual of the trivialization Q(s) by
Q(s)∗ ∈ L(H), which extends to an isomorphism W (s)∗ → W ∗

0 . With this
we can write B∗ = Q∗A(Q∗)−1 for the dual operator family of B = Q−1AQ,
which is continuously differentiable in L(H,W ∗

0 ) with a uniform estimate dual
to that in (A2). So we have B∗ξ0 − η0 ∈ L2(R,W ∗

0 ), and since the derivatives
of test functions ϕ0 are dense in L2(R,W0) this implies Step 1.

Step 2. Suppose that ξ and η are supported in an interval I such that for all
s ∈ I the operator B(s) : W0 → H is bijective and satisfies a uniform estimate

‖B(s)−1‖L(H,W0) ≤ c.

Fix a smooth function ρ : R → [0,∞) with support in (−1, 1) and
∫
ρ = 1 and

denote by ρδ(s) = δ−1ρ(δ−1s) for δ > 0 the standard mollifier. Then we find a
constant C such that ρδ ∗ (Q−1ξ) ∈W 1,2(R, H) ∩ L2(R,W0) for all δ > 0 and

‖DQ(ρδ ∗ (Q−1ξ))‖L2(R,H) ≤ C.
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Multiply equation (120) by (B∗)−1 to obtain ξ0 = (B∗)−1
(
η0 − ∂sξ0

)
and note

that Q−1ξ = (Q∗Q)−1ξ0. Then convolution gives

ρδ ∗ (Q−1ξ)

= ρδ ∗
(
∂s
(
(B∗Q∗Q)−1

)
ξ0 + (B∗Q∗Q)−1η0

)
− ρ̇δ ∗

(
(B∗Q∗Q)−1ξ0

)

= ρδ ∗ ζ0 − ρ̇δ ∗
(
(Q∗QB)−1ξ0

)

with ζ0 = ∂s
(
(Q∗QB)−1

)
ξ0 + (Q∗QB)−1η0 ∈ L2(R,W0). This takes values in

W0 since
(B∗Q∗Q)−1 = Q−1A−1(Q∗)−1 = B−1(Q∗Q)−1 (121)

and its derivative are uniformly bounded in L(H,W0).
So, after convolution, Q

(
ρδ ∗ (Q−1ξ)

)
lies in the domain of D and

Q−1DQ
(
ρδ ∗ (Q−1ξ)

)

= ρ̇δ ∗ (Q−1ξ) +Q−1(∂sQ)
(
ρδ ∗ (Q−1ξ)

)
+B

(
ρδ ∗ (Q−1ξ)

)

= B
(
B−1

(
ρ̇δ ∗ (Q−1ξ)

)
− ρ̇δ ∗

(
(Q∗QB)−1ξ0

))

+Q−1(∂sQ)
(
ρδ ∗ (Q−1ξ)

)
+B

(
ρδ ∗ ζ0

)

The second line is unifomly bounded in L2(R, H). For the first term we have

∫ ∞

−∞

∥∥B−1
(
ρ̇δ ∗ (Q−1ξ)

)
(s) − ρ̇δ ∗

(
(Q∗QB)−1ξ0

)
(s)
∥∥
W0

ds

=

∫ ∞

−∞

∥∥∥∥
∫ s+δ

s−δ

1
δ ρ̇(

t−s
δ )

B(s)−1 −B(t)−1

δ

(
Q(t)∗Q(t)

)−1
ξ0(t) dt

∥∥∥
W0

ds

≤ C

∫ ∞

−∞

∫ ∞

−∞

∣∣ 1
δ ρ̇(

t−s
δ )
∣∣ ‖ξ0(t)‖H dt ds

≤ C‖ρ̇‖L1(R)

∫ ∞

−∞

‖ξ0(t)‖H dt.

Here the constant C contains a uniform bound for ∂sB
−1 = −B−1(∂sB)B−1

on I . This proves Step 2.

Step 3. ξ ∈W 1,2(R, H) ∩ L2(R,W ) and Dξ = η.

Under the assumptions of Step 2 it follows from Lemma A.2 that ρδ ∗ (Q−1ξ)
is uniformly bounded in W := L2(R,W0) ∩W 1,2(R, H) for all δ > 0. So there
is a sequence δν → 0 such that ρδν ∗ (Q−1ξ) converges weakly in W . The
limit has to coincide with the strong L2(R, H)-limit Q−1ξ. Thus we have ξ ∈
L2(R,W ) ∩W 1,2(R, H). Now it follows from (120) and (121) that

Dξ = (Q∗)−1∂sξ0 − (Q∗)−1(∂sQ
∗)(Q∗)−1ξ0 +B(Q∗)−1ξ0

= η − (Q∗)−1B∗ξ0 +B(Q∗)−1ξ0 = η.

This proves the theorem under the assumption that ξ and η are supported in an
interval on which B is bijective. In general, one can cover the real axis by finitely
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many open intervals on which λ1l + B(s) : W0 → H has uniformly bounded
inverses for some λ ∈ R. Then one can use a partition of unity argument to
deduce the regularity and equation for ξ on each interval.

Sketch of proof of Theorem A.4. By Lemma A.2 the operator D has a finite
dimensional kernel and a closed image. By Theorem A.3 the cokernel of D is
the kernel of the operator D′ with A replaced by −A. Hence the cokernel of D
is also finite dimensional and thus D is Fredholm.

To prove the index identity one verifies as in [25, Theorem 4.1] that the
Fredholm index satisfies the axioms on page 112, which characterize the spectral
flow. For the homotopy and the direct sum property one can extend the proofs
in [25] without difficulty to nonconstant domains; the constant and normaliza-
tion properties are immediate since they only refer to constant domains.

We conclude this appendix with a version of the index identity for twisted
loops of self-adjoint operators.

Theorem A.5. Let A(s) : W (s) → H be an operator family that satisfies the
conditions (W1 − 2), (A1 − 2), and

W (s+ 1) = Q−1W (s), A(s+ 1) = Q−1A(s)Q

for every s ∈ R and a suitable Hilbert space isomorphism Q : H → H. Then A
induces a Fredholm operator D = ∂s +A : W → H, where

H :=
{
ξ ∈ L2

loc(R, H)
∣∣ ξ(s+ 1) = Q−1ξ(s)

}
,

W :=
{
ξ ∈ L2

loc(R,W ) ∩W 1,2
loc (R, H)

∣∣ ξ(s+ 1) = Q−1ξ(s)
}
.

Its Fredholm index is equal to the upward spectral flow of the operator family A
on a fundamental domain [s0, s0 + 1].

Proof. The Fredholm property follows from Lemma A.2 and Theorem A.3. The
proof of the index formula can be reduced to Theorem A.4 by using the homo-
topy invariance of spectral flow and Fredholm index, stretching the fundamental
domain, and comparing kernel and cokernel with a corresponding operator over
R via a gluing argument. We omit the details. For a version of the relevant
linear gluing theorem see [9, Propositions 3.8, (3.2)].

B The Gelfand–Robbin quotient

In this appendix we collect various results on the Gelfand-Robbin quotient,
associated to an unbounded symmetric operator, whose Lagrangian subspaces
correspond to self-adjoint extensions. Related results concerning the spectral
flow and the Maslov index for Fredholm Lagrangian pairs can be found in various
places (for example [7, 8, 25]). However, the existing literature on this subject
does not seem to fully cover what is needed in this paper.
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Let H be a Hilbert space and D : domD → H be an injective, symmetric,
but not necessarily self-adjoint, operator with a dense domain and a closed
image. Then the domain of the adjoint operator D∗ : domD∗ → H contains
the domain of D and the restriction of D∗ to the domain of D agrees with D.
The Gelfand–Robbin quotient

V := domD∗/domD

carries a natural symplectic form

ω([x], [y]) := 〈D∗x, y 〉 − 〈x,D∗y 〉.

The Lagrangian subspaces Λ ⊂ V are in one-to-one correspondence to self-
adjoint extensions DΛ of D with

domDΛ := {x ∈ domD∗ | [x] ∈ Λ} .

Moreover, the kernel of D∗ determines a Lagrangian subspace

Λ0 := {[x] ∈ V |x ∈ domD∗, D∗x = 0} . (122)

The operator DΛ is bijective if and only if V = Λ0⊕Λ. (See Lemma B.3 below.)
The domain of D∗ is a Hilbert space with the graph inner product

〈x, y 〉D∗ := 〈x, y 〉H + 〈D∗x,D∗y 〉H .

The domain of D is a closed subspace because D has a closed graph. Hence
both dom D and the quotient space V = domD∗/domD inherit a Hilbert space
structure from domD∗. One can now check (using the next remark) that (V, ω)
is a symplectic Hilbert space in the sense that the symplectic form is bounded
and the linear map V → V ∗ : v 7→ Iω(v) := ω(v, ·) is an isomorphism. If Λ ⊂ V
is a Lagrangian subspace, i.e. the annihilator Λ⊥ ⊂ V ∗ is given by Λ⊥ = Iω(Λ),
then Λ is closed and hence inherits a Hilbert space structure from V .

Remark B.1. (i) The graph norm on domD is equivalent to the norm

〈x, y 〉D := 〈Dx,Dy 〉H .

because D is injective and has a closed image.

(ii) It is sometimes convenient to identify the Gelfand–Robbin quotient V =
domD∗/domD with the orthogonal complement

V = (domD)⊥ = {x ∈ domD∗ |D∗x ∈ domD∗, D∗D∗x+ x = 0} .

The orthogonal projection of domD∗ onto V along domD is given by

domD∗ → V : x 7→ x− (1l +D∗D)−1(x+D∗D∗x),

where 1l + D∗D is understood as an operator from domD to (domD)∗. The
graph inner product on V is compatible with the symplectic form and the asso-
ciated complex structure is x 7→ Jx := D∗x, that is ω(x, Jy) = 〈x, y 〉D∗ . This
shows that (V, ω) is indeed a symplectic Hilbert space.

116



(iii) In the formulation of (ii) the subspace Λ0 and its orthogonal complement
are given by

Λ0 = {x ∈ V | ∃ξ ∈ domDs.t. D∗(x+ ξ) = 0} = {x ∈ V |D∗x ∈ imD}

and
Λ⊥

0 = D∗Λ0 = V ∩ imD.

Definition B.2. A triple (V,Λ1,Λ2) consisting of a Hilbert space V and two
closed subspaces Λ1,Λ2 ⊂ V is called Fredholm if Λ1 ∩ Λ2 is finite dimen-
sional, Λ1 + Λ2 is a closed subspace of V , and the cosum V/(Λ1 + Λ2) is finite
dimensional (see [26]); equivalently the linear operator S : Λ1 × Λ2 → V given
by S(x1, x2) := x1 +x2 is Fredholm. The Fredholm index of a Fredholm triple
(V,Λ1,Λ2) is defined by

index(V,Λ1,Λ2) := dim(Λ1 ∩ Λ2) − dim(V/(Λ1 + Λ2)) = index(S).

Lemma B.3. Let Λ ⊂ V be a Lagrangian subspace. Then DΛ : domDΛ → H
is a Fredholm operator if and only if (V,Λ0,Λ) is a Fredholm triple.

Proof. This follows from the definition and the fact that the homomorphisms

kerDΛ → Λ0 ∩ Λ : x 7→ [x],

V

Λ0 + Λ
→ H

im DΛ
: [x] 7→ [D∗x]

are bijective. For the second map this uses Lemma B.4 below.

Lemma B.4. Let D : domD → H be an injective symmetric operator with a
closed image and a dense domain. Then

Y := {ξ ∈ domD |Dξ ∈ domD∗}

is a Hilbert space with the inner product

〈 ξ, η 〉Y := 〈 ξ, η 〉H + 〈Dξ,Dη 〉H + 〈D∗Dξ,D∗Dη 〉H

and the operator D∗D : Y → H is an isomorphism.
Moreover, if the inclusion domD → H is a compact operator then the oper-

ator D(D∗D)−1 : H → H is compact.

Proof. We prove that Y is complete. Let ξi ∈ Y be a Cauchy sequence. Then
ξi, Dξi, D

∗Dξi are Cauchy sequences in H . Define ξ := lim ξi, x := limDξi,
y := limD∗Dξi. Since D and D∗ have closed graphs we have ξ ∈ domD,
x ∈ domD∗, Dξ = x, and D∗x = y. Hence ξ ∈ Y and ξi converges to ξ in Y .

That D∗D : Y → H is injective follows from the fact that D is injective and
〈D∗Dξ, ξ 〉H = ‖Dξ‖2

H for ξ ∈ Y . Now consider the Gelfand triple

Z ⊂ H ⊂ Z∗,
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where Z := domD and 〈 ξ, η 〉Z = 〈Dξ,Dη 〉H . We identify H with its dual
space and define the inclusion H → Z∗ as the dual operator of the inclusion
Z → H . We can think of D : Z → H as a bounded linear operator and
of its adjoint as bounded linear operator D∗ : H → Z∗. Then domD∗ =
{x ∈ H |D∗x ∈ H} . Since D : Z → H is injective and has a closed image the
dual operator D∗ : H → Z∗ is surjective. Now let y ∈ H . Then y ∈ Z∗ and
hence there exists an element x ∈ H with D∗x = y. Since D∗x ∈ H we have
x ∈ domD∗. Now it follows from the definitions that the kernel of D∗ is the
orthogonal complement of the image of D. Since the image of D is closed this
implies H = kerD∗ ⊕ im D. Hence there is a vector x0 ∈ kerD∗ such that
x− x0 ∈ im D. Choose ξ ∈ domD such that Dξ = x− x0. Then Dξ ∈ domD∗

and D∗Dξ = D∗x = y. This proves that D∗D is surjective.
Now assume that the inclusion Z → H is compact. To prove that the

operator D(D∗D)−1 : H → H is compact we observe that

‖x‖Z∗ := sup
06=ξ∈domD

〈x, ξ 〉H
‖Dξ‖H

=
∥∥D(D∗D)−1x

∥∥
H

(123)

for every x ∈ H ⊂ Z∗. Here the last equation follows from the fact that the
supremum in the second term is attained at the vector ξ0 = (D∗D)−1x with
x = D∗Dξ0. Now let xi be a bounded sequence in H . Since the inclusion
H → Z∗ is compact, there exists a subsequence xik which converges in Z∗ and
it follows from (123) that the sequence D(D∗D)−1xik converges in H . This
proves the lemma.

Remark B.5. (i) By Lemma B.4 the subspaces Λ0 and Λ⊥
0 of V in Remark B.1

can also be written in the form

Λ0 =
{
x ∈ domD∗ |D∗x+D(D∗D)−1x = 0

}
= ker(D∗ + T ),

Λ⊥
0 =

{
x ∈ V |x = D(D∗D)−1D∗x

}
= T ker(D∗ + T ),

where T := D(D∗D)−1 : H → H maps to imT = domD∗ ∩ imD.

(ii) The orthogonal projection of V onto Λ⊥
0 extends to a bounded linear oper-

ator Π0 : H → H given by

Π0x = D(D∗D + TD)−1(D∗x+ Tx).

Here D∗D + TD : domD → (domD)∗ is an isomorphism because

〈x,D∗Dx+ TDx 〉 = ‖Dx‖2 + ‖TDx‖2 ≥ δ‖x‖2.

In fact, Π0 is a projection on all of H , its kernel is Λ0, and its image is equal to
the image of D. In particular, Π0|Λ⊥

0
= 1l.

(iii) In all our applications the inclusion domD → H is a compact operator.
Then, by Lemma B.4, T : H → H is compact, and thus the inclusion Λ⊥

0 → H
is compact. Indeed, the inclusion is given by the composition x 7→ TD∗x of a
compact and a bounded operator.
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The inclusions domD∗ → H and Λ0 → H , however, are not compact unless
V is finite dimensional. Namely, if V is infinite dimensional then so is the kernel
of D∗ (since Λ0 ⊂ V is Lagrangian) and the inclusion domD∗ ⊃ kerD∗ → H is
an isometric embedding. Lemma B.10 below gives a condition under which the
domain of a self-adjoint extension of D has a compact embedding into H . This
requires the notion of a compact perturbation of a closed subspace of V .

Definition B.6. Let V be a Hilbert space and Λ ⊂ V be a closed subspace. A
closed subspace Λ′ ⊂ V is called a compact perturbation of Λ if the projection
of Λ′ onto some (and hence every) complement of Λ in V is a compact operator
and vice versa.

Remark B.7. The notion of compact perturbation defines an equivalence rela-
tion on the set of closed subspaces of V . To see this denote by Π : V → Λ and
Π′ : V → Λ′ the orthogonal projections. If Λ′ is a compact perturbation of Λ
and Λ′′ is a compact perturbation of Λ′ then the operators 1l − Π : Λ′ → Λ⊥

and 1l − Π′ : Λ′′ → (Λ′)⊥ are compact. Hence the operator (1l − Π)|Λ′′ =
(1l−Π)(1l−Π′)|Λ′′ +(1l−Π)Π′|Λ′′ is compact. Repeating this argument with Λ
and Λ′′ interchanged we see that Λ′′ is a compact perturbation of Λ.

Lemma B.8. Let V be a Hilbert space and Λ1,Λ,Λ
′ ⊂ V be closed subspaces

such that Λ′ is a compact perturbation of Λ. If (V,Λ1,Λ) is a Fredholm triple
then so is (V,Λ1,Λ

′).

Proof. Let Π : V → Λ and Π′ : V → Λ′ be the orthogonal projections. Then
(1l − ΠΠ′)|Λ = Π(1l − Π′)|Λ : Λ → Λ and (1l − Π′Π)|Λ′ : Λ′ → Λ′ are compact
operators. This implies that Π|Λ′ : Λ′ → Λ and Π′|Λ : Λ → Λ′ are Fredholm
operators with opposite indices; see e.g. [17, Chapter III.3].

Now suppose that (V,Λ1,Λ) is a Fredholm triple, i.e. the map S : Λ1×Λ → V
given by S(v1, v) = v1 + v is Fredholm. Then the operator

S′′ := S ◦ (1l × Π) : Λ1 × Λ′ → V

is Fredholm. Define the map S′ : Λ1 × Λ′ → V by S′(v1, v
′) = v1 + v′. Since

S′(v1, v
′)−S′′(v1, v

′) = (1l−ΠΠ′)v′ the operator S′ −S′′ is compact. Hence S′

is a Fredholm operator and so (V,Λ1,Λ
′) is a Fredholm triple.

Lemma B.9. Let (V, ω) be a symplectic Hilbert space. Let Λ,Λ′ ⊂ V be La-
grangian subspaces. Then the following are equivalent.

(i) Λ′ is a compact perturbation of Λ.

(ii) The projection of Λ′ onto Λ⊥ is a compact operator.

(iii) The operator Λ′ → Λ∗ : v′ 7→ ω(v′, ·) is compact.

Proof. By definition, (i) implies (ii). The Lagrangian condition asserts that
the orthogonal complement Λ⊥ is isomorphic to Λ∗ via the isomorphism Λ⊥ →
Λ∗ : v 7→ ω(v, ·). Under this isomorphism the orthogonal projection Λ′ → Λ⊥
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corresponds to the operator Λ′ → Λ∗ : v′ 7→ ω(v′, ·), hence (ii) and (iii) are
equivalent. To see that (iii) implies (i) note that the operators Λ′ → Λ∗ :
v′ 7→ ω(v′, ·) and Λ → (Λ′)∗ : v 7→ −ω(v, ·) are dual to each other. Using
“(iii) ⇔ (ii)” we see that (iii) implies compactness of both projections Λ′ → Λ⊥

and Λ → (Λ′)⊥. This proves the lemma.

Lemma B.10. Let D : domD → H be an injective symmetric operator with a
closed image and a dense domain and suppose that the inclusion domD → H is
a compact operator. Let V = (domD)⊥ be the Gelfand–Robbin quotient, Λ ⊂ V
be a Lagrangian subspace, and Λ0,Λ

⊥
0 be as in Remark B.1. Then the following

are equivalent.

(i) The inclusion domDΛ → H is compact.

(ii) The inclusion Λ → H is compact.

(iii) Λ is a compact perturbation of Λ⊥
0 .

Proof. Let Π0 : V → V denote the orthogonal projection onto Λ⊥
0 . Then

Π0 : V → H is compact since the inclusion of the image Π0(V ) = Λ⊥
0 into H

is compact by Remark B.5 (ii). By Lemma B.9, (iii) holds if and only if the
operator (1l − Π0)|Λ : Λ → Λ0 is compact. Moreover, the graph norm of D∗ on
Λ0 = ker(D∗+T ) is equivalent to the norm ofH so, in fact, (iii) holds if and only
if the operator (1l−Π0)|Λ : Λ → H is compact. We deduce that (iii) is equivalent
to (ii) because the inclusion Λ → H is given by the sum 1l|Λ = (1l−Π0)|Λ+Π0|Λ,
where Π0|Λ : Λ → H is compact.

That (i) is equivalent to (ii) follows from the fact that the inclusion of domD
into H is compact, by assumption, and domDΛ = domD ⊕ Λ.

Lemma B.11. Let D : domD → H be an injective symmetric operator with a
closed image and a dense domain and suppose that the inclusion domD → H
is a compact operator. Let V = domD∗/domD be the Gelfand–Robbin quotient
and Λ0 = {[x] ∈ V |D∗x = 0} as in (122). Let P : H → H be a self-adjoint
bounded linear operator such that D + P : domD → H is injective. Then the
following are equivalent.

(i) The composition of P with the inclusion domD∗ → H is a compact operator.

(ii) The operator P |ker(D∗+P ) : ker(D∗ + P ) → H is compact.

(iii) ΛP := {[x] ∈ V |D∗x+ Px = 0} is a compact perturbation of Λ0.

Proof. Abbreviate DP := D + P . Then domD∗
P = domD∗ and the graph norm

of D∗ is equivalent to the graph norm of D∗
P . Moreover, on kerD∗

P and kerD∗

both graph norms are equivalent to the norm of H . For [x] ∈ ΛP , represented
by x ∈ kerD∗

P , and [x0] ∈ Λ0, represented by x0 ∈ kerD∗, we have

ω([x], [x0]) = 〈D∗x, x0 〉 − 〈x,D∗x0 〉 = −〈Px, x0 〉 = 〈TPx− Px, x0 〉,
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where T := D(D∗D)−1 : H → domD∗. Using Lemma B.9 and the compactness
of the inclusion domD → H , we see that ΛP is a compact perturbation of Λ0 if
and only if (P − TP )|kerD∗

P
: kerD∗

P → kerD∗ is a compact operator. Since T
is compact, by Lemma B.4, this shows that (ii) is equivalent to (iii). That (i)
implies (ii) is obvious. To prove that (ii) implies (i) note that, by Remark B.5
with D replaced by DP , the inclusion of domD∗ ∩ imDP into H is compact.
Since the decomposition domD∗ = (domD∗ ∩ imDP ) ⊕ kerD∗

P is orthogonal
with respect to the graph norm of D∗

P , this shows that (ii) implies (i).

Remark B.12. Let D, V , Λ0 be as in Lemma B.11, P : H → H be a bounded
self-adjoint operator, and denote ΛP := {[x] ∈ V |D∗x+ Px = 0}.
(i) Let Λ⊥,P

P denote the orthogonal complement of ΛP with respect to the graph
inner product of D∗ + P . Then it always is a compact perturbation of Λ⊥

0 .

Namely, by Remark B.5 with D replaced by D+ P , the inclusion Λ⊥,P
P → H is

compact. Hence, by Lemma B.10 with D replaced by D + P and Λ := Λ⊥,P
P ,

the inclusion {v ∈ domD∗ | [v] ∈ Λ} → H is compact. Using Lemma B.10 again
we deduce that Λ is a compact perturbation of Λ⊥

0 .

(ii) The orthogonal complement Λ⊥
P with respect to the graph inner product

of D∗ is a compact perturbation of Λ⊥
0 if and only if the restriction of P to

domD∗ is a compact operator. This follows from Lemma B.11 and the fact
that Λ⊥

P = D∗ΛP and Λ⊥
0 = D∗Λ0 in the notation of Remark B.1, where D∗ is

a compatible complex structure on V .

(iii) It follows from (i) and (ii) that Λ⊥,P
P is a compact perturbation of Λ⊥

P if
and only if the restriction of P to the domain of D∗ is a compact operator.

(iv) If Λ is a compact perturbation of Λ⊥
0 then (V,ΛP ,Λ) is a Fredholm triple.

Since (V,ΛP ,Λ
⊥,P
P ) is a Fredholm triple, this follows from (i) and Lemma B.8.

Lemma B.13. Let D,V,Λ0 be as in Lemma B.11 and let P (s) : H → H
for s ∈ R be a continuously differentiable family of self-adjoint bounded linear
operators. Assume that P (s) converges to P (±∞) =: P± in the operator norm
as s tends to ±∞, that (D + P (s))|domD is injective for every s ∈ R ∪ {±∞},
and that

ker(D∗ + P−) ⊕ domD

domD
=

ker(D∗ + P+) ⊕ domD

domD
=: Λ′

0 ⊂ V.

Then the spectral flow of the operator family s 7→ (D + P (s))Λ is independent
of the Lagrangian subspace Λ ⊂ V such that V = Λ′

0 ⊕ Λ and Λ is a compact
perturbation of Λ⊥

0 .

Remark B.14. Let D,V,Λ0 be as in Lemma B.11, and let Q : H → H be a
Hilbert space isomorphism such that

x ∈ domD∗ =⇒ x−Qx ∈ domD.

Then Q induces the identity on V . Let P (s) : H → H for s ∈ R be a continu-
ously differentiable family of self-adjoint bounded linear operators such that

D + P (s+ 1) = Q−1(D + P (s))Q.
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Assume (D + P (s))|domD is injective for every s ∈ R and denote

Λ′
0 :=

ker(D∗ + P (0)) ⊕ domD

domD
=

ker(D∗ + P (1)) ⊕ domD

domD
.

Then the spectral flow of the operator family s 7→ (D + P (s))Λ on the funda-
mental domain [0, 1] is independent of the Lagrangian subspace Λ ⊂ V such
that V = Λ′

0 ⊕Λ and Λ is a compact perturbation of Λ⊥
0 . The proof is the same

as that of Lemma B.13.

Proof of Lemma B.13. The operators D + P (s) : domD → H satisfy the as-
sumptions of this section and give rise to the constant Gelfand-Robbin quo-
tient V = domD∗/domD since dom(D + P (s))∗ = domD∗. Hence any
Lagrangian subspace Λ ⊂ V gives rise to a family of self-adjoint operators
A(s) := (D + P (s))Λ : domDΛ → H , which satisfies the conditions (A1–3) of
Section A whenever V = Λ′

0 ⊕ Λ. In particular, the estimate in (A1) holds for
s = ±∞, i.e. ‖x‖D∗ ≤ C ‖(D + P±)Λx‖H for x ∈ domDΛ, because (V,Λ′

0,Λ)
is a Fredholm triple and (D + P±)Λ is injective. The estimate for s ∈ R fol-
lows from a uniform bound of the form ‖P (s)−P±‖ ≤ C for the operator norm
on H . The assumptions (W1–3) are satisfied with the trivial map Q ≡ 1l and the
constant domain W0 = domDΛ. In particular, the domain embeds compactly
to H , by Lemma B.10, whenever Λ is a compact perturbation of Λ⊥

0 . Hence the
spectral flow is well defined under our assumptions (see Appendix A).

We prove that the set S of Lagrangian subspaces of V that are transverse
to Λ′

0 and are compact perturbations of Λ⊥
0 is connected. For that purpose let

Λ1 ⊂ V denote the orthogonal complement of Λ′
0 with respect to the graph

inner product of D∗ + P+ and let Iω : Λ′
0 → Λ∗

1 be the isomorphism given
by v 7→ ω(v, ·). Then a subspace Λ ⊂ V = Λ1 ⊕ Λ′

0 is a complement of Λ′
0 if

and only if it is the graph of a linear operator from Λ1 to Λ′
0 or, equivalently,

Λ = ΛA := graph(I−1
ω ◦A) for some linear operator A : Λ1 → Λ∗

1. One can check
that the subspace ΛA is Lagrangian if and only if A is self-adjoint and that it
is a compact perturbation of Λ⊥

0 if and only if A is compact. The last assertion
uses the explicit formula x + I−1

ω Ax 7→ I−1
ω Ax for the projection ΛA → Λ′

0

along Λ1 and the fact that ΛA is a compact perturbation of Λ⊥
0 if and only if

it is a compact perturbation of Λ1, by Remark B.12 (i) and Remark B.7. Thus
we have identified S with the vector space of compact self-adjoint operators
A : Λ1 → Λ∗

1 and so S is contractible, as claimed.
Now the result follows from the homotopy invariance of the spectral flow.

The homotopies of Lagrangian subspaces do not directly translate into homo-
topies in the sense of Section A, see the proof of Lemma B.16 below. However,
the homotopy invariance of the spectral flow of the family s 7→ (D + P (s))Λ
follows from Remark B.15, where the spectral flow is identified with a Maslov
index, which in turn is invariant under homotopies of Λ.

Remark B.15. (i) Let [0, 1] 3 s 7→ (Λ0(s),Λ1(s)) be a smooth path of pairs of
Lagrangian subspaces of V such that (V,Λ0(s),Λ1(s)) is a Fredholm triple for
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every s. For each s define the crossing form Γ(Λ0,Λ1, s) : Λ0(s)∩Λ1(s) → R by

Γ(Λ0,Λ1, s)(v) :=
d

dt

∣∣∣∣
t=0

(
ω(v, v′0(t)) − ω(v, v′1(t))

)

for v ∈ Λ0(s) ∩ Λ1(s), where Λ′
0,Λ

′
1 ⊂ V are Lagrangian subspaces such that

V = Λ0(s) ⊕ Λ′
0 = Λ1(s) ⊕ Λ′

1 and v′0(t) ∈ Λ′
0, v

′
1(t) ∈ Λ′

1 are chosen such that
v + v′0(t) ∈ Λ0(s + t) and v + v′1(t) ∈ Λ1(s + t). As in [24] the Maslov index
is defined as the sum of the signatures of the crossing forms

µ(Λ0,Λ1) :=
∑

s

signΓ(Λ0,Λ1, s)

provided that the crossing forms are all nondegenerate and Λ0(s) is transverse to
Λ1(s) for s = 0, 1. Under this assumption the sum is finite. The nondegeneracy
condition can be achieved by a small perturbation with fixed endpoints. The
Maslov index is invariant under homotopies of paths of Lagrangian Fredholm
triples with transverse endpoints.

(ii) The spectral flow in Lemma B.13 can be identified with the Maslov index

µspec ((D + P )Λ) = µ (ΛP ,Λ) , (124)

where Λ0(s) := ΛP (s) = {[x] ∈ V |D∗x + P (s)x = 0} and Λ1(s) := Λ for
every s. The Fredholm property of the triples (V,ΛP (s),Λ) follows from Re-
mark B.12 (iv).

To prove (124), fix a real number s, choose Λ′
0 and v′0(t) as in (i), let x0(t) ∈

domD∗ be the smooth path defined by (D∗ + P (s+ t))x0(t) = 0 and [x0(t)] =
v + v′0(t) ∈ Λ0(s+ t), and denote x := x0(0) so that [x] = v ∈ Λ0(s) ∩ Λ. Then

d

dt

∣∣∣∣
t=0

ω(v, v′0(t)) =
d

dt

∣∣∣∣
t=0

ω(v, v + v′0(t))

=
d

dt

∣∣∣∣
t=0

(
〈D∗x, x0(t) 〉 − 〈 x,D∗x0(t) 〉

)

=
d

dt

∣∣∣∣
t=0

〈 (
D∗ + P (s+ t)

)
x, x0(t)

〉

=
d

dt

∣∣∣∣
t=0

〈 (
D∗ + P (s+ t)

)
x, x

〉
.

This shows that the crossing forms Γ ((D∗ + P )Λ , s) and −Γ(Λ0,Λ, s) agree
under the isomorphism ker (D∗ + P (s))Λ → Λ0(s) ∩ Λ : x 7→ [x].

Lemma B.16. Let D,V,Λ0, Q, P be as in Remark B.14. Denote by Υ the set
of Lagrangian subspaces Λ ⊂ V that are compact perturbations of Λ⊥

0 . For every
Λ ∈ Υ there is a Fredholm operator

DΛ := ∂s +DΛ + P (s) : WΛ → H
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with
H :=

{
ξ ∈ L2

loc(R, H) | ξ(s+ 1) = Q−1ξ(s)
}
,

WΛ :=
{
ξ ∈ L2

loc(R, domDΛ) ∩W 1,2
loc (R, H) | ξ(s+ 1) = Q−1ξ(s)

}
.

The determinants det(DΛ) for Λ ∈ Υ form a line bundle over Υ.

Proof. DΛ is Fredholm since it is the operator of Theorem A.5 with A(s) =
DΛ + P (s) and constant domain W (s) = domDΛ.

We do not know if for any two subspaces Λ,Λ′ ∈ Υ there is a Hilbert space
isomorphism of Q : H → H that identifies domDΛ with domDΛ′ , as would
be required for a homotopy of operator families in the sense of Appendix A.
However, one can prove directly that the kernel of DΛ depends continuously on
Λ (as a subspace of H) if DΛ is surjective. This proves the lemma since the
transverse situation can always be achieved by finite dimensional stabilization.

To prove the continuous dependence of kerDΛ on Λ we will use the fact
that every element ξ ∈ ker DΛ is a smooth function from R to domDΛ (see [25,
Theorem 3.13]) and satisfies an estimate of the form ‖ξ‖WΛ

+‖∂sξ‖WΛ
≤ c ‖ξ‖H.

Two Lagrangian subspaces Λ,Λ′ ∈ Υ are close if there exists an isomorphism of
V close to the identity that maps Λ to Λ′. This extends to an isomorphism of
domDΛ = Λ ⊕ domD and domDΛ′ = Λ′ ⊕ domD (which does not necessarily
extend to an isomorphism of H). This isomorphism of domains followed by
the orthogonal projection onto the kernel of DΛ′ induces a map kerDΛ → WΛ′ ,
which is an isomorphism for Λ′ sufficiently close to Λ.

C Unique continuation

In this appendix we formulate a general unique continuation theorem based on
the Agmon–Nirenberg technique. The method was also used by Donaldson–
Kronheimer [10, pp150] and Taubes [31] to prove unique continuation results
for anti-self-dual instantons and by Kronheimer–Mrowka [20] and in [29] for the
Seiberg–Witten equations.

Let H be a Hilbert space and A(s) be a family of (unbounded) symmetric
operators on H with domains dom (A(s)) ⊂ H . The operators A(s) are not
required to be self-adjoint although in the main applications they will be and,
moreover, their domains will be independent of s. However, in some interest-
ing cases these operators are symmetric with respect to time-dependent inner
products. The following theorem is a special case of a result by Agmon and
Nirenberg [2].

Theorem C.1 (Agmon-Nirenberg). Let H be a real Hilbert space and let A(s) :
dom (A(s)) → H be a family of symmetric linear operators. Assume that x :
[0, T ) → H for 0 < T ≤ ∞ is continuously differentiable in the weak topology
such that x(s) ∈ dom(A(s)) and

‖ẋ(s) +A(s)x(s)‖ ≤ c1(s) ‖x(s)‖ (125)
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for every s ∈ [0, T ), where ẋ(s) := ∂sx(s) ∈ H denotes the time derivative of x.
Assume further that the function s 7→ 〈x(s), A(s)x(s) 〉 is also continuously
differentiable and satisfies

d

ds
〈x,Ax 〉 − 2〈 ẋ, Ax 〉 ≤ 2c2(s) ‖Ax‖ ‖x‖ + c3(s) ‖x‖2

. (126)

Here c1, c2, c3 : [0, T ) → R are continuous nonnegative functions satisfying

a0 := 2

∫ T

0

c2 <∞, b0 :=

∫ T

0

(c21 + c22 + c3) <∞, c0 := sup c1 <∞.

Then the following holds.

(i) If x(0) = 0 then x(s) = 0 for all s ∈ [0, T ).

(ii) If x(0) 6= 0 then x(s) 6= 0 for all s ∈ [0, T ) and, moreover,

‖x(s)‖ ≥ e−cs ‖x(0)‖ , c := c0 + ea0
(
b0 + ‖x(0)‖−1‖A(0)x(0)‖

)
.

Proof. The basic idea of the proof is to use the convexity of the function t 7→
log ‖x(t)‖2

. Assume that x(0) 6= 0 and define

ϕ(s) := log ‖x(s)‖ −
∫ s

0

〈x(σ), ẋ(σ) +A(σ)x(σ) 〉
‖x(σ)‖2 dσ

for 0 ≤ s < T wherever x(s) 6= 0. Then we prove that ϕ is twice continuously
differentiable and satisfies the differential inequality

ϕ̈+ a |ϕ̇| + b ≥ 0, a := 2c2, b := c21 + c22 + c3. (127)

Define f(s) := ẋ(s) +A(s)x(s). Then the derivative of ϕ is given by

ϕ̇ =
〈x, ẋ 〉
‖x‖2 − 〈x, f 〉

‖x‖2 = −〈x,Ax 〉
‖x‖2 .

Hence

ϕ̈ = −
d
ds 〈Ax, x 〉

‖x‖2 +
2〈Ax, x 〉〈 ẋ, x 〉

‖x‖4

≥ 2〈Ax,Ax− f 〉 − 2c2 ‖Ax‖ ‖x‖ − c3 ‖x‖2

‖x‖2 − 2〈Ax, x 〉〈Ax − f, x 〉
‖x‖4 .

Here the second step follows from the inequality (126) and the definition of f .
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The terms on the right hand side can now be organized as follows

ϕ̈ ≥ 2

‖x‖2

(
‖Ax‖2 − 〈Ax, x 〉2

‖x‖2

)
− 2

‖x‖2

〈
Ax− 〈Ax, x 〉

‖x‖2 x, f

〉

− 2c2
‖Ax‖
‖x‖ − c3.

=
2

‖x‖2

∥∥∥∥∥Ax− 〈Ax, x 〉
‖x‖2 x

∥∥∥∥∥

2

− 2

‖x‖2

〈
Ax− 〈Ax, x 〉

‖x‖2 x, f

〉

− 2c2
‖Ax‖
‖x‖ − c3.

Now abbreviate

ξ =
x

‖x‖ , η =
Ax

‖x‖ .

Then ϕ̇ = −〈 ξ, η 〉 and the previous inequality can be written in the form

ϕ̈ ≥ 2 ‖η − 〈 η, ξ 〉ξ‖2 − 2

〈
η − 〈 η, ξ 〉ξ, f

‖x‖

〉
− 2c2 ‖η‖ − c3

≥ 2 ‖η − 〈 η, ξ 〉ξ‖2 − 2 ‖η − 〈 η, ξ 〉ξ‖ ‖f‖
‖x‖ − 2c2 ‖η‖ − c3

≥ ‖η − 〈 η, ξ 〉ξ‖2 − ‖f‖2

‖x‖2 − 2c2 ‖η‖ − c3

≥ ‖η − 〈 η, ξ 〉ξ‖2 − c21 − 2c2 ‖η‖ − c3.

The last but one inequality uses the fact that αβ ≤ α2/2 + β2/2 and the last
inequality uses ‖f‖ ≤ c1‖x‖. To obtain (127) it remains to prove that

‖η − 〈 η, ξ 〉ξ‖2 − 2c2 ‖η‖ ≥ −2c2 |ϕ̇| − c22.

Since ϕ̇ = −〈 ξ, η 〉 this is equivalent to

2c2 ‖η‖ ≤ ‖η − 〈 η, ξ 〉ξ‖2
+ 2c2 |〈 η, ξ 〉| + c22.

Now the norm squared of η can be expressed in the form

‖η‖2
= u2 + v2, u = ‖η − 〈 η, ξ 〉ξ‖ , v = |〈 η, ξ 〉| .

Hence the desired inequality has the form

2c2
√
u2 + v2 ≤ u2 + 2c2v + c22

This follows from the inequalities
√
u2 + v2 ≤ u+ v and 2c2u ≤ u2 + c2

2. Thus
we have proved (127).
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Define α(s) :=
∫ s
0
a(σ)dσ. Then α is nonnegative and α̇ = a. Hence at each

point s ∈ [0, T ) with ϕ̇(s) ≤ 0 we have

d

ds

(
e−αϕ̇

)
= e−α

(
ϕ̈+ a|ϕ̇|

)
≥ −b.

Integrating this inequality over maximal intervals where ϕ̇ is negative we obtain

e−α(s)ϕ̇(s) ≥ min{0, ϕ̇(0)} −
∫ s

0

b(σ)dσ, for 0 ≤ s < T.

This implies ϕ̇(s) ≥ −ea0(b0 + |ϕ̇(0)|), hence ϕ(s) ≥ ϕ(0) − ea0(b0 + |ϕ̇(0)|)s,
and hence, again for 0 ≤ s < T ,

log ‖x(s)‖ ≥ ϕ(s) −
∫ s

0

‖x‖−1‖ẋ+Ax‖ ≥ ϕ(0) − ea0(b0 + |ϕ̇(0)|)s− c0s.

Now we can use log ‖x(0)‖ = ϕ(0) and |ϕ̇(0)| ≤ ‖x(0)‖−1‖A(0)x(0)‖ to prove
(ii):

‖x(s)‖ ≥ eϕ(0)−ea0 (b0+|ϕ̇(0)|)s−c0s ≥ ‖x(0)‖e−cs.
To prove (i) we assume by contradiction that x(s0) 6= 0 for some s0 ∈ (0, T ).
Then part (ii) applies to the path s 7→ x(s0 − s) and the operator family
s 7→ −A(s0 − s). It implies ‖x(σ)‖ ≥ ecσ−cs0‖x(s0)‖ for all σ ∈ (0, s0], so by
continuity ‖x(0)‖ ≥ e−cs0‖x(s0)‖ 6= 0 in contradiction to the assumption.

Time-dependent inner products

There are interesting applications to operator families A(s) on a Hilbert space
which are self-adjoint with respect to a time-dependent family of inner products
which are all compatible with the standard inner product on H . Any such
family of inner products can be expressed in the form

〈x , y 〉s = 〈Q(s)x , Q(s)y 〉 (128)

for some invertible bounded linear operators Q(s) : H → H . Without loss
of generality one can consider operators Q(s) which are self-adjoint. Assume
throughout that these operators satisfy the following conditions.

(Q1) The operator Q(s) is self-adjoint for every s and there exists a constant
δ > 0 such that for all x ∈ H and s ∈ [0, T )

δ ‖x‖ ≤ ‖Q(s)x‖ ≤ δ−1 ‖x‖ .

Moreover, the map [0, T ) → L(H) : s 7→ Q(s) is continuously differentiable
in the weak operator topology and there exists a continuous function cQ :
[0, T ) → [0,∞) such that

∥∥Q̇(s)
∥∥
L(H)

≤ cQ(s) ∀s ∈ [0, T ), CQ :=

∫ T

0

cQ <∞.
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Theorem C.2. Let H be a real Hilbert space, Q(s) ∈ L(H) a family of (boun-
ded) self-adjoint operators satisfying (Q1), and A(s) : dom (A(s)) → H a family
of (unbounded) linear operators such that A(s) is symmetric with respect to the
inner product (128). Assume that x : [0, T ) → H is continuously differentiable
in the weak topology such that x(s) ∈ dom (A(s)) and

‖ẋ(s) +A(s)x(s)‖s ≤ c1(s) ‖x(s)‖s
for every s ∈ [0, T ). Assume further that the function s 7→ 〈x(s), A(s)x(s) 〉s is
also continuously differentiable and satisfies

d

ds
〈x(s), A(s)x(s) 〉s − 2〈 ẋ(s), A(s)x(s) 〉s

≤ 2c2(s) ‖A(s)x(s)‖s ‖x(s)‖s + c3(s) ‖x(s)‖2
s

for every s ∈ [0, T ). Here c1, c2, c3 : [0, T ) → R are continuous nonnegative
functions satisfying

a0 := 2

∫ T

0

(c2 + δ−1cQ) <∞,

b0 :=

∫ T

0

(
(c1 + δ−1cQ)2 + (c2 + δ−1cQ)2 + c3

)
<∞,

c0 := sup(c1 + δ−1cQ) <∞.

Then the following holds.

(i) If x(0) = 0 then x(s) = 0 for all s ∈ [0, T ).

(ii) If x(0) 6= 0 then x(s) 6= 0 for all s ∈ [0, T ) and, moreover,

‖x(s)‖s ≥ e−cs ‖x(0)‖0 , c := c0 + ea0
(
b0 + ‖x(0)‖−1

0 ‖A(0)x(0)‖0

)
.

Proof. The result reduces to Theorem C.1. Define

Ã := QAQ−1, x̃ := Qx, f̃ := Q̇x+Qf

with dom(Ã(s)) = Q(s)dom (A(s)) and f = ẋ + Ax. Then the operator A(s)
is symmetric with respect to the inner product (128) if and only if Ã(s) is
symmetric with respect to the standard inner product. (Moreover, one can
easily check that A(s) is self-adjoint with respect to (128) if and only if Ã(s)
is self-adjoint with respect to the standard inner product. However, this is not
needed for the proof.) It also easy to see that

ẋ+Ax = f ⇐⇒ ˙̃x+ Ãx̃ = f̃ .

It remains to show that under the assumptions of Theorem C.2 the triple Ã, x̃,
f̃ satisfies the requirements of Theorem C.1. First, note that

‖f̃‖ = ‖Q̇x+Qf‖ ≤ cQ ‖x‖ + ‖f‖s ≤ cQδ
−1 ‖x‖s + c1 ‖x‖s
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and hence x̃ satisfies (125) with c1 replaced by c̃1 = c1 + cQ/δ. Secondly, the
function

s 7→ 〈 x̃(s), Ã(s)x̃(s) 〉 = 〈x(s), A(s)x(s) 〉s
is continuously differentiable and a simple calculation shows that

d

ds
〈 x̃, Ãx̃ 〉 − 2〈 ˙̃x, Ãx̃ 〉 =

d

ds
〈x,Ax 〉s − 2〈 ẋ, Ax 〉s − 2〈 Q̇x,QAx 〉.

Hence

d

ds
〈 x̃, Ãx̃ 〉 − 2〈 ˙̃x, Ãx̃ 〉 ≤ 2c2 ‖x‖s ‖Ax‖s + c3 ‖x‖2

s + 2‖Q̇x‖‖Ãx̃‖

≤ 2c2 ‖x̃‖ ‖Ãx̃‖ + c3 ‖x̃‖2
+ 2cQδ

−1 ‖x̃‖ ‖Ãx̃‖.

This shows that x̃ satisfies (126) with c2 and c3 replaced by c̃2 = c2 + cQ/δ

and c̃3 = c3. Hence x̃ and Ã satisfy the requirements of Theorem C.1 and this
proves Theorem C.2.

D Holonomy perturbations

In this appendix we review the properties of the holonomy perturbations used
in this paper. Throughout this appendix Y is a compact oriented 3-manifold,
D ⊂ C is the closed unit disc, and we identify the circle S1 with R/Z. The
elements of S1 will be denoted by θ and those of D by z. Fix a finite sequence
of orientation preserving embeddings γi : S1 × D → Y for i = 1, . . . , N that
coincide in a neighbourhood of {0} × D. Define the holonomy maps

gi : R × D ×A(Y ) → G, ρi : D ×A(Y ) → G

by

∂θgi +A(∂θγi)gi = 0, gi(0, z;A) = 1l, ρi(z;A) := gi(1, z;A).

and abbreviate ρ := (ρ1, . . . , ρN ) : D ×A(Y ) → GN . Fix a smooth conjugation
invariant function f : D×GN → R that vanishes near the boundary, and define
the perturbation hf : A(Y ) → R by

hf (A) :=

∫

D

f(z, ρ(z;A)) d2z.

This map is smooth and its derivative has the form

dhf (A)α =
d

ds

∣∣∣∣
s=0

∫

D

f(z, ρ(z;A+ sα)) d2z =

∫

Y

〈Xf (A)∧α 〉 (129)

for α ∈ Ω1(Y, g). The map Xf : A(Y ) → Ω2(Y, g) is uniquely determined
by (129); it has the form

Xf (A) =
N∑

i=1

γi∗
(
Xf,i(A)d2z

)
,
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where Xf,i(A) ∈ Ω0(S1 × D, g) is given by

Xf,i(A)(θ, z) = −gi(θ, z;A)∇if(z, ρ(z;A))gi(θ, z;A)−1. (130)

Here the gradient ∇if : D × GN → g is defined by

〈∇if(z, g), ξ 〉 :=
d

dt

∣∣∣∣
t=0

f(z, g1, . . . , gi−1, gi exp(tξ), gi+1, . . . , gN )

for z ∈ D, g = (g1, . . . , gN ) ∈ GN , and ξ ∈ g. It vanishes near the boundary of
D and, since f is conjugation invariant, it satisfies

∇if(z, hgh−1) = h∇if(z, g)h−1 (131)

for h ∈ G. If follows from (131) that Xf,i(A) : R × D → g descends to a
function on S1 × D. If the center of G is discrete then equation (131) implies
that ∇if(z, (1l, . . . , 1l)) = 0 and hence Xf (0) = 0 for every f ∈ C∞

0 (D × GN )G.
Thus, for G = SU(2) the trivial connection is always a critical point of the
perturbed Chern-Simons functional CSL+hf . The next proposition summarizes
the properties of Xf . We denote the space connections of class W k,p by

Ak,p(Y ) := W k,p(Y,T∗Y ⊗ g).

Proposition D.1. Let f ∈ C`+1
0 (D × GN )G for some integer ` ≥ 0. Then the

following holds (with uniform constants independent of f).

(i) For every integer ` ≥ k ≥ 1 and every p > 2 with kp > 3, Xf extends
to a C`−k map from Ak,p(Y ) to W k,p(Y,Λ2TY ⊗ g), mapping bounded sets to
bounded sets.

(ii) For all A ∈ A(Y ), u ∈ G(Y ), ξ ∈ Ω0(Y, g), and α ∈ Ω1(Y, g) we have

dA(Xf (A)) = 0, Xf (u
∗A) = u−1Xf (A)u,

dXf (A)dAξ = [Xf (A), ξ], dA(dXf (A)α) = [Xf (A) ∧ α].

(iii) For every k ∈ {0, . . . , `} and every p ∈ [1,∞] there is a constant c such
that

‖Xf (A)‖Wk,p ≤ c ‖∇f‖Ck


1 +

∑

j0+···+js=k
s≥0, jν≥1

‖A‖W j0,p ‖A‖Cj1 · · · ‖A‖Cjs




for every A ∈ A(Y ). If k = 0 then ‖Xf (A)‖Lp ≤ c ‖∇f‖Lp.

(iv) For every k ∈ {0, . . . , `− 1} and p ∈ [1,∞] there is a constant c such that

‖dXf (A)α‖Wk,p(Y ) ≤ c ‖∇f‖Ck+1

(
1 + ‖A‖Ck

)k ‖α‖Wk,p(Y )

for all A ∈ A(Y ) and α ∈ Ω1(Y, g).
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(v) For all p, q, r ∈ [1,∞] with q−1 + r−1 = p−1 there is a constant c such that

∥∥d2Xf (A)(α, β)
∥∥
Lp(Y )

≤ c ‖∇f‖C1 ‖α‖Lq(Y ) ‖β‖Lr(Y ) ,

‖Xf (A+ α) −Xf (A) − dXf (A)α‖Lp(Y ) ≤ c ‖∇f‖C1 ‖α‖Lq(Y ) ‖α‖Lr(Y )

for all A ∈ A(Y ) and α, β ∈ Ω1(Y, g)

(vi) For every p ∈ [1,∞] there is a uniform constant c such that

‖∇A(Xf (A))‖Lp ≤ c
(
1 + ‖∇f‖C1

)(
1 + ‖FA‖Lp

)
(132)

for every A ∈ A(Y )

Remark D.2. Consider a connection Ξ = Φds+A ∈ A(I × Y ) for a compact
interval I , given by A : I → A(Y ) and Φ : I → Ω0(Y, g). Proposition D.1
extends to the perturbation Xf (Ξ) := Xf ◦ A ∈ Ω2(I × Y, g) – except for (ii),
and in (i) we need to assume kp > 4. In particular, for every k ≥ 1 and p > 2,
Xf maps bounded sets in Ak,p(I×Y ) to bounded sets in W k,p(I×Y,Λ2TY ⊗g).
In the case k = 1 and kp ≤ 4 this follows from Proposition D.1 (iii).

The proof requires some preparation. We begin by considering connections
on the circle. The canonical 1-form dθ ∈ Ω1(S1) allows us to identify the space
A(S1) = Ω1(S1, g) of G-connections on S1 with the space Ω0(S1, g) of Lie
algebra valued functions. The holonomy of a connection A = ηdθ ∈ A(S1) with
η : S1 → g is the solution g : R → G of the differential equation

∂θg + ηg = 0, g(0) = 1l. (133)

The solutions give rise to a map hol : R × Ω0(S1, g) → G which assigns to each
pair (θ, η) ∈ R × Ω0(S1, g) the value hol(θ; η) := g(θ) of the unique solution
of (133) at θ. The gauge invariance of the holonomy takes the form

hol(θ;u−1∂θu+ u−1ηu) = u(θ)−1hol(θ; η)u(0)

for u : S1 → G. One can think of hol as a map from Ω0(S1, g) to C∞([0, 1],G)
defined by hol(η)(θ) := hol(θ; η). The holonomy then induces a map between
Sobolev completions, for every integer k ≥ 0 and every p ≥ 1,

hol : W k,p(S1, g) →W k+1,p([0, 1],G). (134)

This map is continuously differentiable and its derivative at η ∈ W k,p(S1, g) is
the bounded linear operator d hol(η) : W k,p(S1, g) →W k+1,p([0, 1], hol(η)∗TG)
given by

(hol(η)−1d hol(η)η̂)(θ) = −
∫ θ

0

hol(t; η)−1η̂(t)hol(t; η)dt (135)

for η̂ ∈ W k,p(S1, g). The formula (135) shows, by induction, that the map (134)
is smooth. The next lemma is a parametrized version of this observation.
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Lemma D.3. Let Ω be a compact Riemannian manifold.

(i) For every integer k ≥ 1 and every p > dim Ω, composition with the holonomy
induces smooth maps

Hol : W k,p(S1 × Ω, g) →W k,p([0, 1] × Ω,G),

Hol1 : W k,p(S1 × Ω, g) →W k,p(Ω,G),

given by Hol(η) := gη with gη(θ, x) := hol(θ, η(·, x)) and Hol1(η)(x) := gη(1, x)
for x ∈ Ω and θ ∈ [0, 1]. These map W k,p-bounded sets to W k,p-bounded sets.

(ii) For every integer k ≥ 1 there is a constant c such that

‖Hol(η)‖Wk,p + ‖Hol1(η)‖Wk,p ≤ c


1 +

∑

j0+···+js=k
s≥0, jν≥1

‖η‖W j0 ,p ‖η‖Cj1 · · · ‖η‖Cjs




for every η ∈ Ck(S1 × Ω, g) and every p ∈ [1,∞].

(iii) For every integer k ≥ 0 and every p ∈ [1,∞] there is a uniform constant c
such that, for every η ∈ Ck(S1 × Ω, g), the derivatives

Hol(η)−1dHol(η) : W k,p(S1 × Ω, g) →W k,p([0, 1] × Ω, g),

Hol1(η)
−1dHol1(η) : W k,p(S1 × Ω, g) →W k,p(Ω, g)

are bounded linear operators with norms less than or equal to c (1 + ‖η‖Ck)k.

Proof. Think of η as a map from Ω to W j,p(S1, g) and of Hol(η) as a map from
Ω to W j+1,p([0, 1],G). Then Hol(η) is the composition

Ω
η−→W j,p(S1, g)

hol−→W j+1,p([0, 1],G).

Since hol : W j,p(S1, g) →W j+1,p([0, 1],G) is smooth the composition induces a
smooth map

Hol : W `,p(Ω,W j,p(S1, g)) →W `,p(Ω,W j+1,p([0, 1],G))

for `p > dim Ω and any j; hence it defines a smooth map from

W k,p(S1 × Ω, g) =

k⋂

`=0

W `,p(Ω,W k−`,p(S1, g))

to
k⋂

`=1

W `,p(Ω,W k−`+1,p([0, 1],G)) ⊂W k,p([0, 1]× Ω,G)

for k ≥ 1 and p > dim Ω. This proves (i) for Hol. To prove (i) for Hol1,
take ` = k and note that evaluation at θ = 1 gives a smooth map from
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W k,p(Ω,W 1,p([0, 1],G)) to W k,p(Ω,G). The boundedness of Hol and Hol1 is
a consequence of (ii) and (iii).

To prove (ii) we differentiate the function g(θ, x) = hol(θ, η(·, x)):

g−1∂θg = −g−1ηg, (g−1∂xg)(θ, x) = −
∫ θ

0

g(t, x)−1∂xη(t, x)g(t, x) dt.

Hence there are constants c1, c2, c3, . . . such that

‖g‖Wk,p ≤ ck


1 +

∑

j0+···+js=k
s≥0, jν≥1

‖η‖W j0,p ‖g‖Cj1 · · · ‖g‖Cjs


 (136)

for every smooth function η : S1 × Ω → g, every integer k ≥ 1, and every
p ∈ [1,∞]. For p = ∞ assertion (ii) now follows by induction on k. Inserting
the resulting estimate into (136) proves (ii) for all p. For k = 0 assertion (iii)
follows immediately from (135) with c = 1. To prove (iii) for k ≥ 1 differentiate
equation (135) with respect to θ and x and use (ii). This proves the lemma.

Proof of Proposition D.1. The map Xf,i : Ak,p(Y ) → W k,p(S1 × D, g) can be
expressed as composition of three maps. The first is the product of the N maps

Ak,p(Y ) →W k,p(S1 × D, g) : A 7→ ηj := A(∂θγj),

the second is given by composition with the holonomy

W k,p(S1 × D, g) →W k,p([0, 1]× D,G2) : ηj 7→ (gj , ρj),

where gj(θ, z) := hol(ηj(·, z))(θ) and ρj(θ, z) := hol(ηj(·, z))(1), and the third
map has the form

W k,p([0, 1] × D,G2N ) →W k,p(S1 × D, g) : (g1, ρ1, . . . , gN , ρN ) 7→ ζ,

with
ζ := gi∇if(ρ1, . . . , ρN )g−1

i

(see equation (130)). The first map is bounded linear (and hence smooth)
for all k and p because composition with a smooth embedding at the source
and multiplication with a smooth function define bounded linear maps between
W k,p-spaces. The second map is smooth and bounded for k ≥ 1 and p > 2
by Lemma D.3. The third map is bounded and C`−k because composition
with a Ck-map at the target defines a continuous map from W k,p to W k,p for
all kp ≥ dim(R × D) (or kp ≥ dim(R2 × D) in the case of Remark D.2). This
proves (i). Assertion (ii) follows by straight forward calculations and (iii) follows
from (130) and Lemma D.3 (ii).
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To prove (iv) we abbreviate Ai := γ∗i Ai, αi := γ∗i αi, and differentiate equa-
tion (130) to obtain

Hol(Ai)
−1
(
dXf,i(A)α

)
Hol(Ai)

=
[
Hol(Ai)

−1Xf,i(A) Hol(Ai),Hol(Ai)
−1dHol(Ai)αi

]

−
N∑

j=1

∇j∇if((Hol1(A`))`=1,...N ) Hol1(Aj)
−1dHol1(Aj)αj .

The estimate now follows from Lemma D.3 and the uniform bounds in (iii).
To prove (v) we differentiate the last equation again and obtain the inequality
∣∣d2Xf (A)(α, β)

∣∣
≤
∣∣dXf (A)α

∣∣∣∣dHol(A)β
∣∣+
∣∣dXf (A)β

∣∣∣∣dHol(A)α
∣∣

+ |Xf (A)|
∣∣dHol(A)α

∣∣∣∣dHol(A)β
∣∣+ |Xf (A)|

∣∣d
(
Hol(A)−1dHol(A)α

)
β
∣∣

+ |∇2f |
∣∣dHol1(A)α

∣∣∣∣dHol1(A)β
∣∣ + |∇2f |

∣∣d
(
Hol1(A)−1dHol1(A)α

)
β
∣∣

with

d
(
Hol(A)−1dHol(A)α

)
β =

∫ θ

0

[
Hol(A)−1dHol(A)α,Hol(A)−1dHol(A)β

]
.

A similar inequality holds for Hol1. The first estimate in (v) now follows from
the Lq- and Lr-bounds in (iv) and Lemma D.3 and the L∞-bounds on Xf and
∇2f . The second estimate in (v) follows from the first and

Xf (A+ α) −Xf (A) − dXf (A)α =

∫ 1

0

∫ τ

0

d2Xf (A+ tα)(α, α)dt dτ.

Assertion (vi) is a result of Froyshov [14]. The proof uses the formula

∂tg(θ, t) +A(∂tγ(θ, t))g(θ, t)

= g(θ, t)

(∫ θ

0

g(s, t)−1FA(∂θγ(s, t), ∂tγ(s, t))g(s, t) ds

)
(137)

for γ : [0, 1]2 → Y and g : [0, 1]2 → G with

∂θg +A(∂θγ)g = 0, g(0, t) = 1l.

Namely, inserting a t-dependent parameter z = z(t) into (130), abbreviating

g(θ, t) := gi(θ, z(t);A), γi(θ, t) := γi(θ, z(t)),

ξ(θ, t) := Xf,i(θ, z(t)) = −g(θ, t)∇if(z(t), ρ(z(t);A))g(θ, t)−1,

and differentiating ξ covariantly with respect to γ∗i A we find that ∇θξ = 0 and

∇tξ = ∂tξ + [A(∂tγi), ξ]

=
[(
∂tg g

−1 +A(∂tγi)
)
, ξ
]
− g−1

(
(∂1∇if)(z, ρ(z;A))∂tz

)
g

− g−1

(
N∑

j=1

(∇j∇if)(z, ρ(z;A))ρj(z;A)−1∂tρj(z;A)

)
g.
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Since the estimate (132) is gauge invariant and the γj all coincide near γj(0, z) =
γj(1, z) we can assume that A(∂tγj(1, z(t))) = 0 for all j and t. Then it follows
from (137) that

ρj(z(t);A)−1∂tρj(z(t);A) =

∫ 1

0

gj(s, t)
−1FA(∂θγj(s, t), ∂tγj(s, t))gj(s, t) ds.

So the first and third term on the right hand side of (138) can be estimated by
the curvature of A, and the second term is uniformly bounded. This proves the
proposition.

In the remainder of this section we give a proof of the basic compactness
result for solutions Ξ ∈ A(R × Y ) of the perturbed anti-self-duality equation

(
FΞ +Xf (Ξ)

)+
= 0 (138)

with bounded energy

Ef (Ξ) = 1
2

∫

R×Y

∣∣FΞ +Xf (Ξ)
∣∣2.

A similar proof for somewhat different perturbations can be found in [19].

Theorem D.4. There exists a universal constant ~ > 0 such that the following
holds for every perturbation Xf , every real number E > 0, and every p > 1.

Let Ξν ∈ A(R × Y ) be a sequence of solutions of (138) with bounded energy

sup
ν
Ef (Ξν) ≤ E.

Then there exists a subsequence (again denoted (Ξν)) and a finite set of bubbling
points S = {x1, . . . , xN} ⊂ R × int(Y ) with

lim inf
ν→∞

1

2

∫

Bδ(xj)

∣∣FΞν +Xf (Ξν)
∣∣2 ≥ ~ ∀δ > 0, xj ∈ S.

Moreover, there is a sequence of gauge transformations uν ∈ G((R× int(Y ))\S)
and a limit connection Ξ∞ ∈ A(R× int(Y )) such that u∗νΞν converges to Ξ∞ in
the W 1,p-norm on every compact subset of R× int(Y ) \S. The limit Ξ∞ solves
(138) and has energy

Ef (Ξ∞) ≤ lim sup
ν→∞

Ef (Ξν) −N~.

Remark D.5. If S ⊂ (T−, T+) × Y in Theorem D.4, then the convergence can
be improved to the C∞-topology on every compact subset of (−∞, T−] × int(Y )
and [T+,∞)×int(Y ) (in particular on R×int(Y ) if S = ∅). This follows from the
standard bootstrapping techniques (e.g. [10], [33]) and Remark D.2. The crucial
point is that a W k,p-bound on uν∗Ξν implies a W k,p-bound on Xf (u

ν∗Ξν) and
thus on F+

uν∗Ξν . The appropriate gauge transformations can be interpolated to
the ones over (T−, T+) × int(Y ).
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Proof of Theorem D.4. Without loss of generality we prove the theorem for
a fixed constant p > 4. We follow the line of argument in [10, 4.4.4]. Let
εUh > 0 and CUh be the (universal) constants in Uhlenbeck’s gauge fixing the-
orem (see [32] or [33, Theorem B]). Then for each x ∈ R × Y , each sufficiently
small constant δ > 0 with Bδ(x) ⊂ R × Y , and each connection Ξ ∈ A(R × Y )
with energy ∫

Bδ(x)

|FΞ|2 ≤ εUh

on the geodesic ball Bδ(x) there is a gauge transformation u ∈ G(R × Y ) such
that

‖u∗Ξ‖L4(Bδ(x)) + ‖u∗Ξ‖W 1,2(Bδ(x)) ≤ CUh ‖FΞ‖L2(Bδ(x)) .

Step 1. For every ε > 0 there is a finite set of bubbling points Sε ⊂ R× int(Y )
and a subsequence, still denoted by Ξν , such that the following holds.

(a) If x ∈ (R × int(Y )) \ Sε then there is a δ > 0 with supν
∫
Bδ(x) |FΞν |2 ≤ ε.

(b) If x ∈ Sε then infδ>0 lim infν→∞

∫
Bδ(x)

|FΞν |2 ≥ ε/2.

Let Sε be the set of points x ∈ R × int(Y ) that satisfy the inequality in (b).
Since Xf (Ξν) is uniformly bounded we have

inf
δ>0

lim inf
ν→∞

∫

Bδ(x)

|FΞν +Xf (Ξν)|2 = inf
δ>0

lim inf
ν→∞

∫

Bδ(x)

|FΞν |2 ≥ ε

2

for every x ∈ Sε and hence the energy bound guarantees that Sε contains at
most 4E/ε elements. If each point in (R× int(Y )) \Sε satisfies (a) we are done.
Otherwise there is a point x ∈ (R × int(Y )) \ Sε with

inf
δ>0

sup
ν

∫

Bδ(x)

|FΞν |2 ≥ ε.

In this case we can choose a subsequence (still denoted by Ξν) such that
∫

B1/ν(x)

|FΞν |2 ≥ ε

2

for all ν. After passing to this subsequence we obtain a new strictly larger
set Sε. Continue by induction. The induction terminates when each point
x ∈ (R × int(Y )) \ Sε satisfies (a). It must terminate because in each step the
the set Sε contains at most 4E/ε points.

Step 2. We denote q := 4p/(p+ 4) ∈ (2, 4). If ε > 0 is sufficiently small and
S = Sε is as in Step 1, then there exists a subsequence, still denoted by Ξν ,
and a sequence of gauge transformations uν ∈ G((R × Y ) \ S) such that u∗νΞν
converges to Ξ∞ ∈ A1,q

loc((R × int(Y )) \ S) in the W 1,q-norm on every compact
subset of (R × int(Y )) \ S.

There are universal constants C0 ≥ 1 and C1 ≥ 1 such that

‖∇α‖L2 ≤ C0

(∥∥d+α
∥∥
L2 + ‖d∗α‖L2

)
, ‖α‖L4 ≤ C1 ‖∇α‖L2 (139)
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for α ∈ Ω1(B1(0)) supported in the interior of the Euclidean unit ball. These
inequalities are scale invariant, and for δ > 0 sufficiently small the metric in
geodesic coordinates on Bδ(x) is C1-close up to a conformal factor to the Eu-
clidean metric on B1(0). Hence the estimates (139) continue to hold with the
same constants C0 and C1 for every compactly supported 1-form on a geodesic
ball Bδ(x) ⊂ R × Y , provided that δ > 0 is sufficiently small.

Now fix 0 < ε ≤ (4C0C1CUh)
−1 and choose a finite set S = Sε ⊂ R× int(Y )

and a subsequence (still denoted by Ξν) as in Step 1. Since ε ≤ εUh it follows
from Uhlenbeck’s gauge that, for every x ∈ (R × int(Y )) \ S, there is a radius
δ > 0 and a gauge transformation uν,x ∈ G(Bδ(x)) such that

∥∥u∗ν,xΞν
∥∥
W 1,2(Bδ(x))

≤ CUhε, d∗(u∗ν,xΞν) = 0. (140)

By a global patching argument as in [10, Lemma 4.4.5] or [33, Proposition 7.6], it
suffices to construct gauge transformations, limit connections, and establish the
convergence on every compact deformation retract K ⊂ (R× int(Y ))\S. We fix
K and find a covering by finitely many of the Uhlenbeck gauge neighbourhoods
Bδi(xi). On each of these u∗ν,xi

Ξν satisfies (140). Now we fix a smooth cutoff
function h : Bδi(xi) → [0, 1] that vanishes near the boundary. Then

1
2

∥∥h · u∗ν,xi
Ξν
∥∥
W 2,2

≤ C0‖h∇d+(u∗ν,xi
Ξν)‖L2 + C‖u∗ν,xi

Ξν‖W 1,2

≤ C0

∥∥h∇
(
u−1
ν,xi

Xf (Ξν)
+uν,xi − 1

2 [u∗ν,xi
Ξν ∧ u∗ν,xi

Ξν ]
+
)∥∥
L2 + C

∥∥u∗ν,xi
Ξν
∥∥
W 1,2

≤ C0

∥∥u∗ν,xi
Ξν
∥∥
L4

∥∥∇
(
h · u∗ν,xi

Ξν
)∥∥
L4 + C

∥∥u∗ν,xi
Ξν
∥∥2

L4
+ C

∥∥u∗ν,xi
Ξν
∥∥
W 1,2

+ C0

(∥∥u−1
ν,xi

(
∇ΞνXf (Ξν)

)
uν,xi

∥∥
L2

+
∥∥u∗ν,xi

Ξν
∥∥
L2

‖Xf (Ξν)‖L∞

)

≤ C0C1CUhε
∥∥h · u∗ν,xi

Ξν
∥∥
W 2,2 + CC2

Uhε
2 + CCUhε

+ C0

(∥∥u−1
ν,xi

(
∇ΞνXf (Ξν)

)
uν,xi

∥∥
L2

+ CUhε ‖Xf (Ξν)‖L∞

)
.

Here all norms are in Bδi(xi) and C denotes a constant that only depends on h
and the radius δi. In the first step we have used (139) with α = ∂i(h · u∗ν,xi

Ξν),
i = 1, . . . , 4, and (140). In the last step we have used (140) and the inequality

∥∥∇(h · u∗ν,xi
Ξν)
∥∥
L4

≤ C1

∥∥h · u∗ν,xi
Ξν
∥∥
W 2,2

of (139). Since C0C1CUhε ≤ 1/4 and

‖∇ΞνXf (Ξν)‖L2(Bδi
(xi))

≤ C
(
1 + ‖FΞν‖L2(I×Y )

)

for an interval I ⊂ R with Bδi(xi) ⊂ I × Y we obtain a W 2,2-bound on u∗ν,xi
Ξν

over a slightly smaller ball in Bδi(xi) where h ≡ 1.
By Uhlenbeck’s patching procedure (see [32] or [33, Chapter 7]) the gauge

transformations uν,xi can then be interpolated to find uν ∈ G(K) such that u∗νΞν
is bounded in W 2,2(K). The compact Sobolev embedding W 2,2(K) ↪→ W 1,q(K)
for q < 4 then provides a W 1,q-convergent subsequence u∗νΞν → Ξ∞ ∈ A1,q(K).
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Step 3. We prove the theorem with ~ = ε/4 where ε is as in Step 2. In partic-
ular, we remove the singularities to find Ξ̃∞ ∈ A(R × int(Y )), a subsequence,
and gauge transformations ũν ∈ G((R × int(Y )) \ S) such that ũ∗νΞν → Ξ̃∞ in
the W 1,p-norm on every compact subset of (R × int(Y )) \ S.

Step 2 gives u∗νΞν → Ξ∞ ∈ A1,q
loc((R × int(Y )) \ S) with q > 2. This implies L2-

convergence of the curvature on every compact subset of (R × int(Y )) \ S, and
hence with the exhausting sequence Kδ := ([−δ−1, δ−1] × Y ) \Bδ(S ∪ R × ∂Y )

∫

R×Y

|FΞ∞ |2 = lim
δ→0

∫

Kδ

|FΞ∞ |2 = lim
δ→0

lim
ν→∞

∫

Kδ

|FΞν |2 ≤ E.

Next we consider small annuli around the singularities and denote their union,
for k ∈ N sufficiently large, by

Ak := B21−k(S) \B2−k (S).

Then
∫
Ak

|FΞ∞ |2 → 0 as k → ∞ since the above limit exists. For sufficiently
large k we can now patch Uhlenbeck gauges to obtain a gauge transformation
uk ∈ G(Ak) such that ‖u∗kΞ∞‖L4(Ak) ≤ C‖FΞ∞‖L2(Ak) → 0. The patching
procedure does not introduce k-dependent constants or a flat connection since
the inequality is scale invariant and each annulus can be covered by two balls
whose intersection is connected and simply connected (see [10, 4.4.10]).

We extend uk to (R × Y ) \ S and denote

Ξ′
k := (uνk

uk)
∗Ξνk

.

Here we pick a subsequence νk → ∞ such that

∥∥Fu∗
νk

Ξνk

∥∥2

L2(Ak0
)
≤ 2 ‖FΞ∞‖2

L2(Ak0
)

for all k ≥ k0 sufficiently large, and

lim
k→∞

sup
`≥k

∥∥u∗ν`
Ξν`

− Ξ∞

∥∥
L4(Ak)

= 0

In particular, we have ‖Ξ′
k‖L4(Ak) → 0 as k → ∞. Now consider the sequence

of extended connections

Ξ̃k := hk · Ξ′
k ∈ A(R × Y ),

where hk : R × Y → [0, 1] is a cutoff function that vanishes on B2−k(S), varies
smoothly on Ak with |dhk| ≤ 2k+1, and equals to 1 on the complement of
B21−k(S). The curvature of the extended connections is

FΞ̃k
= hk · FΞ′

k
+ 1

2 (h2
k − hk)[Ξ

′
k ∧ Ξ′

k ] + dhk ∧ Ξ′
k.
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So for δ = 2−`, and k ≥ `+ 1 we have
∫

Bδ(S)

|FΞ̃k
|2

≤ 2

∫

Bδ(S)\B
21−k (S)

|FΞ∞ |2 +

∫

Ak

(
h2
k|FΞ′

k
|2 + |h2

k − hk|2|Ξ′
k|4 + |dhk|2 · |Ξ′

k |2
)

≤ 2

∫

Bδ(S)\B
2−k (S)

|FΞ∞ |2 + ‖Ξ′
k‖4
L4(Ak) + 22k+2Vol(Ak)

1
2 ‖Ξ′

k‖2
L4(Ak).

The right hand side converges to 2
∫
Bδ(S) |FΞ∞ |2 as k → ∞, so for sufficiently

small δ = 2−` we have locally small energy supk
∫
Bδ(x) |FΞ̃k

|2 ≤ ε at every

x ∈ R× int(Y ) for the subsequence (Ξ̃k)k≥`. (For x /∈ S this is true by Step 1.)
Now we can find an Uhlenbeck gauge vk ∈ G(Bδ(S)) such that

d∗(v∗kΞ̃k) = 0,
∥∥v∗kΞ̃k

∥∥
W 1,2(Bδ(S))

≤ CUhε. (141)

The W 1,2-bound allows us to choose a W 1,2-weakly convergent subsequence

v∗kΞ̃k → Ξ̃∞ ∈ A1,2(Bδ(S)).

On the other hand, for every closed ball D ⊂ Bδ(S) \ S and every sufficiently
large k (such that hk|D ≡ 1) the same estimate as in Step 2 provides W 2,2-
bounds on v∗kΞ̃k|D and thus W 1,q-convergence v∗kΞ̃k → Ξ̃∞ ∈ A1,q

loc(Bδ(S) \ S)
on every compact subset.

We can extend the gauge transformations vk ∈ G(Bδ(S)) by Uhlenbeck’s
patching procedure to a compact deformation retract S ⊂ K ⊂ R × int(Y )
(which is covered by Bδ(S) and finitely many balls in (R×int(Y ))\S on which we
also have an Uhlenbeck gauge and hence W 2,2-bounds), and to R×int(Y ) by the
general extension procedure [33, Proposition 7.6]. This provides a subsequence
and gauge transformations vk ∈ G(R × int(Y )) such that the v∗kΞ̃k converge in
the W 1,q-norm on every compact subset of (R× int(Y ))\S to a limit connection
Ξ̃∞ ∈ A1,q

loc((R × int(Y )) \ S). In particular, this means that

ũ∗νk
Ξνk

→ Ξ̃∞, ũνk
:= uνk

ukvk ∈ G((R × int(Y )) \ S),

because Ξ̃k = (uνk
uk)

∗Ξνk
on compact subsets of (R×int(Y ))\S. Moreover, the

limit connection extends to S such that v∗kΞ̃k → Ξ̃∞ ∈ A1,2(Bδ(S)) converges
W 1,2-weakly and L4-weakly.

Since Ξ̃∞ is of class W 1,2, the perturbation Xf (Ξ̃∞) ∈ L∞(R × Y ) is well
defined, and we claim that

Xf (v
∗
kΞ̃k) → Xf (Ξ̃∞), ũ−1

νk
Xf (Ξνk

)ũνk
→ Xf (Ξ̃∞) (142)

in the Lp-norm on every compact subset of R × Y . If S does not intersect
the support suppXf :=

⋃N
i=1 R × im γi of the perturbation then Ξ̃∞|suppXf

is

the W 1,q
loc -limit of v∗kΞ̃k|suppXf

= v∗kΞ
′
k|suppXf

= ũ∗νk
Ξνk

|suppXf
and the claim
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follows directly from Remark D.2 and the Sobolev embedding W 1,q ↪→ Lp on
compact subsets of R × Y . If S does intersect the set suppXf at some points
(sj , γij (θj , zj))j=1,...,n ⊂ S, then we have

Xf (v
∗
kΞ̃k) = v−1

k Xf (hkΞ
′
k)vk = v−1

k Xf (Ξ
′
k)vk = ũ−1

νk
Xf (Ξνk

)ũνk

only on the complement of a solid cylinder neighbourhood Zk of the loops
(sj , γij (S

1, zj)) ⊂ R × Y . More precisely, Zk ⊂ R × int(Y ) is given by the
union of all loops (s, γi(S

1, z)) that intersect the support of 1 − hk. It thus
is a union of solid cylinders whose width is of order 21−k. If we fix the cylin-
der neighbourhood Zk0 , then the previous argument still applies for k ≥ k0 to
give Lp-convergence on the complement of Zk0 . The remaining Zk0 has volume
of order 23−3k0 , and the perturbations Xf (Ξ̃∞), Xf (v

∗
kΞ̃k), and Xf (Ξνk

) are
all uniformly bounded by Proposition D.1 (iii) (with k = 0). So we see that
‖Xf (v

∗
kΞ̃k)−Xf (Ξ̃∞)‖Lp(Zk0

) and ‖ũ−1
νk
Xf (Ξνk

)ũνk
−Xf (Ξ̃∞)‖Lp(Zk0

) also con-
verge to zero as we let k ≥ k0 → ∞. This proves (142).

A first consequence is that the limit connection satisfies

(
FΞ̃∞

+Xf (Ξ̃∞)
)+

= 0 (143)

because this is the local weak L2-limit of
(
Fv∗k Ξ̃k

+Xf (v
∗
kΞ̃k)

)+
and

∥∥(Fv∗k Ξ̃k
+Xf (v

∗
kΞ̃k)

)+∥∥
L2(R×Y )

=
∥∥(FhkΞ′

k
+Xf (hkΞ

′
k)
)+ − (uνk

uk)
−1
(
FΞνk

+Xf (Ξνk
)
)+

(uνk
uk)
∥∥
L2(R×Y )

≤
∥∥FhkΞ′

k
− FΞ′

k

∥∥
L2(Ak)

+
∥∥Xf (hkΞ

′
k) − (uνk

uk)
−1Xf (Ξνk

)(uνk
uk)
∥∥
L2(Zk)

,

which converges to zero by similar estimates as before. Another consequence is
the energy identity: We have

Fv∗kΞ̃k
+Xf (v

∗
kΞ̃k) → FΞ̃∞

+Xf (Ξ̃∞)

in the L2-norm on every compact subset of (R × int(Y )) \ S. So, exhausting
R × Y with

Kδ :=
(
[−δ−1, δ−1] × Y

)
\Bδ(S ∪ R × ∂Y ),
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we have

Ef (Ξ̃∞)

= lim
δ→0

1

2

∫

Kδ

∣∣FΞ̃∞
+Xf (Ξ̃∞)

∣∣2 = lim
δ→0

lim
k→∞

1

2

∫

Kδ

∣∣FΞ̃k
+Xf (Ξ̃k)

∣∣2

≤ lim
δ→0

lim
k→∞

1

2

(∫

Kδ

∣∣FΞνk
+Xf (Ξνk

)
∣∣2 +

∫

Kδ

∣∣FhkΞ′
k
− FΞ′

k

∣∣2

+

∫

Kδ

∣∣Xf (hkΞ
′
k) − (uνk

uk)
−1Xf (Ξνk

)(uνk
uk)
∣∣2
)

= lim
δ→0

lim
k→∞

1

2

(∫

[−δ−1,δ−1]×Y

∣∣FΞνk
+Xf (Ξνk

)
∣∣2 −

∫

Bδ(S)

∣∣FΞνk
+Xf (Ξνk

)
∣∣2
)

≤ lim sup
ν→∞

Ef (Ξν) −N~.

Here ~ := ε/4 with ε > 0 as in Step 2.
It follows from (141) and (143) that

d∗Ξ̃∞ = 0,
∥∥Ξ̃∞

∥∥
L4(Bδ(S))

≤ CUhε, F+

Ξ̃∞
∈ L∞(R × Y ).

This implies Ξ̃∞ ∈ A1,3(Bδ/2(S)) by a standard argument as in [10, Proposi-
tion 4.4.13], using the estimate

∥∥A
∥∥
W 1,3 ≤ C

(∥∥d∗A
∥∥
L3 +

∥∥F+
A

∥∥
L3 +

∥∥A
∥∥
L4

∥∥A
∥∥
W 1,3

)

for compactly supported A ∈ A(Bδ(S)). Hence we have Ξ̃∞ ∈ A1,3
loc(R× int(Y )).

Now the standard regularity theory for anti-self-dual connections (e.g. [33, Chap-
ter 9]) together with Remark D.2, for control of the perturbation, provides
another gauge transformation that makes Ξ̃∞ smooth and does not affect the
convergence.

It remains to strengthen the convergence

ũ∗νk
Ξνk → Ξ̃∞

on (R × int(Y )) \ S to the W 1,p
loc -topology. Again, it suffices to construct the

required subsequence and gauge transformations on a compact deformation re-
tract K ⊂ (R × int(Y )) \ S. We pick a compact submanifold

M ⊂ (R × int(Y )) \ S

such that K ⊂ int(M) and apply the local slice theorem (e.g. [33, Theorem 8.1])
to find gauge transformations uνk

∈ G(M) such that

d∗
Ξ̃∞

(u∗νk
Ξνk

− Ξ̃∞) = 0, lim
k→∞

∥∥u∗νk
Ξνk

− Ξ̃∞

∥∥
W 1,q(M)

= 0.

Since ũ∗νk
Ξνk

|M has the same W 1,q-limit, the gauge transformations ũ−1
νk
uνk

∈
G(M) converge, for a further subsequence, in the weak W 2,q(M)-topology to an
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element u∞ of the isotropy subgroup of Ξ̃∞. We can make sure that this limit
is in fact 1l, by modifying uνk

to uνk
u−1
∞ in the local slice gauge. With this we

have

lim
k→∞

∥∥u∗νk
Ξνk

− Ξ̃∞

∥∥
Lp(M)

= 0, lim
k→∞

∥∥d∗(u∗νk
Ξνk

− Ξ̃∞)
∥∥
Lp(M)

= 0,

so we can use the elliptic estimate for d+ ⊕ d∗ on M . For that purpose fix a
cutoff function h : M → [0, 1] with h|K ≡ 1 and h ≡ 0 near ∂M . Then

∥∥d+
(
h(u∗νk

Ξνk
− Ξ̃∞)

)∥∥
p

≤ Ch
∥∥u∗νk

Ξνk
− Ξ̃∞

∥∥
p

+
∥∥Xf (Ξ̃∞) − u−1

νk
Xf (Ξνk

)uνk

∥∥
p

+
∥∥h[Ξ̃∞ ∧ Ξ̃∞]+ − h[u∗νk

Ξνk
∧ u∗νk

Ξνk
]+
∥∥
p
.

Here the constant Ch := ‖∇h‖∞ is finite, so the first term converges to zero
as k → ∞. The second term also converges to zero due to (142) and the
C0-convergence ũ−1

νk
uνk

→ 1l. Finally, the third term can be bounded by the

constant
(
2‖Ξ̃∞‖L∞ + CS‖h(u∗νk

Ξνk
− Ξ̃∞)‖W 1,p

)
‖u∗νk

Ξνk
− Ξ̃∞‖Lp with a con-

stant CS from the Sobolev embedding W 1,p(M) ↪→ C0(M). Now apply the ellip-
tic estimate for d+⊕d∗ to the compactly supported 1-form ηk := h(u∗νk

Ξνk
−Ξ̃∞)

to obtain

‖ηk‖W 1,p ≤ C
(
1+‖ηk‖W 1,p

)∥∥u∗νk
Ξνk

− Ξ̃∞

∥∥
p
+C

∥∥Xf (Ξ̃∞)−u−1
νk
Xf (Ξνk

)uνk

∥∥
p

with a finite constant C. Since ‖u∗νk
Ξνk

− Ξ̃∞‖Lp(M) → 0 this can be rearranged
to prove that

∥∥u∗νk
Ξνk

− Ξ̃∞

∥∥
W 1,p(K)

≤ ‖ηk‖W 1,p(M) → 0.

This finishes the proof of Step 3 and the theorem.

E The Lagrangian and its tangent bundle

For any compact manifold X , any integer k ≥ 0, and any p > 1 we denote the
space of W k,p-connections by

Ak,p(X) := W k,p(X,T∗X ⊗ g).

If (k + 1)p > dimX then the gauge group

Gk+1,p(X) := W k+1,p(X,G)

acts smoothly on Ak,p(X). For p = ∞ we denote by Ak,∞(X) the space of
Ck-connections; similarly for Gk,∞(X).

Let Y be a compact oriented Riemannian 3-manifold with boundary ∂Y = Σ
and L ⊂ A(Σ) be a gauge invariant Lagrangian submanifold (in the sense of
(L1) of the introduction) such that L/Gz(Σ) is compact. For (k + 1)p > 2 the
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W k,p-closure of L is a Banach submanifold of Ak,p(Σ), which we denote by Lk,p.
(This follows from the Sobolev embedding W k,p(Σ) ↪→ Lq(Σ) with q > 2 and
the fact that the Lq-Banach submanifold coordinates in [34, Lemma 4.3] restrict
to W k,p-coordinates.) Again, we denote by Lk,∞ the Ck-completion. Denote

Ak,p(Y,L) := {A ∈ Ak,p(Y )
∣∣A|∂Y ∈ L0,q}.

This is a Banach submanifold of Ak,p(Y ) for (k + 1)p > 3 since the restriction
map Ak,p(Y ) ↪→ A0,q(Σ) with q > 2 is smooth and transverse to L. Theorem E.4
will provide a gauge equivariant exponential map for A1,p(Y,L), from which we
construct an exponential map for A1,p(R × Y,L;B−, B+) in Corollary E.5.

Moreover, consider the vector bundle E → A(Y,L) with fibre

EA := Ω1
A(Y, g) =

{
α ∈ Ω1(Y, g)

∣∣ ∗ α|∂Y = 0, α|∂Y ∈ TAL
}
.

In Theorem E.2 below we construct local trivializations of E . In a preliminary
step we construct local trivializations of the tangent bundle of L. Note that
these trivializations extend to the fibrewise L2-closure of the tangent bundle
although it is not known whether the L2-closure of L is smooth.

Theorem E.1. For every A0 ∈ L there exists a neighbourhood U ⊂ L of A0

(open in the C0-topology) and a family of bijective linear operators

PA : Ω1(Σ, g) → Ω1(Σ, g),

parametrized by A ∈ U , such that the following holds.

(i) PA0
= 1l.

(ii) For every A ∈ U and every α ∈ Ω1(Σ, g) we have

PAα ∈ TAL ⇐⇒ α ∈ TA0
L.

(iii) For every integer k ≥ 0 and every p > 1 the operator PA extends to a
Banach space isomorphism from W k,p(Σ,T∗Σ⊗ g) to itself; this extended
operator depends smoothly on A ∈ Lk,∞ with respect to the operator norm
on PA.

(iv) For every integer k ≥ 0, every p > 1, every λ ∈ [0, 1], and every A ∈ U k,∞
the operator λ1l+ (1−λ)PA extends to a Banach space isomorphism from
W k,p(Σ,T∗Σ ⊗ g) to itself. Here Uk,∞ denotes the interior of the closure
of U in Lk,∞.

Proof. Choose a 3-dimensional subspace E ⊂ Ω0(Σ, g) such that the restriction
of dA0

: Ω0(Σ, g) → Ω1(Σ, g) to E⊥ (the L2-orthogonal complement of E) is
injective. Then there is a constant C such that ‖ξ‖W 1,2 ≤ C‖dA0

ξ‖L2 for all
ξ ∈ E⊥. This estimate continues to hold for each A ∈ L that is sufficiently close
to A0 in the C0-norm. Hence there is a C0-open neighbourhood U ⊂ L of A0

such that dA : E⊥ → Ω1(Σ, g) is injective for every A ∈ U . Define

H1
A,E :=

{
α ∈ Ω1(Σ, g)

∣∣ ∗ dAα ∈ E, d∗
Aα ∈ E

}
.
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Then, for every A ∈ U , there is a generalized Hodge decomposition

Ω1(Σ, g) = H1
A,E ⊕ dA(E⊥) ⊕ ∗dA(E⊥). (144)

The three summands in (144) are orthogonal to each other and the generalized
Hodge decomposition extends to each Sobolev completion Ak,p(Σ) in the usual
fashion. This uses the fact that the operator

∆A,E := d∗
AdA : Ω0(Σ, g) ⊃ E⊥ → Ω0(Σ, g)/E

extends to an isomorphism from W k+2,p to W k,p (with p > 1) for every A ∈ U .
(The operators ∆A,E are all injective and compact perturbations of the iso-
morphism ∆A0,E.) The standard Hodge decomposition corresponds to the case
E = ker dA. The reason for our construction with E independent of A is the
need for a Hodge decomposition which depends smoothly on A.

The Lagrangian submanifold L gives rise to another L2-orthogonal decom-
position, Ω1(Σ, g) = TAL ⊕ ∗TAL, see [34, Lemma 4.2]. Since dA(E⊥) ⊂ TAL
and ∗dA(E⊥) is perpendicular to TAL it follows from (144) that we have
TAL = ΛA ⊕ dA(E⊥), where

ΛA := H1
A,E ∩ TAL

is a Lagrangian subspace ofH1
A,E . Hence there is a refined Hodge decomposition

Ω1(Σ, g) = ΛA ⊕ ∗ΛA ⊕ dA(E⊥) ⊕ ∗dA(E⊥). (145)

For A ∈ U we define a bijective linear operator PA : Ω1(Σ, g) → Ω1(Σ, g) by

PA(α0 + ∗β0 + dA0
ξ + ∗dA0

η) := ΠAα0 + ∗ΠAβ0 + dAξ + ∗dAη

for α0, β0 ∈ ΛA0
and ξ, η ∈ E⊥ ⊂ Ω0(Σ, g), where

ΠA : Ω1(Σ, g) → ΛA

denotes the L2-orthogonal projection. (Shrink U , if necessary, so that the re-
striction of ΠA to ΛA0

is a vector space isomorphism for every A ∈ U .) Note
that PA0

= Id and PAα ∈ TAL iff α ∈ TA0
L. We claim that each operator PA

extends to a Banach space automorphism of TAAk,p(Σ) = W k,p(Σ,T∗Σ⊗g) for
all k and p, and this automorphism depends smoothly on A ∈ Lk,∞. To prove
this we write PA as the composition of three linear operators. The first is the
Banach space isomorphism

W k,p(Σ,T∗Σ ⊗ g) → ΛA0
× ΛA0

×W k+1,p
E (Σ, g) ×W k+1,p

E (Σ, g)

induced by the Hodge decomposition for A0. Here W k+1,p
E (Σ, g) denotes the

L2-orthogonal complement of E in W k+1,p(Σ, g). The second operator is the re-

striction of ΠA on the factors ΛA0
and is the identity on the factorsW k+1,p

E (Σ, g).
We think of the target space of this second operator as the product

W k,p(Σ,T∗Σ ⊗ g) ×W k,p(Σ,T∗Σ ⊗ g) ×W k+1,p
E (Σ, g) ×W k+1,p

E (Σ, g).
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The third operator maps this product to to W k,p(Σ,T∗Σ ⊗ g) via

(α, β, ξ, η) 7→ α+ ∗β + dAξ + ∗dAη.

The first operator is independent of A and the third depends smoothly on
A ∈ Lk,∞. By the Hodge decomposition for A it restricts to an isomorphism
from ΛA ×ΛA ×W k+1,p

E (Σ, g)×W k+1,p
E (Σ, g) to W k,p(Σ,T∗Σ⊗ g). It remains

to prove that the map

Uk,∞ → Hom(ΛA0
,W k,p(Σ,T∗Σ ⊗ g)) : A 7→ ΠA

is smooth. To see this we write ΠA as the composition of two projections

ΠA = ΠH1
A,E

◦ ΠTAL|ΛA0
.

Here ΠH1
A,E

: W k,p(Σ,T∗Σ⊗g) →W k,p(Σ,T∗Σ⊗g) denotes the L2-orthogonal

projection onto H1
A,E given by

ΠH1
A,E

α := α− dA∆−1
A,E(d∗

Aα) + ∗dA∆−1
A,E(∗dAα).

It depends smoothly on A ∈ Lk,∞ ∩ U since the same holds for the operator
∆A,E : W k+1,p

E (Σ, g) →W k−1,p(Σ, g)/E and its inverse. The operator

ΠTAL : W k,p(Σ,T∗Σ ⊗ g) → W k,p(Σ,T∗Σ ⊗ g)

denotes the L2-orthogonal projection onto TALk,p. For (k + 1)p > 2 we know
that Lk,p ⊂ Ak,p(Σ) is a Banach submanifold, so ΠTAL depends smoothly on
A ∈ Lk,p, and this proves that ΠA depends smoothly on A ∈ Lk,∞. In the case
(k+1)p ≤ 2, i.e. k = 0, p ≤ 2, we have A0,3(Σ) ⊂ Ak,p(Σ). The Lp- and the L3-
norm are equivalent on the finite dimensional space ΛA0

⊂ Ω1(Σ, g). Hence ΠA

is the composition of the projection ΠTAL : L3(Σ,T∗Σ ⊗ G) → L3(Σ,T∗Σ ⊗ G),
restricted to ΛA0

, the inclusion L3(Σ,T∗Σ ⊗ G) ↪→ Lp(Σ,T∗Σ ⊗ G), and the
projection ΠH1

A,E
: Lp(Σ,T∗Σ ⊗ G) → Lp(Σ,T∗Σ ⊗ G). All of these depend

smoothly on A ∈ L0,∞.
To prove (iv) shrink U such that ‖1l − PA‖L(L2) ≤ 1/2 for all A ∈ U . Then

λ1l + (1 − λ)PA is invertible on L2 for every λ ∈ [0, 1] and every A ∈ U0,∞.
Invertibility on W k,p for A ∈ Uk,∞ now follows from elliptic regularity for the
Laplace operator. This proves the theorem.

Theorem E.2. For every A0 ∈ A(Y,L) there is a neighbourhood U ⊂ A(Y,L)
of A0 (open in the C0-topology) and a family of bijective linear operators

QA : Ω1(Y, g) → Ω1(Y, g),

parametrized by A ∈ U , such that the following holds.

(i) QA0
= 1l.
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(ii) For every A ∈ U and every α ∈ Ω1(Y, g) we have

QAα ∈ Ω1
A(Y, g) ⇐⇒ α ∈ Ω1

A0
(Y, g).

Moreover, ∗(QAα)|∂Y = ∗α|∂Y and (QAα)|∂Y = 0 iff α|∂Y = 0.

(iii) For every integer k ≥ 0 and every p > 1 the operator QA extends to a
Banach space isomorphism from W k,p(Y,T∗Y ⊗ g) to itself; this extended
operator depends smoothly on A ∈ Ak,∞(Y,L) with respect to the operator
norm on QA.

Proof. Choose geodesic normal coordinates to identify a neighbourhood of ∂Y
with the product (−ε, 0] × Σ via an orientation preserving embedding

ι : (−ε, 0] × Σ → Y.

For a connection A ∈ A(Y,L) and a 1-form α ∈ Ω1(Y, g) we write the pullbacks
under ι in the form

ι∗A =: B(t) + Ψ(t) dt, ι∗α =: β(t) + ψ(t) dt. (146)

Then B(0) = A|Σ ∈ L. Choose a neighbourhood U0 ⊂ L of B0 := A0|Σ
(open in the C0-topology) and an operator family PB : Ω1(Σ, g) → Ω1(Σ, g),
parametrized by B ∈ U0, which satisfies the requirements of Theorem E.1.
Then we have PB0

= 1l. Now

U :=
{
A ∈ A(Y,L)

∣∣A|Σ ∈ U0

}

is a C0-open neighbourhood of A0. For A ∈ U we define the bijective linear
operator QA : Ω1(Y, g) → Ω1(Y, g) by

ι∗(QAα) := h(t)β(t) + (1 − h(t))PA|Σβ(t) + ψ(t) dt

for ι∗α of the form (146), and by QAα := α outside of the image of ι. Here
h : (−ε, 0] → [0, 1] is a smooth cutoff function that vanishes near 0 and equals
to 1 near −ε. The operator family {QA}A∈U satisfies conditions (i)-(iii).

The construction of exponential maps will be based on the following.

Lemma E.3. Fix a constant p > 2. There is an open neighbourhood

U0,p ⊂ Lp(Σ,T∗Σ ⊗ g)

of zero and a smooth map

L0,p × U0,p → A0,p(Σ) : (A,α) 7→ ΘA(α)

satisfying the following conditions:
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(i) For every A ∈ L0,p the map ΘA : U0,p → A0,p(Σ) is a diffeomorphism from
U0,p onto an Lp-open neighbourhood of A in A0,p(Σ) such that ΘA(0) = A
and DΘA(0) = Id. In particular, there is a uniform constant C such that

‖ΘA(α) − ΘA(α′)‖Lp ≤ C‖α− α′‖Lp

‖DΘA(α)β −DΘA(α′)β‖Lp ≤ C‖α− α′‖Lp‖β‖Lp

for all A ∈ L0,p, α ∈ U0,p, β ∈ Lp(Σ,T∗Σ ⊗ g).

(ii) Θ is gauge equivariant in the sense that for u ∈ G1,p(Σ)

Θu∗A(u−1αu) = u∗ΘA(α).

(iii) For every A ∈ L0,p

ΘA(TAL0,p ∩ U0,p) = L0,p ∩ ΘA(U0,p).

(iv) For every integer k ≥ 1 and every A ∈ Lk,p the restriction of ΘA to the
intersection Uk,p := U0,p∩W k,p is a diffeomorphism onto its (open) image
in Ak,p(Σ). It depends smoothly on A ∈ Lk,p and satisfies

‖ΘA(α) − ΘA(α′)‖W 1,p ≤ C(1 + ‖A‖L∞)‖α− α′‖W 1,p ,

‖DΘA(α)β −DΘA(α′)β‖W 1,p ≤ C(1 + ‖A‖L∞)‖α− α′‖W 1,p‖β‖W 1,p

for all A ∈ L1,p, α, α′ ∈ U1,p, and β ∈ W 1,p(Σ,T∗Σ ⊗ g) with a uniform
constant C.

(v) The restriction of Θ to an open neighbourhood of the zero section in the
subbundle ∗TL0,p ⊂ L0,p × U0,p is a diffeomorphism onto an open neigh-
bourhood W0,p ⊂ A0,p(Σ) of L0,p. The composition of its inverse with the
projection onto L0,p

π : W0,p → L0,p

is gauge equivariant and maps Wk,p := W0,p ∩W k,p to Lk,p for every k.

Proof. Since L0,p/G1,p(Σ) is compact it suffices to provide the construction for
smooth A ∈ L. The smooth extension to L0,p is then provided by the equivari-
ance (ii). For every smooth connection A ∈ L we have an L2-orthogonal direct
sum decomposition from [34, Lemma 4.2],

Lp(Σ,T∗Σ ⊗ g) = TAL0,p ⊕ ∗TAL0,p. (147)

Moreover, TAL0,p = LA ⊕ dAW
1,p(Σ, g), where LA := TAL0,p ∩ h1

A ⊂ Ω1(Σ, g)
is the intersection of TAL with the harmonic (and thus smooth) 1-forms

h1
A := kerdA ∩ kerd∗

A ⊂ Ω1(Σ, g).

We denote the L2–orthogonal projection in (147) by

πA : Lp(Σ,T∗Σ ⊗ g) → TAL0,p.
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It smoothly depends on A ∈ L, is gauge equivariant πu∗A(u−1αu) = u−1πA(α)u,
and satisfies d∗

A ◦ πA = d∗
A because im dA ⊂ TAL0,p. By standard Hodge the-

ory, this projection restricts to a bounded linear operator from the subspace
W k,p(Σ,T∗Σ ⊗ g) to TALk,p = LA ⊕ dAW

k+1,p(Σ, g) for every integer k ≥ 1.
For each A ∈ L the map

L0,p → TAL0,p : B 7→ πA(B − A)

is smooth and its differential at B = A is the identity. Hence it restricts to a
diffeomorphism from an Lp–open neighbourhood of A onto an open set

V0,p
A ⊂ TAL0,p.

We denote its inverse by
ψA : V0,p

A → L0,p.

It follows immediately from the definition that ψ is smooth and gauge equivari-
ant in the sense that

ψu∗A(u−1αu) = u∗ψA(α)

for all A ∈ L, u ∈ G(Σ) and α ∈ V0,p
A . Its differential at 0 is the identity,

DψA(0) = Id, hence on a small ball {‖α‖Lp ≤ δ} ⊃ V0,p
A , we can bound the

Lp-operator norm ‖DψA(α)‖ ≤ 2, and thus obtain a linear estimate for all
α, α′ ∈ V0,p

A

‖ψA(α) − ψA(α′)‖Lp ≤
∫ 1

0

‖DψA(tα+ (1 − t)α′)‖‖α− α′‖Lp ≤ 2‖α− α′‖Lp .

Similarly, since DψA is continuously differentiable, we obtain for all α, α′ in (the
possibly smaller) V0,p

A and all β ∈ TAL0,p

‖DψA(α)β −DψA(α′)β‖Lp ≤ C‖α− α′‖Lp‖β‖Lp

with a uniform constant C. (In fact, C is also independent of A ∈ L since the
estimates are gauge invariant and L/G(Σ) is compact). In particular, we have

‖ψA(α) −A‖Lp ≤ 2‖α‖Lp , ‖DψA(α)β − β‖Lp ≤ C‖α‖Lp‖β‖Lp .

Moreover, ψA maps the intersection Vk,pA := V0,p
A ∩W k,p to W k,p-regular points

in Lk,p because FψA(α) = 0 and

d∗
A(ψA(α) −A) = d∗

A

(
πA(ψA(α) −A)

)
= d∗

Aα ∈ W k−1,p(Σ, g).

In fact, we obtain an estimate for all A ∈ L1,p, α, α′ ∈ V1,p
A (denoting all uniform

constants by C)

‖ψA(α) − ψA(α′)‖W 1,p

≤ C
(∥∥d
(
ψA(α) − ψA(α′)

)∥∥
p

+
∥∥d∗
(
ψA(α) − ψA(α′)

)∥∥
p

+
∥∥ψA(α) − ψA(α′)

∥∥
p

)

≤ C
(
‖ψA(α) − ψA(α′)

∥∥
p

+ ‖ψA(α′) − A‖p
)
‖ψA(α) − ψA(α′)

∥∥
∞

+ C
∥∥d∗

A(α− α′)
∥∥
p

+ C‖A‖∞‖ψA(α) − ψA(α′)‖p + C‖α− α′‖p
≤ C(1 + ‖A‖∞)‖α− α′‖W 1,p + C

(
‖α− α′‖p + ‖α′‖p

)
‖ψA(α) − ψA(α′)

∥∥
W 1,p .
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If we choose V0,p
A sufficiently small, then the second term can be absorbed into

the left hand side, which proves

‖ψA(α)−ψA(α′)‖W 1,p ≤ C(1+‖A‖L∞)‖α−α′‖W 1,p ∀A ∈ L1,p, α, α′ ∈ V1,p
A .

Note that this estimate does not simply follow from smoothness of ψA since V1,p
A

is not even bounded in the W 1,p-norm. Similarly, we obtain uniform estimates
for the linearization DψA of ψA using the identities dψA(α)(DψA(α)β) = 0 =
dAβ and d∗

A(DψA(α)β) = d∗
Aβ,

‖DψA(α)β −DψA(α′)β‖W 1,p

≤ C
(∥∥d
(
DψA(α)β −DψA(α′)β

)∥∥
p

+
∥∥d∗
(
DψA(α)β −DψA(α′)β

)∥∥
p

+
∥∥DψA(α)β −DψA(α′)β

∥∥
p

)

≤ C(1 + ‖A‖∞)‖(DψA(α) −DψA(α′))β‖p + ‖ψA(α) − ψA(α′)‖∞‖DψA(α)β‖p
+ C‖ψA(α′) −A‖p

∥∥DψA(α)β −DψA(α′)β
∥∥
∞

≤ C(1 + ‖A‖∞)‖α− α′‖p‖β‖p + C‖α− α′‖W 1,p(1 + ‖α′‖p)‖β‖p
+ C‖α‖Lp

∥∥DψA(α)β −DψA(α′)β
∥∥
W 1,p .

For V0,p
A sufficiently small, this can be rearranged to

‖DψA(α)β −DψA(α′)β‖W 1,p ≤ C(1 + ‖A‖L∞)‖α− α′‖W 1,p‖β‖Lp .

Now choose an open neighbourhood U0,p ⊂ Lp(Σ,T∗Σ ⊗ g) of 0 such that

πA(U0,p) ⊂ V0,p
A

for every A ∈ L. Then the map ΘA : U0,p → A0,p(Σ) defined by

ΘA(α) := ψA(πA(α)) + α− πA(α)

has the required properties. The estimates for ΘA follow from the linearity
of πA and the linear estimates for ψA. To check (v) note that the differential
of Θ|∗TL0,p at (A, 0) is the isomorphism TAL0,p × ∗TAL0,p → Lp(Σ,T∗Σ ⊗ g),
(η, β) 7→ η + β. So the restriction of Θ to ∗TL0,p is a local diffeomorphism near
the zero section. To see that it is globally injective we assume by contradiction
that ΘAi(αi) = ΘBi(βi) for some Ai, Bi ∈ L0,p and some αi, βi ∈ ∗TAiL0,p with
‖αi‖Lp + ‖βi‖Lp → 0. Since Θ is equivariant and L0,p/G1,p(Σ) is compact, we
can assume w.l.o.g. Ai → A∞ and u∗iBi → B̃∞ in the C∞-topology for some
ui ∈ G1,p(Σ). Then ΘAi(αi) → A∞ and u∗iΘAi(αi) = Θu∗

iBi(u
−1
i βiui) → B̃∞,

so we can find a convergent subsequence ui → u∞ ∈ G(Σ). Consequently
Bi → u−1 ∗

∞ B̃∞ = A∞ has the same limit as Ai, in contradiction to the local
injectivity of Θ|∗TL0,p .

Theorem E.4. Fix a constant p > 2 and a compact subset N ⊂ A1,p(Y,L).
Then there is an open neighbourhood U ⊂ TA1,p(Y,L) of the zero section over
N and a smooth map

U → A1,p(Y,L) : (A,α) 7→ EA(α)

satisfying the following conditions:
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(i) For every A ∈ A1,p(Y,L) the map EA : U ∩ TAA1,p(Y,L) → A1,p(Y,L) is
a diffeomorphism from a neighbourhood of 0 onto a neighbourhood of A
such that EA(0) = A and dEA(0) = Id.

(ii) E is gauge equivariant in the sense that for u ∈ G1,p(Y )

Eu∗A(u−1αu) = u∗EA(α).

Proof. Our construction will be based on the two maps from Lemma E.3,

Θ : L0,p × U0,p → A0,p(Σ), π : W0,p → L0,p.

We start by fixing a tubular neighbourhood τ : (−1, 0]×Σ ↪→ Y of the boundary
∂Y ∼= {0} × Σ such that τ∗A|{t}×Σ ∈ W0,p for all A ∈ N and t ∈ (−1, 0]. This
is possible since τ∗N ⊂W 1,p((−1, 0] × Σ) ⊂ C0((−1, 0],A0,p(Σ)) is compact.

On the complement of the image of τ we define EA(α) := A + α. On the
image of τ write τ∗A = B(t)+Ψ(t)dt and τ∗α = β(t)+ψ(t)dt, where β(t) ∈ U0,p

can be ensured by the choice of neighbourhood U 3 α of the zero section. With
this we can define τ∗EA(α) := B̃ + (Ψ + ψ)dt by

B̃(t) := B(t) + ρ(t)
(
Θπ(B(t))(β(t)) − π(B(t))

)
+ (1 − ρ(t))β(t),

where ρ : (−1, 0] → [0, 1] is a smooth cutoff function satisfying ρ ≡ 1 near 0
and ρ ≡ 0 near −1. The claimed properties of E now simply follow from the
properties of Θ and π in Lemma E.3.

Corollary E.5. Let B−, B+ ∈ A(Y,L) and Ξ = A+Φds ∈ A(R×Y,L;B−, B+).
Fix p > 2, then there is an open neighbourhood Ũ ⊂ TΞA1,p(R × Y,L;B−, B+)
of zero such that

Ẽ : Ũ → A1,p(R × Y,L;B−, B+), Ẽ(α + ϕds) := EA(α) + (Φ + ϕ)ds

defines a continuously differentiable homeomorphism onto a neighbourhood of Ξ.

Proof. Here we follow the construction of the exponential map of Theorem E.4
over the compact subset N := {A(s)|s ∈ R} ∪ {B−, B+} ⊂ A(Y,L). We fix the
tubular neighbourhood τ : (−1, 0]×Σ ↪→ Y of the boundary such that τ ∗A(s) =
B(s, t) + Ψ(s, t)dt with B(s, t) ∈ W0,p(Σ) for all (s, t) ∈ R × (−1, 0]. For
α+ϕds ∈ TΞA1,p(R×Y,L;B−, B+) with ‖α+ϕds‖W 1,p(R×Y ) sufficiently small
the Sobolev embedding W 1,p(R× (−1, 0]×Σ) ↪→ C0(R× (−1, 0], Lp(Σ)) ensures
that τ∗α = β(s, t) + ψ(s, t)dt with β(s, t) ∈ U0,p for all (s, t) ∈ R × (−1, 0].

Thus we have Ẽ(α + ϕds) = A + α + (Φ + ϕ)ds on R × (Y \ im τ) and
τ∗Ẽ(α+ ϕds) = B̃ + (Ψ + ψ)dt+ (Φ + ϕ)ds on R × (−1, 0]× Σ with

B̃(s, t) = B(s, t) + ρ(t)
(
Θπ(B(s,t))(β(s, t)) − π(B(s, t))

)
+ (1 − ρ(t))β(s, t).

That Ẽ is a bijection to a neighbourhood of Ξ follows directly from Theorem E.4.
For a restriction to a compact subset of R × Y the smoothness of Ẽ follows
directly from the smoothness of the 3-dimensional exponential map. To see
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that the 4-dimensional exponential map also is continuously differentiable with
respect to the W 1,p(R×Y )-norm on the noncompact domain, it suffices to drop
linear terms and the cutoff function ρ and check that β 7→ Θπ(B)(β) − π(B)
defines a C1-map W 1,p(R× (−1, 0], Lp(Σ)) →W 1,p(R× (−1, 0], Lp(Σ)) and also
induces a C1-map Lp(R × (−1, 0],W 1,p(Σ)) → Lp(R × (−1, 0],W 1,p(Σ)). This
follows from the linear bounds for Θ and π in Lemma E.3, as follows. For all
β, β′ ∈W 1,p(R × (−1, 0]× Σ,T∗Σ ⊗ g) we have
∥∥Θπ(B(s,t))(β(s, t)) − Θπ(B(s,t))(β

′(s, t))
∥∥
Lp(Σ)

≤ C‖β(s, t) − β′(s, t)‖Lp(Σ),
∥∥Θπ(B(s,t))(β(s, t)) − Θπ(B(s,t))(β

′(s, t))
∥∥
W 1,p(Σ)

≤ C‖β(s, t) − β′(s, t)‖W 1,p(Σ).

For the (s, t)-derivatives we use the smoothness of Θ in the Lp-norm to ob-
tain uniform continuity for the derivative by A in the Lp-operator norm, i.e.
‖D1Θ(A,α) − D1Θ(A,α′)‖ ≤ C‖α − α′‖Lp(Σ) for all sufficiently small α, α′ ∈
Lp(Σ,T∗Σ ⊗ g). Since ‖β(s, t)‖Lp(Σ) → 0 for s → ±∞ this applies for all
t ∈ (−1, 0] and |s| sufficiently large, so that
∥∥∂s
(
Θπ(B(s,t))(β(s, t)) − Θπ(B(s,t))(β

′(s, t))
)∥∥
Lp(Σ)

≤
∥∥DΘπ(B(s,t))(β)(∂sβ(s, t) − ∂sβ

′(s, t))
∥∥
Lp(Σ)

+
∥∥(D1Θ(π(B(s, t)), β(s, t)) −D1Θ(π(B(s, t)), β′(s, t))

)
∂sπ(B(s, t))

∥∥
Lp(Σ)

≤ C
(
‖∂sβ(s, t) − ∂sβ

′(s, t)‖Lp(Σ) + ‖β(s, t) − β′(s, t)‖Lp(Σ)‖∂sB(s, t)‖Lp(Σ)

)
.

(The same holds for ∂t(. . .).) Integrating these estimates over (s, t) ∈ (−1, 0]×R

proves W 1,p-continuity of Ẽ(α + ϕds). To check continuity of the differential
we use the analogous estimates for DΘ, in particular we use uniform continuity
for the second derivatives of Θ (which again hold for ‖β(s, t)‖Lp(Σ) sufficiently
small, i.e. |s| sufficiently large) to obtain
∥∥∂s
(
DΘπ(B(s,t))(β(s, t)) −DΘπ(B(s,t))(β

′(s, t))
)
γ(s, t)

∥∥
Lp(Σ)

≤
∥∥(DΘπ(B)(β) −DΘπ(B)(β

′)
)
∂sγ
∥∥
Lp(Σ)

+
∥∥D2Θπ(B)(β)(∂sβ − ∂sβ

′, γ)
∥∥
Lp(Σ)

+
∥∥(D1D2Θ(π(B), β) −D1D2Θ(π(B), β′)

)
(∂sπ(B), γ)

∥∥
Lp(Σ)

≤ C
(
‖β − β′‖Lp(Σ)‖∂sγ‖Lp(Σ) + ‖∂sβ − ∂sβ

′‖Lp(Σ)‖γ‖Lp(Σ)

+ ‖β − β′‖Lp(Σ)‖∂sB‖Lp(Σ)‖γ‖Lp(Σ)

)
.

Integration then proves the continuity ofDẼ inW 1,p(R×Y ). (Strictly speaking,
we can only integrate the above estimate over the complement of a compact
interval in R. However, the same estimate holds on the compact part due to
the smoothness of Θ.)
∥∥∂s
(
DΘπ(B)(β) −DΘπ(B)(β

′)
)
γ
∥∥
Lp(R×(−1,0]×Σ)

≤ C‖β − β′‖L∞(R×(−1,0]×Σ)‖∂sγ‖Lp(R×(−1,0]×Σ)

+ C‖∂sβ − ∂sβ
′‖Lp(R×(−1,0]×Σ)‖γ‖L∞(R×(−1,0]×Σ)

+ C‖β − β′‖L∞(R×(−1,0]×Σ)‖∂sB‖Lp(R×(−1,0]×Σ)‖γ‖L∞(R×(−1,0]×Σ)

≤ C‖β − β′‖W 1,p(R×(−1,0]×Σ)

(
1 + ‖∂sB‖Lp(R×(−1,0]×Σ)

)
‖γ‖W 1,p(R×(−1,0]×Σ).
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