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Abstract

We consider a nonlocal boundary condition for anti-self-dual instantons on
four-manifolds with a space-time splitting of the boundary. This boundary
condition naturally arises from making the Chern-Simons functional on a
three-manifold with boundary closed: The restriction of the instanton to each
time-slice of the boundary is required to lie in a Lagrangian submanifold of
the moduli space of flat connections.

We establish the fundamental elliptic regularity and compactness prop-
erties of this boundary value problem. Firstly, every weak solution is gauge
equivalent to a smooth solution. Secondly, all closed subsets of the moduli
space of solutions with an Lp-bound on the curvature for p > 2 are compact.
We moreover establish the Fredholm property of the linearized operator of
this boundary value problem on compact four-manifolds. The proofs are
based on a decomposition of the instantons near the boundary. Due to the
global nature of the boundary condition the crucial regularity of one of these
components has to be established by studying Cauchy-Riemann equations
with totally real boundary conditions for functions with values in a complex
Banach space.

These results provide the basic analytic set-up for the definition of a Floer
homology for pairs consisting of a compact three-manifold with boundary
and a Lagrangian submanifold in the moduli space of flat connections over
the boundary. Such a Floer homology lies at the center of the program for
the proof of the Atiyah-Floer conjecture by Salamon. The program aims
to use this Floer homology as intermediate step for the conjectured natural
isomorphism between the instanton Floer homology of a homology three-
sphere and the symplectic Floer homology of two Lagrangian submanifolds
in a moduli space of flat connections arising from a Heegard splitting of the
homology three-sphere. These isomorphisms should result from adiabatic
limits of the boundary value problem that is studied in this thesis.
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Zusammenfassung
Wir betrachten eine nichtlokale Randbedingung für antiselbstduale Instan-
tone auf Viermannigfaltigkeiten, deren Rand eine Raum-Zeit-Aufspaltung
trägt. Diese Randbedingung ist die natürliche Bedingung, durch die das
Chern-Simons-Funktional einer Dreimannigfaltigkeit mit Rand geschlossen
wird: Die Einschränkung des Instantons auf jede Rand-Teilfläche konstanter
Zeit liegt in einer Lagrangeschen Untermannigfaltigkeit des Modulraumes der
flachen Zusammenhänge.

Wir zeigen die grundlegenden elliptischen Regularitäts- und Kompakt-
heits-Eigenschaften dieses Randwertproblemes. Jede schwache Lösung ist
eichäquivalent zu einer starken Lösung. Weiterhin ist jede abgeschlossene
Teilmenge des Modulraumes der Lösungen, die eine Lp-Schranke für die
Krümmung mit p > 2 hat, kompakt. Zudem zeigen wir die Fredholm-
Eigenschaft des linearisierten Operators dieses Randwertproblemes auf kom-
pakten Viermannigfaltigkeiten. Die Beweise basieren auf einer Zerlegung des
Instantons in der Nähe des Randes. Die Regularität einer dieser Komponen-
ten macht es wegen der globalen Natur der Randbedingung nötig, Cauchy-
Riemann-Gleichungen mit total reellen Randbedingungen für Funktionen mit
Werten in einem komplexen Banachraum zu studieren.

Diese Resultate legen die analytischen Grundlagen für die Definition einer
Floer-Homologie für Paare bestehend aus einer kompakten Dreimannigfaltig-
keit mit Rand und einer Lagrangeschen Untermannigfaltigkeit des Modul-
raumes der flachen Zusammenhänge über dem Rand. Eine solche Floer-
Homologie liegt im Zentrum des Beweisprogrammes von Salamon für die
Atiyah-Floer-Vermutung. In diesem dient die erwähnte Floer-Homologie als
Zwischenschritt in der Konstruktion des vermuteten natürlichen Isomorphis-
mus’ zwischen der Instanton-Floer-Homology einer Homologie-Dreisphäre
und der symplektischen Floer-Homologie zweier Lagrangescher Unterman-
nigfaltigkeiten eines Modulraumes flacher Zusammenhänge, die aus einer
Heegard-Zerlegung der Homologie-Dreisphäre resultieren. Die zwei Isomor-
phismen in diesem Programm sollten sich aus adiabatischen Limites des in
dieser Doktorarbeit betrachteten Randwertproblemes ergeben.
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Chapter 1

Introduction

We begin by giving a brief introduction to the gauge theory of connections
on principal bundles.

Let G be a compact Lie group. A principal G-bundle is a fibre bundle
π : P →M with a free, transitive action of G on the fibres π−1(x) ∼= G.
The vertical subbundle V = ker(dπ) ⊂ TP is then given by the tangencies
Vp = {pξ

∣

∣ ξ ∈ g} to the orbits. Here g denotes the Lie algebra of G and
p 7→ pξ is the infinitesimal action of ξ ∈ g. Now a horizontal distribution
H ⊂ TP is an equivariant choice of complements TpP = Vp ⊕Hp.

Consider a trivialization P |U ∼= U × G over U ⊂ M . Then horizontal
distributions over U can be identified with g-valued 1-forms A ∈ Ω1(U ; g)
via the following identity: For every p = (x, g) ∈ U × G one identifies
TxU × TgG ∼= TpP , then

Hp = {(Y,−gAx(Y ))
∣

∣ Y ∈ TxU}.

Here the 1-form A determines the deviation from the natural horizontal dis-
tribution H(g,x) = TxU×{0}. On a nontrivial bundle there is no such natural
choice, but still the horizontal distributions can be identified with the kernels
Hp = kerAp of certain 1-forms A ∈ A(P ) called connections. The space of
smooth connections A(P ) ⊂ Ω1(P ; g) consists of equivariant g-valued 1-forms
with fixed values on the vertical bundle.

The automorphisms of a principal G-bundle are of the form p 7→ p u(p)
with an equivariant smooth map u : P → G called a gauge transformation.
These form the gauge group G(P ) which acts on the space of connections:
The pullback of a connection A ∈ A(P ) under a G-bundle automorphism
given by u ∈ G(P ) is denoted by u∗A and is called gauge equivalent to A.

1



2 CHAPTER 1. INTRODUCTION

For simplicity of notation now consider the trivial G-bundle P = M × G
over a manifold M . Then the space of connections is A(M) := Ω1(M ; g), the
gauge group can be viewed as G(M) := C∞(M,G), and the action of a gauge
transformation u ∈ G(M) on a connection A ∈ A(M) is given by

u∗A = u−1Au+ u−1du.

A connection A ∈ A(M) is called flat if the associated horizontal distribution
is locally integrable. This is equivalent to dA ◦ dA = 0 for the exterior
differential dA : Ωk(M ; g) → Ωk+1(M ; g), dAω = dω+[A∧ω] associated with
the connection. One has dAdAω = [FA ∧ ω] for all ω ∈ Ωk(M ; g), where

FA = dA+ 1
2
[A ∧ A] ∈ Ω2(X; g)

is called the curvature of A. So a connection is flat if and only if its curvature
vanishes. Now the Yang-Mills energy of a connection,

YM(A) =

∫

M

|FA|2,

is a gauge invariant measure for the nonintegrability of the horizontal dis-
tribution. The extrema of the Yang-Mills functional are the solutions of the
Yang-Mills equation d∗

AFA = 0. Note that the definition of the Yang-Mills
functional and more generally of the L2-inner product of g-valued differen-
tial forms uses a metric on M as well as a G-invariant metric on G. The
coderivative d∗

A then is defined as the formal L2-adjoint of dA. (More details
about gauge theory and these notations can be found in appendix A.)

In the case of a manifold with boundary, the extrema of YM moreover
satisfy the boundary condition ∗FA|∂M = 0. So we call A ∈ A(M) a Yang-
Mills connection if it satisfies the boundary value problem

{

d∗
AFA = 0,

∗FA|∂M = 0.

Extrema of YM actually are weak Yang-Mills connections, that is they sat-
isfy the weak equation

∫

M

〈FA , dAβ 〉 = 0 ∀ β ∈ Ω1(M ; g),

where β runs through all smooth 1-forms. However, one has the following
regularity result, which we state in the case of a G-bundle (not necessarily
trivial) over a compact 4-manifold M . Here we use the notation Ak,p(M)
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and Gk,p(M) for the W k,p-Sobolev completions of the space of connections
and the gauge group.

Theorem (Regularity for Yang-Mills connections)
Let p > 2. Then for every weak Yang-Mills connection A ∈ A1,p(M) there
exists a gauge transformation u ∈ G2,p(M) such that u∗A is smooth.

An elementary observation in gauge theory is that the moduli space of
gauge equivalence classes of flat connections on a G-bundle over a compact
manifold M is compact in the C∞-topology. This is obvious from the fact
that the gauge equivalence classes of flat connections over M are in one-
to-one correspondence with the conjugacy classes of representations of the
fundamental group of M , c.f. theorem A.2. The Uhlenbeck compactness the-
orems are a remarkable generalization of this result. We again state them
in the case of a (not necessarily trivial) G-bundle over a compact 4-manifold
M . Proofs of these and the above theorem can be found in [U2],[DK], or
[We] (explicitly containing the case of manifolds with boundary).

Theorem (Weak Uhlenbeck Compactness)
Let (Aν)ν∈N ⊂ A1,p(M) be a sequence of connections and suppose that ‖FAν‖p
is uniformly bounded for some p > 2. Then there exists a subsequence (again
denoted (Aν)ν∈N) and a sequence of gauge transformations uν ∈ G2,p(M) such
that uν ∗Aν converges weakly in A1,p(M).

Theorem (Strong Uhlenbeck Compactness)
Let (Aν)ν∈N ⊂ A1,p(M) be a sequence of weak Yang-Mills connections and
suppose that ‖FAν‖p is uniformly bounded for some p > 2. Then there exists
a subsequence (again denoted (Aν)ν∈N) and a sequence of gauge transforma-
tions uν ∈ G2,p(M) such that uν ∗Aν converges uniformly with all derivatives
to a smooth connection A ∈ A(M).

An important application of Uhlenbeck’s theorems is the compactifica-
tion of the moduli space of (gauge equivalence classes of) anti-self-dual in-
stantons over a four-manifold. These compactified moduli spaces are the
central ingredients in the construction of the Donaldson invariants of smooth
four-manifolds [D2] and of the instanton Floer homology groups of three-
manifolds [F1]. Anti-self-dual instantons are special first order solutions of
the Yang-Mills equation described in the following.
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Let M be a closed oriented 4-manifold, choose a metric, and denote the
associated Hodge operator by ∗. Then the curvature FA = F+

A + F−
A splits

into a self-dual and an anti-self-dual part, F±
A = 1

2
(FA ± ∗FA). Now an

elementary calculation shows that the Yang-Mills energy can be rewritten as

YM(A) = −
∫

M

〈FA ∧ FA 〉 + 2

∫

M

|F+
A |2. (1.1)

The first term on the right hand side is a topological invariant of the bundle
P →M . (For example, in the case G = SU(2) this invariant equals 8π2c2(P ),
where c2(P ) is the second Chern number and the inner product on su(2) is
given by the negative trace of the product of the matrices.) If this invariant
is nonnegative, then the minima of the Yang-Mills functional are exactly the
anti-self-dual instantons, i.e. connections A ∈ A(M) with

FA + ∗FA = 0.

The formula (1.1) shows that a sequence of anti-self-dual connections on a
given bundle automatically has an L2-bound on the curvature. Uhlenbeck’s
compactness theorem however does not extend to the case p = 2 due to the
bubbling phenomenon:

The conformally invariant Yang-Mills energy YM(A) = ‖FA‖2
L2 can con-

centrate at single points. If this happens at an interior point, then rescaling
near that point yields a sequence of connections on balls of increasing radii
whose limit modulo gauge is a nontrivial anti-self-dual instanton that ex-
tends to S4. Its energy equals some positive constant times a characteristic
number of the bundle. (This number is nonzero due to the nontriviality
of the instanton; for an SU(2)-bundle it is the second Chern number.) So
on a closed manifold and for a suitably chosen subsequence this bubbling
only occurs at finitely many points. On the complement of these points,
Uhlenbeck’s compactness theorems ensure C∞-convergence on all compact
subsets. Now Uhlenbeck’s removable singularity theorem [U1] guarantees
that the limit connection extends over the 4-manifold (to a connection on a
bundle of lower characteristic number). This leads to a compactification of
the moduli space of anti-self-dual instantons. In the case of simply connected
4-manifolds with negative definite intersection forms Donaldson used these
compactified moduli spaces to prove his famous theorem about the diagoniz-
ability of intersection forms [D1].
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Now in the case of a 4-manifold with boundary note that the boundary
condition ∗FA|∂M = 0 for anti-self-dual instantons implies that the curvature
vanishes altogether at the boundary. This is an overdetermined boundary
value problem comparable to Dirichlet boundary conditions for holomorphic
maps. 1 As in the latter case it is natural to consider weaker Lagrangian
boundary conditions.

More precisely, a natural boundary condition for holomorphic maps with
values in an almost complex manifold (X, J) is to take boundary values in
a totally real submanifold. Recall that J ∈ End(TM) is called an almost
complex structure if J2 = −1l. A submanifold L ⊂ X is called totally real if
TxL⊕JTxL = TxX for all x ∈ L. So essentially, it suffices to have Dirichlet
boundary conditions for half of the components of the holomorphic map.
Special cases of almost complex manifolds are symplectic manifolds (X,ω)
with ω-compatible almost complex structures. In this symplectic case the
Lagrangian submanifolds are examples of totally real submanifolds.

We consider a version of such Lagrangian boundary conditions for anti-
self-dual instantons and prove that they suffice to obtain the analogue of the
above regularity and compactness results for Yang-Mills connections.

For that purpose we consider oriented 4-manifolds X with a space-time
splitting of the boundary, i.e. each connected component of ∂X is diffeomor-
phic to S × Σ, where S is a 1-manifold and Σ is a closed Riemann surface.
We shall study a boundary value problem associated to a gauge invariant
Lagrangian submanifold L of the space of flat connections on Σ: The re-
striction of the anti-self-dual instanton to each time-slice of the boundary
is required to belong to L. This boundary condition arises naturally from
examining the Chern-Simons functional on a 3-manifold Y with boundary
Σ. Namely, the Langrangian boundary condition renders the Chern-Simons

1Consider for example the abelian case G = S1, then the anti-self-duality equation
is dA = 0. The gauge freedom is eliminated by going to a local slice, d∗A = 0 and
∗A|∂M = 0. This already gives the elliptic boundary value problem ∆A = 0 with Dirich-
let boundary conditions for the normal component of A and Neumann boundary con-
ditions for the components of A in directions tangential to the boundary. Indeed, let
A = A0dx0 +

∑n−1

i=1
Aidxi, where x0 is the coordinate normal to the boundary ∂M and

the xi are coordintes of ∂M . Then the local slice boundary condition is A0|x0=0 = 0
and the boundary condition ∗FA|∂M = 0 gives ∂0Ai|x0=0 = 0 for all i = 1, . . . , n − 1.
So the solutions of this boundary value problem are already unique (up to a constant
in the tangential components). But now the anti-self-duality equation gives the addi-
tional boundary condition FA|∂M = 0, in above coordinates ∂iAj |x0=0 = ∂jAi|x0=0 for all
i, j ∈ {1, . . . , n − 1}. This makes the boundary value problem overdetermined.
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1-form on the space of connections closed, see [Sa1]. The resulting gradient
flow equation leads to the boundary value problem studied in this thesis (for
the case X = R × Y ), as will be explained in chapter 2. Our main results
establish the basic regularity and compactness properties as well as the Fred-
holm theory, the latter for the compact model case X = S1 × Y .

Boundary value problems for Yang-Mills connections were already con-
sidered by Donaldson in [D3]. He studies the Hermitian Yang-Mills equation
for connections induced by Hermitian metrics on holomorphic bundles over
a compact Kähler manifold Z with boundary. Here the unique solubility
of the Dirichlet problem (prescribing the metric over the boundary) leads
to an identification between framed holomorphic bundles over Z (meaning
a holomorphic bundle with a fixed trivialization over ∂Z) and Hermitian
Yang-Mills connections over Z. In particular, when Z has complex dimen-
sion 1 and boundary ∂Z = S1, this links loop groups to moduli spaces of flat
connections over Z. This observation suggests an alternative approach to
Atiyah’s [A1] correspondence between holomorphic curves in the loop group
of a compact Lie group G and anti-self-dual instantons on G-bundles over
the 4-sphere. The correspondence might be established via an adiabatic limit
relating holomorphic spheres in the moduli space of flat connections over the
disc to anti-self-dual instantons over the product (of sphere and disc). Our
motivation for studying the present boundary value problem lies more in
the direction of another such correspondence between holomorphic curves in
moduli spaces of flat connections and anti-self-dual instantons – the Atiyah-
Floer conjecture for Heegard splittings of a homology-3-sphere.

A Heegard splitting Y = Y0 ∪Σ Y1 of a closed 3-manifold Y is a decom-
position into two handlebodies Y0 and Y1 with common boundary Σ. (A
handlebody is a 3-ball with a finite number of solid handles attached.) It
gives rise to two Floer homologies, i.e. generalized Morse homologies. Firstly,
the moduli space MΣ of gauge equivalence classes of flat connections on the
trivial SU(2)-bundle over Σ is a symplectic manifold (with singularities) and
the moduli spaces LYi

of flat connections over Σ that extend to Yi are La-
grangian submanifolds ofMΣ (see chapter 4). The symplectic Floer homology
HFsymp

∗ (MΣ, LY0 , LY1) is now generated by the intersection points of the La-
grangian submanifolds (as critical points of a generalized Morse theory). The
critical points in the case of the instanton Floer homology HFinst

∗ (Y ) are the
flat connections over Y .
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Conjecture (Atiyah, Floer) Let Y = Y0 ∪Σ Y1 be a Heegard splitting of
a homology 3-sphere. Let LYi

be the Lagrangian submanifolds of the moduli
space MΣ of flat SU(2)-connections over Σ given by the flat connections over
Σ that extend to Yi. Then there exists a natural isomorphism between the
instanton and symplectic Floer homologies

HFinst
∗ (Y ) ∼= HFsymp

∗ (MΣ, LY0, LY1).

The program for the proof by Salamon, [Sa1], is to define the instanton
Floer homology HFinst

∗ (Y, L) for 3-manifolds with boundary ∂Y = Σ using
boundary conditions associated with a Lagrangian submanifold L ⊂ MΣ.
Then the conjectured isomorphism might be established in two steps via the
intermediate HFinst

∗ ([0, 1] × Σ, LY0 × LY1) by adiabatic limit type arguments
similar to [DS2].

Fukaya was the first to suggest the use of Lagrangian boundary condi-
tions in order to define a Floer homology for 3-manifolds Y with boundary,
[Fu1]. He studies a slightly different equation, involving a degeneration of
the metric in the anti-self-duality equation, and uses SO(3)-bundles that are
nontrivial over the boundary ∂Y . Now there are interesting examples, where
one has to work with the trivial bundle. For example, on a handlebody Y
there exists no nontrivial G-bundle for connected G. So if one considers any
3-manifold Y with the Lagrangian submanifold LY ′, the space of flat connec-
tions on ∂Y = ∂Y ′ that extend over a handlebody Y ′, then one also deals
with the trivial bundle. So if one wants to use Floer homology on 3-manifolds
with boundary to prove the Atiyah-Floer conjecture, then it is crucial to ex-
tend this construction to the case of trivial SU(2)-bundles. There are two
approaches that suggest themselves for such a generalization. One would be
the attempt to extend Fukaya’s construction to the case of trivial bundles,
and another would be to follow the alternative construction outlined in [Sa1].
The present thesis follows the second route and sets up the basic analysis for
this theory. We will only consider trivial G-bundles. However, our main
theorems A, B, and C below generalize directly to nontrivial bundles – just
the notation becomes more cumbersome.
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The main results

We consider the following class of Riemannian 4-manifolds. Here and through-
out all Riemann surfaces are closed 2-dimensional manifolds. Moreover, un-
less otherwise mentioned, all manifolds are allowed to have a smooth bound-
ary.

Definition 1.1 A 4-manifold with a boundary space-time splitting
is a pair (X, τ) with the following properties:

(i) X is an oriented 4-manifold which can be exhausted by a nested sequence
of compact deformation retracts.

(ii) τ = (τ1, . . . , τn) is an n-tuple of embeddings τi : Si × Σi → X with
disjoint images, where Σi is a Riemann surface and Si is either an
open interval in R or is equal to S1 = R/Z.

(iii) The boundary ∂X is the union

∂X =
n

⋃

i=1

τi(Si × Σi).

Definition 1.2 Let (X, τ) be a 4-manifold with a boundary space-time split-
ting. A Riemannian metric g on X is called compatible with τ if for each
i = 1, . . . n there exists a neighbourhood Ui ⊂ Si × [0,∞) of Si × {0} and an
extension of τi to an embedding τ̄i : Ui × Σi → X such that

τ̄ ∗i g = ds2 + dt2 + gs,t.

Here gs,t is a smooth family of metrics on Σi and we denote by s the coordinate
on Si and by t the coordinate on [0,∞).

We call a triple (X, τ, g) with these properties a Riemannian 4-manifold
with a boundary space-time splitting.

Remark 1.3 In definition 1.2 the extended embeddings τ̄i are uniquely de-
termined by the metric as follows. The restriction τ̄i|t=0 = τi to the boundary
is prescribed, and the paths t 7→ τ̄i(s, t, z) are normal geodesics.
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Example 1.4 Let X := R × Y , where Y is a compact oriented 3-manifold
with boundary ∂Y = Σ, and let τ : R × Σ → X be the obvious inclusion.
Given any two metrics g− and g+ on Y there exists a metric g on X such
that g = ds2 + g− for s ≤ −1, g = ds2 + g+ for s ≥ 1, and (X, τ, g) satisfies
the conditions of definition 1.2. The metric g cannot necessarily be chosen
in the form ds2 + gs (one has to homotop the embeddings and the metrics).

Now let (X, τ, g) be a Riemannian 4-manifold with boundary space-time
splitting and consider a trivial G-bundle over X for a compact Lie group
G. Let p > 2, then for each i = 1, . . . , n the Banach space of connections
A0,p(Σi) carries the symplectic form ω(α, β) =

∫

Σi
〈α ∧ β 〉. We fix an n-

tuple L = (L1, . . . ,Ln) of Lagrangian submanifolds Li ⊂ A0,p(Σi) that are
contained in the space of flat connections and that are gauge invariant,

Li ⊂ A0,p
flat(Σi) and u∗Li = Li ∀u ∈ G1,p(Σi).

Here A0,p
flat(Σi) is the space of weakly flat Lp-connections on Σi (see chapter 3).

A submanifold L of a symplectic Banach space (Z, ω) is called Lagrangian
if it is isotropic, i.e. ω|L ≡ 0, and is of maximal dimension. To make the
latter precise in this infinite dimensional setting, choose a complex structure
J ∈ EndZ that is compatible with ω (i.e. ω(·, J ·) defines a metric on Z).
The condition of maximal dimension is now phrased as the topological sum

TzL ⊕ JTzL = TzZ ∀z ∈ L.
This condition is independent of the choice of J since the space of compatible
complex structures on (Z, ω) is connected [MS1, Proposition 2.48]. Next, the
assumptions on the Li ensure that the quotients

Li := Li/G(Σi) ⊂ A0,p
flat(Σi)/G1,p(Σi) =: MΣi

are (singular) Lagrangian submanifolds in the (singular) moduli space of
flat connections, c.f. chapter 4. We consider the following boundary value
problem for connections A ∈ A1,p

loc(X)
{

∗FA + FA = 0,
τ ∗i A|{s}×Σi

∈ Li ∀s ∈ Si, i = 1, . . . , n.
(1.2)

Observe that the boundary condition is meaningful since for every neigh-
bourhood U×Σ of a boundary component one has the continuous embedding
W 1,p(U×Σ) ⊂ W 1,p(U , Lp(Σ)) ↪→ C0(U , Lp(Σ)). The first nontrivial observa-
tion is that every connection in Li is gauge equivalent to a smooth connection
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on Σi and hence Li ∩ A(Σ) is dense in Li, see theorem 3.1. Moreover, ev-
ery W 1,p

loc -connection on X satisfying the boundary condition in (1.2) can be
locally approximated by smooth connections satisfying the same boundary
condition, see corollary 4.2.

Note that the present boundary value problem is a first order equation
with first order boundary conditions (flatness in each time-slice). Moreover,
the boundary conditions contain some crucial nonlocal (i.e. Lagrangian) in-
formation. We moreover emphasize that while Li is a smooth submanifold
of A0,p(Σi), the quotient Li/G1,p(Σi) is not required to be a smooth subman-
ifold of the moduli space MΣi

:= A0,p
flat(Σi)/G1,p(Σi). For example, Li could

be the set of flat connections on Σi that extend to flat connections over a
handlebody with boundary Σi, see lemma 4.3. To overcome the difficulties
arising from the singularities in the quotient, we will work with the (smooth)
quotient by the based gauge group.

We will not be interested in existence results for the present boundary
value problem but in its elliptic properties. The following two theorems
are the main regularity and compactness results for the solutions of (1.2).
The regularity theorem is the analogue of the regularity theorem for Yang-
Mills connections stated above. The compactness theorem deals with con-
nections satisfying uniform Lp-bounds on the curvature and thus extends
Uhlenbeck’s strong compactness theorem for anti-self-dual instantons to the
present boundary value problem.

Theorem A (Regularity)
Let p > 2. Then every solution A ∈ A1,p

loc(X) of (1.2) is gauge equivalent to
a smooth solution, i.e. there exists a gauge transformation u ∈ G2,p

loc (X) such
that u∗A ∈ A(X) is smooth.

Theorem B (Compactness)
Let p > 2 and let gν be a sequence of metrics compatible with τ that uniformly
converges with all derivatives on every compact set to a smooth metric. Sup-
pose that Aν ∈ A1,p

loc(X) is a sequence of solutions of (1.2) with respect to
the metrics gν such that for every compact subset K ⊂ X there is a uniform
bound on the curvature ‖FAν‖Lp(K). Then there exists a subsequence (again

denoted Aν) and a sequence of gauge transformations uν ∈ G2,p
loc (X) such that

uν ∗Aν converges uniformly with all derivatives on every compact set to a
smooth connection A ∈ A(X).
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The difficulty of these results lies in the global nature of the boundary
condition. This makes it impossible to directly generalize the proof of the
regularity and compactness theorems for Yang-Mills connections, where one
chooses suitable local gauges, obtains the higher regularity and estimates
from an elliptic boundary value problem, and then patches the gauges to-
gether. With our global Lagrangian boundary condition one cannot obtain
local regularity results.

However, an approach by Salamon can be generalized to manifolds with
boundary. One first uses Uhlenbeck’s weak compactness theorem to find a
weakly W 1,p

loc -convergent subsequence. The limit then serves as reference con-
nection with respect to which a further subsequence can be put into relative
Coulomb gauge globally (on large compact sets). Then one has to establish
elliptic estimates and regularity results for the given boundary value problem
together with the relative Coulomb gauge equations. All the general tools for
this approach are established in [We]: We give a detailed proof of the general-
ization of weak Uhlenbeck compactness to manifolds with boundary that are
exhausted by compact deformation retracts. We also generalize Salamon’s
subtle local slice theorem to compact manifolds with boundary. Moreover,
we give a precise formulation of the procedure by Donaldson and Kronheimer
that allows to extend regularity and compactness results on compact defor-
mation retracts of noncompact manifolds to the full manifolds.

In this thesis, we concentrate on the last step – the higher regularity and
estimates for the boundary value problem in relative Coulomb gauge. Here
the crucial point is to establish the higher regularity or estimates for the
Σ-component of the connections in a neighbourhood U × Σ of a boundary
component. The global nature of the boundary condition forces us to deal
with a Cauchy-Riemann equation on U with values in the Banach space
A0,p(Σ) and with Lagrangian boundary conditions.

The case 2 < p ≤ 4, when W 1,p-functions are not automatically continu-
ous, poses some special difficulties in this last step. Firstly, in order to obtain
regularity results from the Cauchy-Riemann equation, one has to straighten
out the Lagrangian submanifold by going to suitable coordinates. This re-
quires a C0-convergence of the connections, which in case p > 4 is given by
a standard Sobolev embedding. In case p > 2 one still obtains a special
compact embedding W 1,p(U × Σ) ↪→ C0(U , Lp(Σ)) that suits our purposes.
Secondly, the straightening of the Lagrangian introduces a nonlinearity in the
Cauchy-Riemann equation that already poses some problems in case p > 4.
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In case p ≤ 4 this forces us to deal with the Cauchy-Riemann equation with
values in an L2-Hilbert space and then use some interpolation inequalities
for Sobolev norms.

Now as a first step towards the definition of a Floer homology for 3-
manifolds with boundary consider the moduli space of finite energy solutions
of (1.2),

M(L) :=
{

A ∈ A1,p
loc(X)

∣

∣ A satisfies (1.2),YM(A) <∞
}

/G2,p
loc (X).

Theorem A implies that for every equivalence class [A] ∈ M(L) one can
find a smooth representative A ∈ A(X). Theorem B is one step towards a
compactness result for M(L): Every closed subset of M(L) with a uniform
Lp-bound for the curvature is compact. In addition, theorem B allows the
metric to vary, which is relevant for the metric-independence of the Floer
homology.

Our third main result is a step towards proving that the moduli space
M(L) of solutions of (1.2) is a manifold whose components have finite (but
possibly different) dimensions. This also exemplifies our hope that the further
analytical details of Floer theory will work out along the usual lines once the
right analytic setup has been found in the proof of theorems A and B.

In the context of Floer homology and in Floer-Donaldson theory it is
important to consider 4-manifolds with cylindrical ends. This requires an
analysis of the asymptotic behaviour which will be carried out elsewhere. We
shall restrict the discussion of the Fredholm theory to the compact case. The
crucial point is the behaviour of the linearized operator near the boundary;
in the interior we are dealing with the usual anti-self-duality equation. Hence
it suffices to consider the following model case. Let Y be a compact oriented
3-manifold with boundary ∂Y = Σ and suppose that (gs)s∈S1 is a smooth
family of metrics on Y such that

X = S1 × Y, τ : S1 × Σ → X, g = ds2 + gs

satisfy the assumptions of definition 1.2. Here the space-time splitting τ
of the boundary is the obvious inclusion τ : S1 × Σ ↪→ ∂X = S1 × Σ,
where Σ =

⋃n
i=1 Σi might be a disjoint union of Riemann surfaces Σi. The

above n-tuple of Lagrangian submanifolds Li ⊂ A0,p(Σi) then defines a gauge
invariant Lagrangian submanifold L := L1×. . .×Ln of the symplectic Banach
space A0,p(Σ) = A0,p(Σ1) × . . .×A0,p(Σn) such that L ⊂ A0,p

flat(Σ).
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In order to linearize the boundary value problem (1.2) together with the
local slice condition, fix a smooth connection A + Φds ∈ A(S1 × Y ) such
that As := A(s)|∂Y ∈ L for all s ∈ S1. Here Φ ∈ C∞(S1 × Y, g) and
A ∈ C∞(S1 × Y,T∗Y ⊗ g) is an S1-family of 1-forms on Y (not a 1-form
on X as previously). Now let E1,p

A be the space of S1-families of 1-forms
α ∈ W 1,p(S1 × Y,T∗Y ⊗ g) that satisfy the boundary conditions

∗α(s)|∂Y = 0 and α(s)|∂Y ∈ TAsL for all s ∈ S1.

Then the linearized operator

D(A,Φ) : E1,p
A ×W 1,p(S1 × Y, g) −→ Lp(S1 × Y,T∗Y ⊗ g) × Lp(S1 × Y, g)

is given with ∇s = ∂s + [Φ, ·] by

D(A,Φ)(α, ϕ) =
(

∇sα− dAϕ+ ∗dAα , ∇sϕ− d∗
Aα

)

.

The second component of this operator is −d∗
A+Φds(α + ϕds), and the first

boundary condition is ∗(α + ϕds)|∂X = 0, corresponding to the choice of a
local slice at A + Φds. In the first component of D(A,Φ) we have used the
global space-time splitting of the metric on S1 × Y to identify the self-dual
2-forms ∗γs− γs ∧ ds with families γs of 1-forms on Y . The vanishing of this
component is equivalent to the linearization d+

A+Φds(α+ϕds) = 0 of the anti-
self-duality equation (see chapter 7). Furthermore, the boundary condition
α(s)|∂Y ∈ TAsL is the linearization of the Lagrangian boundary condition in
the boundary value problem (1.2).

Theorem C (Fredholm)
Let Y be a compact oriented 3-manifold with boundary ∂Y = Σ and let
S1 × Y be equipped with a product metric ds2 + gs that is compatible with
τ : S1 × Σ → S1 × Y . Let A + Φds ∈ A(S1 × Y ) such that A(s)|∂Y ∈ L for
all s ∈ S1. Then the following holds for all p > 2.

(i) D(A,Φ) is Fredholm.

(ii) There is a constant C such that for all α ∈ E1,p
A and ϕ ∈ W 1,p(S1×Y, g)

‖(α, ϕ)‖W 1,p ≤ C
(

‖D(A,Φ)(α, ϕ)‖Lp + ‖(α, ϕ)‖Lp

)

.
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(iii) Let q ≥ p∗ such that q 6= 2. Suppose that β ∈ Lq(S1 × Y,T∗Y ⊗ g),
ζ ∈ Lq(S1 × Y, g), and assume that there exists a constant C such that
for all α ∈ E1,p

A and ϕ ∈ W 1,p(S1 × Y, g)
∣

∣

∣

∣

∫

S1×Y

〈D(A,Φ)(α, ϕ) , (β, ζ) 〉
∣

∣

∣

∣

≤ C ‖(α, ϕ)‖Lq∗ .

Then in fact β ∈ W 1,q(S1 × Y,T∗Y ⊗ g) and ζ ∈ W 1,q(S1 × Y, g) .

Here and throughout we use the notation 1
p
+ 1

p∗
= 1 for the conjugate ex-

ponent p∗ of p. The above inner product 〈 ·, · 〉 is the pointwise inner product
in T∗Y ⊗ g × g. The reason for our assumption q 6= 2 in theorem C (iii) is a
technical problem in dealing with the singularities of L/G1,p(Σ). We resolve
these singularities by dividing only by the based gauge group. This leads
to coordinates of Lp(Σ,T∗Σ ⊗ g) in a Banach space that comprises based
Sobolev spaces W 1,p

z (Σ, g) of functions vanishing at a fixed-point z ∈ Σ. So
these coordinates that straighten out TL along A|S1×∂Y are welldefined only
for p > 2. Now in order to prove the regularity claimed in theorem C (iii) we
have to use such coordinates either for β or for the test 1-forms α, i.e. we have
to assume that either q > 2 or q∗ > 2. This is completely sufficient for our
purposes – concluding a higher regularity of elements of the cokernel. This
will be done via an iteration of theorem C (iii) that can always be chosen
such as to jump across q = 2. However, we believe that the use of different
coordinates should permit to extend this result.

Conjecture Theorem C (iii) continues to hold for q = 2.

One indication for this conjecture is that the L2-estimate in theorem C (ii)
is true (for W 1,p-regular α and φ with p > 2), as will be shown in chapter 7.
This L2-estimate can be proven by a much more elementary method than the
general Lp-regularity and -estimates. In fact, it was already stated in [Sa1]
as an indication for the wellposedness of the boundary value problem (1.2).

Besides the Lp-compactness and Fredholm theory, the construction of an
instanton Floer homology for 3-manifolds with boundary moreover requires
an analysis of the bubbling at the boundary for sequences of solutions of
(1.2) with bounded energy. Here the standard rescaling technique runs into
problems since the local rescaling fails to capture the full information of the
boundary condition. The flatness of the connection on each time-slice of the
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boundary is a local condition, but the Lagrangian condition is global, i.e.
it can only be stated for a connection on the full time-slice. The rescaling,
however, cuts out small balls in each time-slice. In [Sa1] Salamon expected to
obtain anti-self-dual instantons on the half space bubbling off at the bound-
ary, and he conjectured a quantization of their energy. The convergence of
the rescaled connections to such instantons on the half space, however, would
require some additional information (coming from the Lagrangian boundary
condition) on the local behaviour of the finite energy solutions of (1.2) near
the boundary.

Alternatively, the analytic framework of the regularity and compact-
ness results obtained in this thesis suggests a global treatment of the time-
slices. This might lead to holomorphic discs in the space of connections
with Lagrangian boundary conditions, that would bubble off as a result of
2-dimensional rescaling only in the time- and interior direction (preserving
the full time-slices). In this thesis we will give some partial results about the
possible bubbling phenomena at the boundary.

Outline

This thesis is organized as follows. We give a short introduction to Floer
homology and the Atiyah-Floer conjecture in chapter 2. We moreover explain
in more detail the program for the proof by Salamon and the motivation for
the boundary value problem (1.2).

In chapter 3, we introduce the notion of a weakly flat connection on a
general closed manifold. In theorem 3.1, we prove that weakly flat connec-
tions are gauge equivalent to smooth connections that are flat in the usual
sense. This uses a general technical result, lemma 3.3, that will be applied
at several points. It allows to extract regularity results and estimates for
individual components of a 1-form from weak equations where boundary
conditions are imposed on the test 1-forms. In a subsection we discuss more
closely the space of weakly flat connections on a Riemann surface, A0,p(Σ),
and its quotients by the gauge group and the based gauge group.

Chapter 4 describes the crucial properties of the Lagrangian submanifolds
L ⊂ A0,p(Σ) for which the boundary value problem (1.2) will be considered.
In particular, corollary 4.2 shows that the space of W 1,p-connections with La-
grangian boundary conditions is the closure of a space of smooth connections.
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Moreover, a subsection introduces the main example LY of such Lagrangian
submanifolds, the set of connections on the boundary ∂Y of a handlebody
that extend to a flat connection on Y .

Chapter 5 deals with Cauchy-Riemann equations with totally real bound-
ary conditions for functions with values in a complex Banach space. We
establish the usual regularity results and estimates under one crucial as-
sumption. In order to obtain Lp-regularity results or estimates, the totally
real submanifold (and hence also the complex Banach space) has to be mod-
elled on a closed subspace of an Lp-space. This is the general setting for
the key part of the boundary value problem (1.2) and allows to deal with
the nonlocal Lagrangian boundary condition. The results in this chapter are
central for the proofs of theorems A, B, and C.

In chapter 6, we prove the regularity and compactness result for (1.2),
theorems A and B, and chapter 7 establishes the Fredholm theory in the
compact case, theorem C. Finally, in chapter 8, we give an outlook on the
bubbling analysis at the boundary and prove some partial results.

The appendix gives a more detailed introduction into the basic notations
and constructions in gauge theory. This appendix is taken from [We], a
forthcoming monograph. The latter is an extensive exposition of the general
analytic background of gauge theory. In particular, it contains detailed proofs
of Uhlenbeck’s compactness and removable singularity theorems as well as
the regularity theorem for Yang-Mills connections. The generalizations to
manifolds with boundary, noncompact manifolds, and varying metrics seem
to not have been written up before. Moreover, this exposition has been set up
in such a way as to provide a suitable analytic framework for the treatment
of the nonlocal boundary conditions in the present thesis. So in a number
of places we will quote results from [We] without proof – these are generally
wellknown but cannot be found elsewhere in the precise formulation that we
need.



Chapter 2

Floer homology and the
Atiyah-Floer conjecture

The Atiyah-Floer conjecture belongs into the general realm of interaction be-
tween symplectic geometry and low dimensional topology. Important progress
in these areas has been made in the last twenty years starting with the work
of Donaldson [D2] on smooth four-manifolds, which was based on anti-self-
dual instantons, and with the work of Gromov [Gr] on pseudoholomorphic
curves in symplectic manifolds. In both subjects Floer, inspired by Conley
and Witten, introduced in the late eighties his idea of a Morse theory for
functionals on infinite dimensional spaces, where the critical points have in-
finite index and coindex, but the relative indices are finite.

As in Morse theory, the chain complex is generated by the critical points
of the functional, and the boundary operator is constructed by counting con-
necting orbits between critical points. Floer’s connecting orbits are finite
energy solutions of certain nonlinear elliptic equations arising from the gra-
dient flow equation of the functional, which itself is not well-posed. Floer
carried out this program in two cases, [F1, F2], which have been developed
further by a large number of authors.

The instanton Floer homology HFinst
∗ (Y ) of a 3-manifold Y is defined in

terms of the Chern–Simons functional on the space A(Y ) of connections over
Y (on the trivial SU(2)- or a nontrivial SO(3)-bundle),

CS(A) = 1
2

∫

Y

(

〈A ∧ dA 〉 + 1
3
〈 [A ∧ A] ∧ A 〉

)

. (2.1)

In this case the critical points are gauge equivalence classes (using only the

17
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identity component of the gauge group) of flat connections, and the connect-
ing orbits are the anti-self-dual instantons on R × Y with finite Yang-Mills
energy.

In the symplectic case Floer considered two Lagrangian submanifolds L0

and L1 in a symplectic manifold (M,ω). The critical points of the symplectic
action functional on the space of paths connecting L0 to L1 are the constant
paths, that is the intersection points of L0 and L1. The connecting orbits are
pseudoholomorphic strips u : R×[0, 1] →M of finite energy 1

2

∫

|∇u|2, whose
boundary arcs s 7→ u(s, 0) and s 7→ u(s, 1) lie in L0 and L1 respectively. Here
one has to choose an almost complex structure J ∈ End(TM), J 2 = −1l that
is compatible with the symplectic form, i.e. ω(·, J ·) is a metric on M . Then
a pseudoholomorphic curve is a solution of

∂su+ J(u) ∂tu = 0.

Under certain monotonicity assumptions this gives rise to Floer homology
groups HFsymp

∗ (M,L0, L1). Similarly, one can define Floer homology groups
HFsymp

∗ (M,ϕ) for symplectomorphisms ϕ ∈ Diff(M,ω), [F3]. Here the crit-
ical points are the fixed-points of ϕ, and the connecting orbits are finite
energy pseudoholomorphic curves u : R

2 → M satisfying a twist condition
associated with ϕ.

Atiyah and Floer conjectured the existence of natural isomorphisms be-
tween the instanton Floer homology of 3-manifolds and the symplectic Floer
homology of Lagrangians or symplectomorphisms on moduli spaces of flat
connections associated with the 3-manifold. The starting point for these
conjectures is the Atiyah-Bott [AB, §9] picture of the moduli space of flat
connections over a Riemann surface as a symplectic quotient.

The moduli space of flat connections over a Riemann

surface

Let P → Σ be a G-bundle over a Riemann surface Σ with a compact Lie group
G. The space of connections on P is an affine space A(P ) = Ã + Ω1(Σ; gP )
for any fixed reference connection Ã. It carries a symplectic structure: For
α, β ∈ TAA(P ) = Ω1(Σ; gP )

ω(α, β) :=

∫

Σ

〈α ∧ β 〉. (2.2)
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The action of the gauge group G(P ) on A(P ) can be viewed as Hamiltonian
action of an infinite dimensional Lie group. The Lie algebra of G(P ) is
Ω0(Σ; gP ) and the infinitesimal action of ξ ∈ Ω0(Σ; gP ) is given by the vector
field

Xξ :
A(P ) −→ Ω1(Σ; gP ) = TAA(P )
A 7−→ dAξ.

This is the Hamiltonian vector field of the function A 7→ 〈µ(A) , ξ 〉 on
A(P ). Here 〈 ζ, ξ 〉 =

∫

Σ
〈 ζ, ξ 〉 denotes the inner product on the Lie algebra

Ω0(Σ; gP ) and µ is the moment map of the gauge action,

µ :
A(P ) −→ Ω0(Σ; gP )
A 7−→ ∗FA.

Indeed, one has for all β ∈ Ω1(Σ; gP )

ω(Xξ(A) , β) =

∫

Σ

〈 dAξ ∧ β 〉 = −〈 ∗dAβ , ξ 〉,

where ∗dA is the differential of the moment map at A ∈ A(P ). For a flat
connection A ∈ Aflat(P ) one has a chain complex

LieG(P ) −→ TAA −→ LieG(P )
‖ ‖ ‖

Ω0(Σ; gP )
dA−→ Ω1(Σ; gP )

∗dA−→ Ω0(Σ; gP )

Here the second arrow is the infinitesimal action at A and the third arrow is
the differential of the moment map at A. If A is moreover irreducible1, then
the quotient µ−1(0)/G(P ) = Aflat(P )/G(P ) =: MP is a smooth manifold near
the equivalence class of A. (This can be made precise in the setting of Banach
manifolds – using the Sobolev completions of the space of connections and the
gauge group.) So the moduli space of connections MP is a smooth manifold
with singularities at the reducible connections. It can moreover be seen as
the symplectic quotient of the Hamiltonian gauge action on the symplectic
space of connections,

MP = A(P )//G(P ) = µ−1(0)/G(P ).

So MP is a (singular) symplectic manifold with the symplectic structure
induced by (2.2).

1A connection A ∈ Aflat(P ) is called irreducible if its isotropy subgroup of G(P ) (the
group of gauge transformations that leave A fixed) is discrete, i.e. dA|Ω0 is injective. For
a closed Riemann surface this is equivalent to d∗

A|Ω1 being surjective.
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The Atiyah–Floer conjecture for mapping tori

A first version of the Atiyah–Floer conjecture for mapping tori was confirmed
by Dostoglou and Salamon [DS2]: Consider a nontrivial SO(3)-bundle P → Σ
over a Riemann surface Σ with an orientation preserving automorphism
f : P → P . Similarly as above, the moduli space MP := Aflat(P )/G0(P )
of flat connections on P modulo the identity component G0(P ) of the gauge
group is a compact symplectic manifold, and the pullback of connections
under f obviously induces a symplectomorphism ϕf : MP → MP . So one
has a symplectic Floer homology HFsymp

∗ (ϕf). On the other hand, the au-
tomorphism f induces an orientation preserving diffeomorphism f : Σ → Σ
(by abuse of notation), which gives rise to an oriented closed 3-manifold, the
mapping cylinder Yf := R×Σ/ ∼ with (t+1, z) ∼ (t, f(z)) for all t ∈ R and
z ∈ Σ. The same mapping cylinder construction yields a nontrivial SO(3)-
bundle Pf over Yf . This can be used to define the instanton Floer homology
HFinst

∗ (Yf).

Theorem 2.1 (Dostoglou,Salamon) Let f : P → P be an orientation
preserving automorphism of a nontrivial SO(3)-bundle P → Σ over a Rie-
mann surface Σ. There is a natural isomorphism

HFinst
∗ (Yf) ∼= HFsymp

∗ (ϕf ).

The proof relates pseudoholomorphic sections of a bundle over a cylinder
with fibre MP to anti-self-dual instantons on the corresponding 4-manifold
(in which the fibre is replaced by Σ itself). The relation is established by an
adiabatic limit argument in which the metric on Σ converges to zero. More
precisely, a flow line of the symplectic Floer homology is a pseudoholomorphic
cylinder, u : R2 →MP with the twist condition u(s, t+ 1) = ϕf (u(s, t)) and

∂su+ J(u)∂tu = 0.

Here the almost complex structure J onMP is induced by the Hodge operator
on Σ. One can lift u to a map A : R2 → Aflat(P ) with A(s, t+1) = f ∗A(s, t).
Then the pseudoholomorphic equation is equivalent to

∂sA+ ∗∂tA = dAΦ + ∗dAΨ,

where Φ,Ψ : R2 → Ω0(Σ, gP ) are uniquely determined by A and satisfy the
same twist condition as A. Now one can view A + Φds + Ψdt as connection



21

on R × Pf which satisfies

∂sA− dAΦ + ∗∂tA− ∗dAΨ = 0,

∗FA = 0. (2.3)

On the other hand, a flow line of the instanton Floer homology is an (equiv-
alence class of an) anti-self-dual instanton on R × Pf , i.e. a connection
A+ Φds + Ψdt that satisfies

∂sA− dAΦ + ∗∂tA− ∗dAΨ = 0,

∂tΦ − ∂sΨ − [Φ,Ψ] − ε−2 ∗ FA = 0. (2.4)

Here one can fix any ε > 0 by rescaling the metric on Σ by the factor ε2,
since the instanton Floer homology is independent of the metric on the base
manifold. An adaptation of Uhlenbeck’s compactness theorems shows that
sequences of such anti-self-dual instantons for ε→ 0 converge (modulo gauge)
to solutions of (2.3). Now the gauge equivalence classes of these solutions are
exactly the pseudoholomorphic cylinders. Conversely, an implicit function
argument shows that for sufficiently small ε > 0 near every solution of (2.3)
one finds a solution of (2.4). So this gives a bijection between the flow lines
of the symplectic and the instanton Floer homology. Moreover, the critical
points of both Floer homologies can be naturally identified as follows. A
connection A+Ψdt ∈ A(R×P ) is flat if FA = 0 and Ȧ−dAΨ = 0. So if one
makes Ψ vanish by a gauge transformation u ∈ G(R × P ) then one obtain
a constant path u∗(A + Ψdt) ≡ A0 ∈ Aflat(P ). Now such a constant path
comes from a flat conection A+Ψdt on Pf = R×P/ ∼ precisely when f ∗A0 is
equivalent by a gauge transformation in the identity component of the gauge
group to A0, that is the gauge equivalence class of A0 is a fixed-point of the
map φf induced by f ∗ on the moduli space MP . This indentifies the critical
points of the instanton Floer homology with those of the symplectic Floer
homology.

The Atiyah–Floer conjecture for homology 3-spheres

The original version in [A2] of the Atiyah–Floer conjecture for Heegard split-
tings of homology 3-spheres is still open: A Heegard splitting Y = Y0 ∪Σ Y1

of a homology 3-sphere is a decomposition into two handlebodies Y0, Y1 with
common boundary Σ. It gives rise to two Floer homologies. The moduli space
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MΣ of flat connections on the trivial SU(2)-bundle over Σ is a finite dimen-
sional symplectic manifold (with singularities) and the moduli spaces LYi

of
flat connections over Σ that extend to Yi are Lagrangian submanifolds of MΣ

(see chapter 4). Atiyah and Floer conjectured that the resulting Lagrangian
Floer homology should be isomorphic to the instanton Floer homology of Y .

Conjecture 2.2 (Atiyah,Floer) Let Y = Y0 ∪Σ Y1 be a Heegard splitting
of a homology 3-sphere. Then there exists a natural isomorphism

HFinst
∗ (Y ) ∼= HFsymp

∗ (MΣ, LY0 , LY1).

Taubes [T] proved that the Euler characteristics agree. Salamon [Sa1]
outlined a program for a proof of the Atiyah–Floer conjecture for homology
3-spheres. The central point of this program is a Lagrangian boundary value
problem for anti-self-dual instantons that is motivated by the Chern-Simons
functional.

Chern-Simons functional on 3-manifolds with boundary

In this subsection we give a geometric motivation for the boundary value
problem that is treated in this thesis. The map

FA : α 7→
∫

Y

〈FA∧α〉

defines a 1-form F on the space of connections A(Y ) on the trivial G-bundle
over a compact 3-manifold Y . Near a connection A ∈ A(Y ) with trivial
isotropy group the space of connections A(Y ) can be seen as G(Y )-bundle
over MY := A(Y )/G(Y ). The 1-form F on this bundle is gauge invariant,
and if Y is closed, then it is also horizontal, i.e. it vanishes on the fibres: For
all vertical tangent vectors α = dAξ with ξ ∈ Ω0(Y ; g) Stokes’ theorem gives

FA(dAξ) = −
∫

Y

〈 dAFA , ξ 〉 +

∫

∂Y

〈FA , ξ 〉 = 0. (2.5)

So for closed manifolds Y this 1-form descends to a 1-form on the (singu-
lar) moduli space MY , and moreover F is closed. Indeed, one can view
α, β ∈ Ω1(Y ; g) = TAA(Y ) as (constant) vector fields on A(Y ), then their
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Lie bracket vanishes and one obtains by Stokes’ theorem and due to ∂Y = ∅

dF(α, β) = ∇α(F(β)) −∇β(F(α))

=

∫

Y

〈 dAα ∧ β 〉 −
∫

Y

〈 dAβ ∧ α 〉

=

∫

∂Y

〈α ∧ β 〉 = 0. (2.6)

In fact, for closed Y the 1-form F is even exact – it is the differential of the
Chern-Simons functional (2.1). If Y has nonempty boundary ∂Y = Σ then
the differential (2.6) does not vanish but is equal to the standard symplectic
structure ω defined in (2.2) on A(Σ). To render F closed, it is natural to
pick a Lagrangian submanifold L ⊂ A(Σ) and restrict F to the space

A(Y,L) := {A ∈ A(Y ) |A|Σ ∈ L}.

(If L ⊂ A(Σ) is any submanifold, then the closedness of F is equivalent to
ω|L ≡ 0, and the maximal such submanifolds are precisely the Lagrangian
submanifolds.) In order that F again descends to a 1-form on the moduli
space A(Y,L)/G(Y ) one has to assume that L is gauge invariant and that
L ⊂ Aflat(Σ) lies in the space of flat connections. 2 The first assumption
ensures that G(Y ) acts on A(Y,L) and the second assumption renders F
horizontal, c.f. (2.5). Under these assumptions L descends to a (singular)
Lagrangian submanifold in the (singular) moduli space of flat connections,

L := L/G(Σ) ⊂MΣ := Aflat(Σ)/G(Σ).

In order to obtain a well defined Floer homology for such Lagrangians we shall
moreover assume that L is simply connected. (This ensures a monotonicity
property that gives control on the energies of flow lines between fixed critical
points.) Now in general, L is not simply connected, but its fundamental
group cancels with that of G(Σ). This is the reason why F is not exact
but can only be written as the differential of the multi-valued Chern-Simons
functional

CSL(A) = 1
2

∫

Y

(

〈A ∧ dA 〉 + 1
3
〈 [A ∧ A] ∧ A 〉

)

+

∫ 1

0

∫

Σ

〈A0(t) ∧ Ȧ0(t) 〉 dt.

2These two assumptions are equivalent if G is connected, simply connected, and has a
discrete center – as for example G = SU(2).
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Here one has to choose a path A0(t) ∈ L with A0(0) = 0 (or any other fixed
reference connection in L) and A0(1) = A|Σ. Unless L is simply connected the
homotopy class of this path is not unique and hence the right-hand side is only
well defined up to some positive integer. From now on we take G = SU(2),
then this defines a functional CSL : A(Y,L) → R/4π2Z. A negative gradient
flow line of this functional is a path A : R → A(Y ) satisfying

∂sA+ ∗FA = 0, A(s)|Σ ∈ L ∀s ∈ R.

Equivalently, one can view this path as connection Ã = A+Φds ∈ A(R×Y )
in the special gauge Φ ≡ 0. Then the above equation is the anti-self-duality
equation for Ã. So the gauge equivalence classes of gradient flow lines of the
Chern-Simons functional are in one-to-one correspondence with the gauge
equivalence classes of solutions of the following boundary value problem for
connections Ã ∈ A(R × Y )

{

FÃ + ∗FÃ = 0,

Ã|{s}×Σ ∈ L ∀s ∈ R.
(2.7)

This is precisely the boundary value problem that we study in this thesis.

Floer homology for 3-manifolds with boundary

Fukaya set up a program to define Floer homology groups for 3-manifolds
Y with boundary ∂Y = Σ using Lagrangian boundary conditions in the
moduli space MΣ of flat connections, [Fu1, Fu2]. For the definition of Floer
connecting orbits he uses a degeneration of the metric on Y to couple the
anti-self-duality equation for instantons on the interior of R×Y to the pseu-
doholomorphic equation for strips in MΣ with a Lagrangian boundary con-
dition. In order that the moduli space MΣ is a smooth symplectic manifold,
Fukaya uses SO(3)-bundles over Y that are nontrivial over the boundary ∂Y .

The above discussion of the Chern-Simons functional suggests an alter-
native approach by Salamon [Sa1] that allows to use trivial SU(2)-bundles.
This approach uses the solutions of (2.7) to define the Floer homology groups
HFinst

∗ (Y, L) for a 3-manifold with boundary ∂Y = Σ and a Lagrangian sub-
manifold L = L/G(Σ) ⊂ MΣ. This is the starting point of his program for
the proof of the Atiyah-Floer conjecture 2.2. Fukaya’s approach would also
fit into this program, however, this would require to extend his definition of
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the Floer homology groups HFinst
∗ (Y, L) to trivial bundles and thus singular

moduli spaces. This thesis follows Salamon’s approach and sets up the basic
analysis for the boundary value problem (2.7) that is required for the defini-
tion of Floer homology groups.

The Floer complex will be generated by the critical points,

CF(Y, L) :=
⊕

[A]∈A∗

flat(Y,L)/G(Y )

Z〈 [A] 〉.

Here A∗
flat(Y,L) denotes the set of irreducible flat connections A ∈ Aflat(Y )

with Lagrangian boundary conditions A|Σ ∈ L. 3 For any two such con-
nections A+, A− one then has to study the moduli space of Floer connecting
orbits,

M(A−, A+) =
{

Ã ∈ A(R × Y )
∣

∣ Ã satisfies (2.7), lim
s→±∞

Ã = A±
}

/G(R × Y ).

The analysis of the asymptotic behaviour of solutions of (2.7) should show
that the convergence at infinity is equivalent to the Yang-Mills energy of
the instanton being finite, hence these moduli spaces consist of connected
components of

M(L) =
{

Ã ∈ A(R × Y )
∣

∣ (2.7),YM(Ã) <∞
}

/G(R × Y ).

Firstly, theorem A shows that the spaces of smooth connections and gauge
transformations in the definition of these moduli spaces can be replaced by
suitable Sobolev completions. Now M(L) can be identified with the zeros
of a section of a Banach space bundle. Theorem C then is one step towards
showing that this moduli space is a smooth manifold. It asserts that in the
compact model case, the linearizations of the section at its zeros are Fred-
holm operators. The analysis of the asymptotic behaviour of the solutions
should be combined with this Fredholm theory (and a perturbation of the
equations (2.7) ) to show that M(A−, A+) is a disjoint union of smooth mani-
folds of the dimension µ(A−) − µ(A+) + 8Z. (These connected components
are distinguished by the homotopy class of the path in A(Y,L) running from

3There should be no reducible flat connections with Lagrangian boundary conditions
other than the gauge orbit of the trivial connection. This will be guaranteed by certain
conditions on Y and L, for example this is the case when L = LY ′ for a handlebody Y ′

with ∂Y ′ = Σ̄ such that Y ∪Σ Y ′ is a homology-3-sphere.
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A− to A+.) Here µ : A∗
flat(Y,L) → Z/8Z is a (mod 8)-grading on the Floer

complex. Now a monotonicity property provides a fixed Yang-Mills energy
for the connections in the k-dimensional part Mk(A−, A+) of the space of
connecting orbits.

Theorem B is one step towards a compactification of these moduli spaces
Mk(A−, A+). It proves their compactness under the assumption of an Lp-
bound on the curvature for p > 2, whereas the Yang-Mills energy is only
the L2-norm. So an analysis of the possible bubbling phenomena should
then lead to the required compactification. In the case of index difference
µ(A−) − µ(A+) = 1 (mod 8), this will show that M1(A−, A+)/R is a finite
set (after dividing out the time-shifts). Thus the Floer boundary operator
can be defined by

∂〈 [A−] 〉 :=
∑

µ(A+)∼=µ(A−)−1

#
(

M1(A−, A+)/R
)

〈 [A+] 〉.

As usual in Floer homologies, ∂◦∂ = 0 should then follow from a glueing the-
orem that identifies the broken flow lines

⋂

[A] M1(A−, A)/R×M1(A,A+)/R

with the boundary of the compactification of M2(A−, A+)/R. (The number
of broken flow lines from A− via some A ∈ A∗

flat(Y,L) to A+ gives the factor
in front of 〈 [A+] 〉 in ∂∂〈 [A−] 〉. This number is even, so it vanishes in Z2,
since it is the number of boundary points of a compact 1-manifold. If counted
with signs according to certain choices of orientations, then it also vanishes in
Z.) One then obtains the Floer homology groups HFinst

∗ (Y, L) := H∗(CF, ∂).
In order to prove that these are independent of the metric on Y , one

defines a chain homomorphism between the Floer complexes corresponding
to different metrics g− and g+ on Y . This is done completely analogous
to the definition of ∂ by counting the solutions of (2.7) for a metric on
R × Y that interpolates between g− and g+ (see example 1.4). Finally,
one has to prove that the thus defined isomorphism of Floer homologies is
independent of the chosen interpolating metric, i.e. find a chain homotopy
equivalence between the chain homomorphisms of two different interpolating
metrics. This homomorphism of the Floer complexes is again defined by
counting elements of a moduli space. This time however, one chooses a path
between the two interpolating metrics, then the moduli space contains pairs
of metrics in this path and solutions of (2.7) with respect to this metric. The
compactification of these moduli spaces is the reason for considering varying
metrics in theorem B.
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The program for a proof of the Atiyah-Floer conjecture

and the significance of this thesis

The first step of the program by Salamon [Sa1] for the proof of the Atiyah-
Floer conjecture is to define the instanton Floer homology HFinst

∗ (Y, L) for a
3-manifold with boundary ∂Y = Σ and a Lagrangian submanifold L ⊂ MΣ

in the moduli space of flat connections. The basic analytic framework for
this Floer theory is set up in this thesis. The regularity theorem A shows
that the boundary value problem whose solutions will be the connecting or-
bits is wellposed. The compactness theorem B is a major step towards the
compactification of the moduli spaces of connecting orbits. It remains to
analyse the bubbling phenomena at the boundary – these remaining obsta-
cles for the compactification of the moduli spaces are discussed in chapter 8.
Theorem C sets up the Fredholm theory (leading to the smoothness of the
moduli spaces) for the compact model case. Here it remains to analyse the
asymptotic behaviour of finite energy solutions of the boundary value prob-
lem (2.7) – which should be a straightforward analogon of the closed case –
and combine this with theorem C to a Fredholm theory in the noncompact
case. Suitable perturbations of the anti-self-duality equation as in the closed
case then should lead to the required transversality result giving the mod-
uli spaces the structure of finite dimensional smooth manifolds. Together
with the compactification of the moduli spaces this allows to define the Floer
boundary operator ∂. Finally, the proof of ∂ ◦∂ = 0 and the metric indepen-
dence of the resulting homology require several glueing theorems that should
work analogously to Floer’s original glueing theorem [F1].

The next step in the program for the proof of the Atiyah-Floer conjecture
is to consider a Heegard splitting Y = Y0 ∪Σ Y1 of a homology 3-sphere, and
replace the instanton Floer homology of Y by the Floer homology of the
3-manifold [0, 1] × Σ with boundary Σ̄ ∪ Σ and the Lagrangian submanifold
LY0 × LY1 ⊂ MΣ̄∪Σ in the moduli space of flat connections over Σ̄ ∪ Σ.
Here ∂Y0 = Σ and ∂Y1 = Σ̄ is the same Riemann surface with opposite
orientation. Let LYi

be the space of flat connections over Σ that extend to
flat connections over Yi. Then L := LY0 ×LY1 ⊂ A(Σ̄)×A(Σ) = A(Σ̄∪Σ) is
a Lagrangian submanifold as considered in (2.7) and L/G(Σ̄∪Σ) = LY0 ×LY1

with LYi
= LYi

/G(Σ).

In [Sa1] it is conjectured that these two Floer homologies should be iso-
morphic.
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Conjecture 2.3 If Y = Y0 ∪Σ Y1 is a homology 3-sphere then there is a
natural isomorphism

HFinst
∗ (Y ) ∼= HFinst

∗ ([0, 1] × Σ, LY0 × LY1).

Firstly, the Floer complexes can be identified as follows. Consider a
flat connection A ∈ Aflat(Y ). Thicken Σ ⊂ Y and slightly shrink the
Yi such that one obtains a disjoint union Y = Y0 ∪ [0, 1] × Σ ∪ Y1. Now
A|[0,1]×Σ ∈ Aflat([0, 1] × Σ) with the boundary values A|{0}×Σ = A|∂Y0 ∈ LY0

and A|{1}×Σ = A|∂Y1 ∈ LY1 . So the main task is to identify the connecting
orbits.

The idea of the proof is to choose an embedding (0, 1)×Σ ↪→ Y starting
from a tubular neighbourhood of Σ ⊂ Y at t = 1

2
and shrinking {t}×Σ to the

1-skeleton of Yt for t = 0, 1. Then the anti-self-dual instantons on R×Y pull
back to anti-self-dual instantons on R × [0, 1] × Σ with a degenerate metric
for t = 0 and t = 1. On the other hand, one can consider anti-self-dual
instantons on R × [ε, 1 − ε] × Σ with boundary values in LY0 and LY1. As
ε→ 0, one should be able to pass from this genuine boundary value problem
to solutions on the closed manifold Y .

The final part of the proof of the Atiyah–Floer conjecture would be to
establish the following conjecture [Sa1].

Conjecture 2.4 If Y = Y0 ∪Σ Y1 is a homology 3-sphere then there is a
natural isomorphism

HFinst
∗ ([0, 1] × Σ, LY0 × LY1)

∼= HFsymp
∗ (MΣ, LY0, LY1).

Again, one sees easily that the Floer complexes (generated by the critical
points) are naturally isomorphic as follows. In the instanton Floer homology
the critical points are the equivalence classes of flat connections on [0, 1]×Σ
with boundary values in LY0 and LY1 at t = 0 and t = 1 respectively. They
can be written as A + Ψdt with A(t) ∈ Ω1(Σ; g) and Ψ(t) ∈ Ω0(Σ; g) for
all t ∈ [0, 1]. One can make Ψ vanish by a gauge transformation, then
the flatness condition Ȧ − dAΨ = 0 implies that A is t-independent, so
A(0) = A(1) ∈ LY0 ∩ LY1 . Thus the critical points here can be identified
with intersection points of the Lagrangian submanifolds LY0 and LY1 in the
moduli space MΣ – which are exactly the critical points of the symplectic
Floer homology.
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So the proof of this conjecture requires an adaptation of the adiabatic
limit argument in [DS2] to boundary value problems for anti-self-dual in-
stantons and pseudoholomorphic curves respectively in order to identify the
moduli spaces of connecting orbits. Here one again deals with the boundary
value problem (2.7) studied in this thesis. As the metric on Σ converges
to zero, the solutions, i.e. anti-self-dual instantons on R × [0, 1] × Σ with
Lagrangian boundary conditions in LY0,LY1 ⊂ MΣ should be in one-to-one
correspondence with connections on R × [0, 1] × Σ that descend to pseudo-
holomorphic strips in MΣ with boundary values in LY0 and LY1 .
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Chapter 3

Weakly flat connections

In this chapter we consider the trivial G-bundle over a closed manifold Σ
of dimension n ≥ 2, where G is a compact Lie group. Fix p > n. Then a
connection A ∈ A0,p(Σ) is called weakly flat if

∫

Σ

〈A , d∗ω − 1
2
(−1)n ∗ [A ∧ ∗ω] 〉 = 0 ∀ω ∈ Ω2(Σ, g). (3.1)

For sufficiently regular connections, (3.1) is equivalent to the connection be-
ing flat, that is FA = dA + 1

2
[A ∧ A] = 0 . We denote the space of weakly

flat Lp-connections over Σ by

A0,p
flat(Σ) :=

{

A ∈ A0,p(Σ)
∣

∣ A satisfies (3.1)
}

.

One can check that this space is invariant under the action of the gauge
group G1,p(Σ). Here p ≥ 2 is required in order that (3.1) is welldefined, and
G1,p(Σ) is welldefined for p > n, see e.g. [We, Appendix B].

The next theorem shows that the quotient A0,p
flat(Σ)/G1,p(Σ) can be identi-

fied with the usual moduli space of flat connections Aflat(Σ)/G(Σ) – smooth
flat connections modulo smooth gauge transformations.

Theorem 3.1 For every weakly flat connection A ∈ A0,p
flat(Σ) there exists a

gauge transformation u ∈ G1,p(Σ) such that u∗A ∈ Aflat(Σ) is smooth.

The proof will be based on the following Lp-version of the local slice
theorem, a proof of which can be found in [We, Theorem 9.3].

31
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Proposition 3.2 Fix a reference connection Â ∈ A0,p(Σ). Then there exists
a constant δ > 0 such that for every A ∈ A0,p(Σ) with ‖A − Â‖p ≤ δ there
exists a gauge transformation u ∈ G1,p(Σ) such that

∫

Σ

〈

u∗A− Â , dÂη
〉

= 0 ∀η ∈ C∞(Σ, g). (3.2)

Equivalently, one has for v = u−1 ∈ G1,p(Σ)
∫

Σ

〈

v∗Â− A , dAη
〉

= 0 ∀η ∈ C∞(Σ, g).

The weak flatness together with the weak Coulomb gauge condition (3.2)
form an elliptic system, so theorem 3.1 then is a consequence of the following
lemma. For closed manifolds M = Σ, this regularity result is essentially
due to the Hodge decomposition of Lp-regular 1-forms. In the case when
M = Σ is in fact a Riemann surface, this result directly follows from the
regularity theory for the weak Laplace equation. However, the lemma also
holds on manifolds with boundary, and it yields componentwise regularity
results. This will be useful for the proof of theorem C in chapter 7. Here we
use the following notation:

C∞
δ (M) =

{

φ ∈ C∞(M)
∣

∣ φ|∂M = 0
}

,

C∞
ν (M) =

{

φ ∈ C∞(M)
∣

∣

∂φ
∂ν

∣

∣

∂M
= 0

}

.

Lemma 3.3 Let (M, g) be a compact Riemannian manifold (possibly with
boundary), let k ∈ N0 and 1 < p < ∞. Let X ∈ Γ(TM) be a smooth vector
field that is either perpendicular to the boundary, i.e. X|∂M = h · ν for some
h ∈ C∞(∂M), or tangential, i.e. X|∂M ∈ Γ(T∂M). In the first case let
T = C∞

δ (M), in the latter case let T = C∞
ν (M). Then there exists a constant

C such that the following holds:
Let f ∈ W k,p(M), γ ∈ W k,p(M,Λ2T∗M), and suppose that the 1-form

α ∈ W k,p(M,T∗M) satisfies
∫

M

〈α , dη 〉 =

∫

M

f · η ∀η ∈ C∞(M),
∫

M

〈α , d∗ω 〉 =

∫

M

〈 γ , ω 〉 ∀ω = d(φ · ιXg) , φ ∈ T .

Then α(X) ∈ W k+1,p(M) and

‖α(X)‖W k+1,p ≤ C
(

‖f‖W k,p + ‖γ‖W k,p + ‖α‖W k,p

)

.
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Remark 3.4 In the case k = 0 let 1
p
+ 1

p∗
= 1, then the weak equations for α

can be replaced by the following: There exist constants c1 and c2 such that

∣

∣

∣

∣

∫

M

〈α , dη 〉
∣

∣

∣

∣

≤ c1 ‖η‖p∗ ∀η ∈ C∞(M),

∣

∣

∣

∣

∫

M

〈α , d∗d(φ · ιXg) 〉
∣

∣

∣

∣

≤ c2 ‖φ‖W 1,p∗ ∀φ ∈ T .

The estimate then becomes ‖α(X)‖W 1,p ≤ C
(

c1 + c2 + ‖α‖p
)

.

The regularity and estimates claimed here will follow from weak Laplace
equations. We abbreviate ∆ := d∗d. Then the proof will use the following
standard elliptic theory for the Laplace operator with Dirichlet or (inho-
mogenous) Neumann boundary conditions, which can for example be found
in [GT] and [We, Theorems 2.3’,3.2,D.2].

Proposition 3.5 Let k ∈ N, then there exists a constant C such that the
following holds. Let f ∈ W k−1,p(M) and G ∈ W k,p(M) and suppose that
u ∈ W k,p(M) is a weak solution of the Dirichlet problem (or the Neumann
problem with inhomogenous boundary conditions), that is for all ψ ∈ C∞

δ (M)
(or for all ψ ∈ C∞

ν (M))

∫

M

u · ∆ψ =

∫

M

f · ψ +

∫

∂M

G · ψ.

Then u ∈ W k+1,p(M) and

‖u‖W k+1,p ≤ C
(

‖f‖W k−1,p + ‖G‖W k,p + ‖u‖W k,p

)

.

In the special case k = 0 there exists a constant C such that the following
holds: Suppose that u ∈ Lp(M) and that there exists a constant c such that
for all ψ ∈ C∞

δ (M) (or for all ψ ∈ C∞
ν (M))

∫

M

u · ∆ψ ≤ c‖ψ‖W 1,p∗ .

Then u ∈ W 1,p(M) and

‖u‖W 1,p ≤ C
(

c+ ‖u‖Lp

)

.



34 CHAPTER 3. WEAKLY FLAT CONNECTIONS

Proof of lemma 3.3 and remark 3.4 :
Let αν ∈ C∞(M,T∗M) be an Lp-approximating sequence for α such that
αν ≡ 0 near ∂M . Then one obtains for all φ ∈ T
∫

M

α(X) · ∆φ = lim
ν→∞

(
∫

M

〈 LXαν , dφ 〉 −
∫

M

〈 ιXdαν , dφ 〉
)

= lim
ν→∞

(

−
∫

M

〈αν , LXdφ 〉 −
∫

M

〈αν , divX · dφ 〉

−
∫

M

〈αν , ιYdφ
LXg 〉 −

∫

M

〈 dαν , ιXg ∧ dφ 〉
)

=

∫

M

〈α , d(−LXφ− divX · φ) 〉 −
∫

M

〈α , d∗(ιXg ∧ dφ) 〉

+

∫

M

〈α , φ · d(divX) − ιYdφ
LXg 〉

=

∫

M

〈 f , −LXφ− divX · φ 〉 +

∫

M

〈 γ , d(φ · ιXg) 〉

−
∫

M

〈α , d∗(φ · dιXg) 〉 +

∫

M

〈α , φ · d(divX) − ιYdφ
LXg 〉.

Here the vector field Ydφ is given by ιYdφ
g = dφ. In the case k ≥ 1 further

partial integration yields for all φ ∈ T
∫

M

α(X) · ∆φ =

∫

M

F · φ+

∫

∂M

G · φ,

where F ∈ W k−1,p(M), G ∈ W k,p(M), and for some constant C

‖F‖W k−1,p + ‖G‖W k,p ≤ C
(

‖f‖W k,p + ‖γ‖W k,p + ‖α‖W k,p

)

.

So the regularity proposition 3.5 for the weak Laplace equation with either
Neumann (T = C∞

ν (M)) or Dirichlet (T = C∞
δ (M)) boundary conditions

proves that α(X) ∈ W k+1,p(M) with the according estimate.
In the case k = 0 one works with the following inequality: Let 1

p∗
+ 1

p
= 1,

then there is a constant C such that for all φ ∈ T
∣

∣

∣

∣

∫

M

α(X) · ∆φ
∣

∣

∣

∣

≤ C
(

‖f‖p + ‖γ‖p + ‖α‖p
)

‖φ‖W 1,p∗ .

(Under the assumptions of remark 3.4, one simply replaces ‖f‖p and ‖γ‖p
by c1 and c2 respectively.) The regularity and estimate for α(X) then follow
from proposition 3.5. 2
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Proof of theorem 3.1 :
Consider a weakly flat connection A ∈ A0,p

flat(Σ). Let δ > 0 be the constant
from proposition 3.2 for the reference connection A and choose a smooth
connection Ã ∈ A(Σ) such that ‖Ã − A‖p ≤ δ. Then by proposition 3.2
there exists a gauge transformation u ∈ G1,p(Σ) such that

∫

Σ

〈

u∗A− Ã , dÃη
〉

= 0 ∀η ∈ C∞(Σ, g).

Now lemma 3.3 asserts that α := u∗A−Ã ∈ Lp(Σ,T∗Σ⊗g) is in fact smooth.
(By the definition of Sobolev spaces via coordinate charts it suffices to prove
the regularity and estimate for α(X), where X ∈ Γ(TΣ) is any smooth vector
field on Σ.) This is due to the weak equations

∫

Σ

〈α , dη 〉 = −
∫

Σ

〈 ∗[α ∧ ∗Ã] , η 〉 ∀η ∈ C∞(Σ, g),
∫

Σ

〈α , d∗ω 〉 = −
∫

Σ

〈 dÃ+ 1
2
[u∗A ∧ u∗A] , ω 〉 ∀ω ∈ Ω2(Σ, g).

Firstly, the inhomogeneous terms are of class L
p
2 , hence the lemma asserts

W 1, p
2 -regularity of α and u∗A. Now if p ≤ 2n, then the Sobolev embedding

gives Lp1-regularity of u∗A with p1 := np
2n−p

(in case p = 2n one can choose

any p1 > 2n). This is iterated to obtain Lpj -regularity for the sequence
pj+1 =

npj

2n−pj
(or any pj+1 > 2n in case pj ≥ 2n) with p0 = p. One checks

that pj+1 ≥ θpj with θ = n
2n−p

> 1 due to p > n. So after finitely many

steps this yields W 1,q-regularity for some q = pN

2
> n. The same is the case

if p > 2n at the beginning. Next, if u∗A is of class W k,q for some k ∈ N,
then the inhomogeneous terms also are of class W k,q and the lemma asserts
the W k+1,q-regularity of α and hence u∗A. Iterating this argument proves
the smoothness of u∗A = Ã+ α. 2

Weakly flat connections over a Riemann surface

Now we consider more closely the special case when Σ is a Riemann surface.
Theorem 3.1 shows that the injection Aflat(Σ)/G(Σ) ↪→ A0,p

flat(Σ)/G1,p(Σ) in
fact is a bijection. These moduli spaces are identified and denoted by MΣ.
Furthermore, the holonomy induces a natural bijection from MΣ to the space
of conjugacy classes of homomorphisms from π1(Σ) to G, see theorem A.2

MΣ := A0,p
flat(Σ)/G1,p(Σ) ∼= Aflat(Σ)/G(Σ) ∼= Hom(π1(Σ),G)/ ∼ .
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From this one sees that MΣ is a finite dimensional singular manifold. If we
assume G = SU(2), then MΣ has singularities at the product connection and
at the further reducible connections – corresponding to the connections for
which the holonomy group is not SU(2) but only {1l} or is conjugate to the
maximal torus S1 ⊂ SU(2). 1 Away from these singularities, the dimension
of MΣ is 6g−6, where g is the genus of Σ. (The arguments in [DS1, §4] show
that T[A]MΣ

∼= ker dA/imdA = h1
A has dimension 3 · (2g − 2) at irreducible

connections A.)
For the same reasons the space of weakly flat connections A0,p

flat(Σ) is in
general not a Banach submanifold of A0,p(Σ) but a principal bundle over a
singular base manifold. To be more precise fix a point z ∈ Σ and consider
the space of based gauge transformations, defined as

G1,p
z (Σ) :=

{

u ∈ G1,p(Σ)
∣

∣ u(z) = 1l
}

.

This Lie group acts freely on A0,p
flat(Σ). The quotient space A0,p

flat(Σ)/G1,p
z (Σ)

can be identified with Hom(π1(Σ),G) via the holonomy based at z. This
based holonomy map ρz : A0,p

flat(Σ) → Hom(π1(Σ),G) is defined by first
choosing a based gauge transformation that makes the connection smooth
and then computing the holonomy. Now ρz gives A0,p

flat(Σ) the structure of
a principal bundle with fibre G1,p

z (Σ) over the finite dimensional singular
manifold Hom(π1(Σ),G),

G1,p
z (Σ) ↪→ A0,p

flat(Σ)
ρz−→ Hom(π1(Σ),G).

Note that this discussion does not require the Riemann surface Σ to be
connected. Only when fixing a base point for the holonomy map and the
based gauge transformations one has to adapt the definition. Whenever
Σ =

⋃n
i=1 Σi has several connected components Σi, then ’fixing a point z ∈ Σ’

implicitly means that one fixes a point zi ∈ Σi in each connected component.
The group of based gauge transformations then becomes

G1,p
z (

⋃n
i=1 Σi) :=

{

u ∈ G1,p(Σ)
∣

∣ u(zi) = 1l ∀i = 1, . . . , n
}

.

1The holonomy group of a connection is given by the holonomies of all loops in Σ, c.f.
appendix A. Now the isotropy subgroup of G(Σ) of the connection is isomorphic to the
centralizer of the holonomy group, see [DK, Lemma 4.2.8].



Chapter 4

Lagrangians in the space of
connections

Consider the trivial G-bundle over a (possibly disconnected) Riemann surface
Σ of (total) genus g. Here again G is assumed to be a compact Lie group
and g denotes its finite dimensional Lie algebra. There is a gauge invariant
symplectic form ω on the space of connections A0,p(Σ) for p > 2 defined as
follows. For tangent vectors α, β ∈ Lp(Σ,T∗Σ⊗g) to the affine space A0,p(Σ)

ω(α, β) =

∫

Σ

〈α ∧ β 〉. (4.1)

The action of the infinite dimensional gauge group G1,p(Σ) on the symplectic
Banach space (A0,p(Σ), ω) is Hamiltonian with moment map A 7→ ∗FA (more
precisely, the equivalent weak expression in (W 1,p∗(Σ, g))∗). So MΣ can be
viewed as the symplectic quotient A0,p(Σ)//G1,p(Σ) as was first observed by
Atiyah and Bott [AB], c.f. chapter 2. However, 0 is not a regular value of
the moment map, so MΣ is a singular symplectic manifold. Due to these
singularities at the reducible connections we prefer to work in the infinite
dimensional setting.

A Lagrangian submanifold L ⊂ A0,p(Σ) is a Banach submanifold that
is isotropic, ω|TAL = 0 for all A ∈ L, and is of maximal dimension. In this
infinite dimensional setting, the latter condition can be phrased as

TAA0,p(Σ) = TAL⊕ J TAL ∀A ∈ L.
Here one has to choose an ω-compatible complex structure J ∈ End TA0,p(Σ),
i.e. such that J2 = −1l and ω(·, J ·) defines a metric. (The latter condition

37
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is in fact independent of the choice of J since the space of ω-compatible
complex structures is connected [MS1, Proposition 2.48].)

Now note that the Hodge ∗ operator is an ω-compatible complex structure
since ω(·, ∗·) is the L2-inner product. For all α, β ∈ Lp(Σ,T∗Σ ⊗ g)

ω(α, ∗β) =

∫

S

〈α ∧ ∗β 〉 = 〈α , β 〉L2. (4.2)

Hence a Banach submanifold L ⊂ A0,p(Σ) is Lagrangian if and only if it is
isotropic, ω|L ≡ 0, and totally real, i.e. for all A ∈ L

Lp(Σ,T∗Σ ⊗ g) = TAL ⊕ ∗TAL. (4.3)

Suppose that L is Lagrangian and in addition L ⊂ A0,p
flat(Σ), then one also

has the twisted Hodge decomposition (see e.g. [Wa, Theorem 6.8])

Lp(Σ,T∗Σ ⊗ g) = im dA ⊕ im d∗
A ⊕ h1

A, (4.4)

where h1
A = ker dA ∩ ker d∗

A. The assumption L ⊂ A0,p
flat(Σ) also ensures that

L is gauge invariant if G is connected and simply connected. On the other
hand, the gauge invariance of L implies L ⊂ A0,p

flat(Σ) if the Lie bracket on G
is nondegenerate (i.e. the center of G is discrete). So for example in the case
G = SU(2) both conditions are equivalent.

In general we will consider Lagrangian submanifolds L ⊂ A0,p(Σ) and
assume that they are both gauge invariant and contained in A0,p

flat(Σ). In that
case L descends to a (singular) submanifold of the (singular) moduli space
of flat connections,

L := L/G1,p(Σ) ⊂ A0,p
flat(Σ)/G1,p(Σ) =: MΣ.

This submanifold is obviously isotropic, i.e. the symplectic structure in-
duced by (4.1) on MΣ vanishes on L. Moreover, its tangent spaces have
half of the dimension of those of MΣ, so L ⊂ MΣ is a Lagrangian subman-
ifold. Indeed, in the Hodge decomposition (4.4) im d∗

A is the complement
of ker dA = TAA0,p

flat(Σ), im dA is the tangent space to the orbit of G1,p(Σ)
through A, and so h1

A
∼= T[A]MΣ. Now compare this with the decomposition

(4.3). Here im dA ⊂ TAL and im d∗
A ⊂ ∗TAL are mapped to each other by

the complex structure ∗, and thus the intersection of h1
A with TAL is of half

dimension – this is exactly T[A]L.
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Moreover, our assumptions on the Lagrangian submanifold ensure that
the holonomy map ρz : L → Hom(π1(Σ),G) based at z ∈ Σ is welldefined
and invariant under the action of the based gauge group G1,p

z (Σ). Note that
Hom(π1(Σ),G) naturally embeds into Hom(π1(Σ\{z}),G), which is a smooth
manifold diffeomorphic to G2g. This gives Hom(π1(Σ),G) a differentiable
structure (that is in fact independent of z ∈ Σ), however, it is a manifold
with singularities. In the following lemma we list some crucial properties
of the Lagrangian submanifolds L that we will deal with. Here we use the
notation

W 1,p
z (Σ, g) :=

{

ξ ∈ W 1,p(Σ, g)
∣

∣ ξ(z) = 0
}

for the Lie algebra T1lG1,p
z (Σ) of the based gauge group. (If Σ is not connected

then as before one fixes a base point in each connected component and mod-
ifies the definition of W 1,p

z (Σ, g) accordingly.) Moreover, in this chapter, we
will denote the differential of a map φ at a point x by Txφ in order to dis-
tinguish it from the exterior differential on differential forms, dA, associated
with a connection A.

Lemma 4.1 Let L ⊂ A0,p(Σ) be a Lagrangian submanifold and fix z ∈ Σ.
Suppose that L ⊂ A0,p

flat(Σ) and that L is invariant under the action of G1,p
z (Σ).

Then the following holds:

(i) L := L/G1,p
z (Σ) is a smooth manifold of dimension m = g · dim G and

the holonomy induces a diffeomorphism ρz : L → M to a submanifold
M ⊂ Hom(π1(Σ),G).

(ii) L has the structure of a principal G1,p
z (Σ)-bundle over M ,

G1,p
z (Σ) ↪→ L ρz−→M.

(iii) Fix A ∈ L. Then there exists a local section φ : V → L over a neigh-
bourhood V ⊂ Rm of 0 such that φ(0) = A and ρz ◦ φ is a diffeomor-
phism to a neighbourhood of ρz(A). This gives rise to Banach subman-
ifold coordinates for L ⊂ A0,p(Σ), namely a smooth embedding

Θ : W → A0,p(Σ)

defined on a neighbourhood W ⊂ W 1,p
z (Σ, g) × Rm ×W 1,p

z (Σ, g) × Rm

of zero by

Θ(ξ0, v0, ξ1, v1) := exp(ξ0)
∗φ(v0) + ∗dAξ1 + ∗T0φ(v1).
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Moreover, if A is smooth, then the local section can be chosen such that
the image is smooth, φ : V → L ∩ A(Σ). Now the same map Θ is a
diffeomorphism between neighbourhoods of zero in W 1,p

z (Σ, g2) × R2m

and neighbourhoods of A in A0,p(Σ) for all p > 2.

One reason for this detailed description of the Banach submanifold charts
is the following approximation result for W 1,p-connections with Lagrangian
boundary values.

Corollary 4.2 Let L ⊂ A0,p(Σ) be as in lemma 4.1 and let

Ω ⊂ H := {(s, t) ∈ R
2
∣

∣ t ≥ 0}

be a compact submanifold. Suppose that A ∈ A1,p(Ω×Σ) satisfies the bound-
ary condition

A|(s,0)×Σ ∈ L ∀(s, 0) ∈ ∂Ω. (4.5)

Then there exists a sequence of smooth connections Aν ∈ A(Ω × Σ) that
satisfy (4.5) and converge to A in the W 1,p-norm.

Proof of corollary 4.2:
We decompose A = Φds+Ψdt+B into two functions Φ,Ψ ∈ W 1,p(Ω×Σ, g)
and a family of 1-forms B ∈ W 1,p(Ω×Σ,T∗Σ⊗g) on Σ such that B(s, 0) ∈ L
for all (s, 0) ∈ ∂Ω. Then it suffices to find an approximating sequence for B
with Lagrangian boundary conditions on a neighbourhood of Ω ∩ ∂H. This
can be patched together with any smooth W 1,p-approximation of B on the
rest of Ω and can be combined with standard approximations of the functions
Φ and Ψ to obtain the required approximation of A.

So fix any (s0, 0) ∈ Ω∩ ∂H and use theorem 3.1 to find u0 ∈ G1,p(Σ) such
that A0 := u∗0B(s0, 0) is smooth. Lemma 4.1 (iii) gives a diffeomorphism
Θ : W → V between neighbourhoods W ⊂ W 1,p

z (Σ, g2) × R2m of zero and
V ⊂ A0,p(Σ) of A0. This was constructed such that C∞(Σ, g2) × R2m is
mapped to A(Σ) and such that Θ : W ∩W 2,p

z (Σ, g2) × R2m → V ∩ A1,p(Σ)
also is a diffeomorphism. Now note that B ∈ C0(Ω,A0,p(Σ)). Hence there
exists a neighbourhood U ⊂ Ω of (s0, 0) and one can choose a smooth gauge
transformation u ∈ G(Σ) that is W 1,p-close to u0 such that u∗B(s, t) ∈ V
for all (s, t) ∈ U . Now we define ξ = (ξ0, ξ1) : U → W 1,p

z (Σ, g2) and
v = (v0, v1) : U → R2m by Θ(ξ(s, t), v(s, t)) = u∗B(s, t). Recall that B is of
class W 1,p on U ×Σ, hence it lies in both W 1,p(U,A0,p(Σ) and Lp(U,A1,p(Σ).
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Thus ξ ∈ W 1,p(U,W 1,p
z (Σ, g2)) ∩ Lp(U,W 2,p

z (Σ, g2)) and v ∈ W 1,p(U,R2m),
and these satisfy the boundary conditions ξ1|t=0 = 0 and v1|t=0 = 0 due to the
Lagrangian boundary condition for B. Now there exist ξν ∈ C∞(U × Σ, g2)
and vν ∈ C∞(U,R2m) such that ξν → ξ and vν → v in all these spaces,
ξν(·, z) ≡ 0, ξν1 |t=0 = 0, and vν1 |t=0 = 0. (These are constructed with
the help of mollifiers as in lemma 5.8; also see remark 5.9. One first re-
flects ξ at the boundary and mollifies it with respect to U to obtain ap-
proximations in C∞(U,W 2,p

z (Σ, g2)) with zero boundary values. Next, one
mollifies on Σ, and finally one corrects the value at z.) It follows that
Bν(s, t) := (u−1)∗Θ(ξν(s, t), vν(s, t)) is a sequence of smooth maps from U
to A(Σ) which satisfies the Lagrangian boundary condition and converges to
B in the W 1,p-norm.

Now Ω ∩ ∂H is compact, so it is covered by finitely many such neigh-
bourhoods Ui on which there exist smooth W 1,p-approximations of B with
Lagrangian boundary values. These can be patched together in a finite pro-
cedure since the above construction allows to interpolate in the coordinates
between ξν, vν and other smooth approximations ξ ′, v′ (arising from approxi-
mations of B on another neighbourhood U ′ in different coordinates) of ξ and
v respectively. This gives the required approximation of B in a neighbour-
hood of Ω ∩ ∂H and thus finishes the proof. 2

Proof of lemma 4.1:
Fix A ∈ L and consider the following two decompositions:

Lp(Σ,T∗Σ ⊗ g) = TAL ⊕ ∗TAL (4.6)

= dAW
1,p
z (Σ, g) ⊕ ∗dAW 1,p

z (Σ, g) ⊕ h̃A,

where h̃A is a complement of the image of the following Fredholm operator:

DA :
W 1,p

z (Σ, g) ×W 1,p
z (Σ, g) −→ Lp(Σ,T∗Σ ⊗ g)

(ξ, ζ) 7−→ dAξ + ∗dAζ.

To see that DA is Fredholm note that for every A ∈ A0,p
flat(Σ) the operator

DA is injective and is a compact perturbation of D0. Hence moreover the
dimension of cokerDA (and thus of h̃A) is the same as that of cokerD0.
In the case A = 0 one can choose the space of g-valued harmonic 1-forms
h1 = ker d∩ker d∗ as complement h̃0. So h̃A must always have the dimension
dim h̃A = dim h1 = 2g · dim G = 2m. (Note that in general one can choose
h̃A to contain h1

A, but this might not exhaust the whole complement.)
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Due to the G1,p
z (Σ)-invariance of L the splittings (4.6) now imply that

there exists an m-dimensional subspace LA ⊂ h̃A such that

TAL = dAW
1,p
z (Σ, g) ⊕ LA.

So TAL is isomorphic to the Banach space W 1,p
z (Σ, g) × Rm via dA ⊕ F

for some isomorphism F : R
m → LA. Here we have used the fact that dA

is injective when restricted to W 1,p
z (Σ, g). Now choose a coordinate chart

Φ : TAL → L defined near Φ(0) = A, then the following map is defined for
a sufficiently small neighbourhood V ⊂ Rm of 0,

Ψ :
G1,p
z (Σ) × V −→ L

(u, v) 7−→ u∗
(

Φ ◦ (T0Φ)−1 ◦ F (v)
)

.

We will show that this is an embedding and a submersion (and thus a dif-
feomorphism to its image). Firstly, T(1l,0)Ψ : (ξ, w) 7→ dAξ + Fw is an
isomorphism. Next, note that Ψ(u, v) = u∗Ψ(1l, v) and use this to calculate
for all u ∈ G1,p

z (Σ), ξ ∈ W 1,p
z (Σ, g), and v, w ∈ Rm

T(u,v)Ψ : (ξu, w) 7→ u−1
(

dΨ(1l,v)ξ + T(1l,v)Ψ(0, w)
)

u.

One sees that u(T(u,v)Ψ)u−1 is a small perturbation of T(1l,0)Ψ, hence one can
choose V sufficiently small (independently of u) such that T(u,v)Ψ also is an
isomorphism for all v ∈ V . So it remains to check that Ψ in fact is globally
injective.

Suppose that u, u′ ∈ G1,p
z (Σ) and v, v′ ∈ V such that Ψ(u, v) = Ψ(u′, v′).

Rewrite this as Ψ(1l, v) = Ψ(ũ, v′) with ũ := u′u−1 ∈ G1,p
z (Σ). Now by

the choice of a sufficiently small V the norm ‖Ψ(1l, v) − Ψ(1l, v ′)‖p can be
made arbitrarily small. Then the identity Ψ(1l, v) = ũ∗Ψ(1l, v′) automatically
implies that ũ is C0-close to 1l. (Otherwise one would find a sequence of
Lp-connections Aν → A and uν ∈ G1,p

z (Σ) such that ‖uν ∗Aν − Aν‖p → 0
but dC0(uν, 1l) ≥ ∆ > 0. However, from (uν)−1duν = uν ∗Aν − (uν)−1Aνuν

one obtains an Lp-bound on duν and thus finds a weakly W 1,p-convergent
subsequence of the uν. Its limit u ∈ G1,p

z (Σ) would have to satisfy u∗A = A,
hence u ≡ 1l in contradiction to dC0(u, 1l) ≥ ∆ > 0.) So one can write
ũ = exp(ξ) where ξ ∈ W 1,p

z (Σ, g) is small in the L∞-norm. Next, the identity

ũ−1dũ = Ψ(1l, v) − ũ−1Ψ(1l, v′)ũ

shows that ‖ξ‖W 1,p will be small if V is small (and thus ũ is C0-close to 1l).
Hence if V is sufficiently small, then (ũ, v′) and (1l, v) automatically lie in a
neighbourhood of (1l, 0) on which Ψ is injective, and hence u = u′ and v = v′.
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We have thus shown that Ψ : G1,p
z (Σ)×V → L is a diffeomorphism to its

image. This provides manifold charts ψ : V → L/G1,p
z (Σ), v 7→ [Ψ(1l, v)] for

L := L/G1,p
z (Σ). Now fix 2g generators of the fundamental group π1(Σ), then

the corresponding holonomy map ρz : L → G × · · · × G is an embedding,
so its image M ⊂ Hom(π1(Σ),G) is a smooth submanifold. This proves (i).
For (ii) the diffeomorphism Ψ gives a bundle chart over U := ρz(ψ(V )) ⊂M ,
namely

Ψ ◦
(

id × (ρz ◦ ψ)−1
)

: G1,p
z (Σ) × U −→ L.

Furthermore, the local section for (iii) is given by φ(v) := Ψ(1l, v). However,
this is a map φ : V → L; it does not necessarily take values in the smooth
connections. Now if A ∈ L ∩ A(Σ) is smooth, then for a sufficiently small
neighbourhood V this section can be modified by gauge transformations such
that φ : V → L∩A(Σ). To see this, note that the gauge transformations in
the local slice theorem are given by an implicit function theorem: One solves
D(v, ξ) = 0 for ξ = ξ(v) ∈ W 1,p(Σ, g) with the following operator:

D :
V ×W 1,p(Σ, g) −→ im d′

A ⊂
(

W 1,p∗(Σ, g)
)∗

(v, ξ) 7−→ d′
A

(

exp(ξ)∗φ(v) − A
)

.

Here d′
A denotes the dual operator of dA on W 1,p∗(Σ, g). One has D(0, 0) = 0

and checks that ∂2D(0, 0) : ξ → d′
AdAξ is a surjective map to im d′

A, see e.g.
[We, Lemma 9.5]. The implicit function theorem [L, XIV,Theorem 2.1] then
gives the required gauge transformations exp(ξ(v)) ∈ G1,p(Σ) that bring φ(v)
into local Coulomb gauge and thus make it smooth. (By construction φ(v) is
weakly flat, then see the proof of theorem 3.1.) This modification by gauge
transformations does not affect the topological direct sum decomposition
TAL = dAW

1,p
z (Σ, g) ⊕ im T0φ.

To see that the given map Θ is a diffeomorphism between neighbourhoods
of 0 and A just note that the inverse of T0Θ is given by the splitting

Lp(Σ,T∗Σ ⊗ g) = TAL⊕ ∗TAL
= dAW

1,p
z (Σ, g) ⊕ im T0φ⊕ ∗dAW 1,p

z (Σ, g) ⊕ ∗im T0φ

composed with the inverses of dA|W 1,p
z (Σ,g) and T0φ. 2

Now observe that the choice of p > 2 for the Lagrangian submanifolds in
the above lemma is accidental. All connections A ∈ L are gauge equivalent
to a smooth connection, and the Lq-completion of L∩A(Σ) is a Lagrangian
submanifold in A0,q(Σ) for all q > 2. In fact, this simply is the restricted
(q > p) or completed (q < p) G1,q

z (Σ)-bundle over M .
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The main example

Suppose that G is connected and simply connected and that Σ = ∂Y is the
boundary of a handlebody Y . (Again, the handlebody and thus its boundary
might consist of several connected components.) The crucial property of a
handle body Y is that the inclusion ι : Σ → Y induces an isomorphism
π1(Y ) ∼= π1(Σ)/∂π2(Y,Σ). This is since Y retracts onto its 1-skeleton, which
can be chosen to lie in Σ, so we have the exact sequence

0 = π2(Y ) → π2(Y,Σ)
∂→ π1(Σ)

ι→ π1(Y ) → π1(Y,Σ) = 0.

The assumptions on G together with the fact that π2(G) = 0 for any Lie
group G (see e.g. [B, Proposition 7.5]) ensures that the gauge group G1,p(Σ)
is connected and that every gauge transformation on Σ can be extended to Y .

Let p > 2 and let LY be the Lp(Σ)-closure of the set of smooth flat
connections on Σ that can be extended to a flat connection on Y ,

LY := cl
{

A ∈ Aflat(Σ)
∣

∣ ∃Ã ∈ Aflat(Y ) : Ã|Σ = A
}

⊂ A0,p(Σ).

This set has the following properties.

Lemma 4.3

(i) LY =
{

u∗(A|Σ)
∣

∣ A ∈ Aflat(Y ), u ∈ G1,p(Σ)
}

(ii) LY ⊂ A0,p(Σ) is a Lagrangian submanifold.

(iii) LY ⊂ A0,p
flat(Σ) and LY is invariant under the action of G1,p(Σ).

(iv) Fix any z ∈ Σ. Then

LY =
{

A ∈ A0,p
flat(Σ)

∣

∣ ρz(A) ∈ Hom(π1(Y ),G) ⊂ Hom(π1(Σ),G)
}

,

where we identify

Hom(π1(Y ),G) ∼=
{

ρ ∈ Hom(π1(Σ),G)
∣

∣ ρ(∂π2(Y,Σ)) = {1l}
}

.

So LY obtains the structure of a G1,p
z (Σ)-bundle over the g-fold product

M = G × · · · × G ∼= Hom(π1(Y ),G),

G1,p
z (Σ) ↪→ LY ρz−→ Hom(π1(Y ),G).
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Proof: Firstly, LY ⊂ A0,p
flat(Σ) follows from the fact that weak flatness is an

Lp-closed condition for p > 2. The holonomy ρz : A0,p
flat(Σ) → G × · · · × G

is continuous with respect to the Lp-topology. Thus for every A ∈ LY the
holonomy vanishes on those loops in Σ that are contractible in Y . On the
other hand, in view of theorem 3.1, every A ∈ A0,p

flat(Σ) whose holonomy
descends to Hom(π1(Y ),G) can be written as A = u∗Ã, where u ∈ G1,p

z (Σ)
and the holonomy of Ã ∈ Aflat(Σ) also vanishes along the loops that are
contractible in Y . Thus Ã can be extended to a flat connection on Y and
smooth approximation of u proves that A ∈ LY . This proves the alternative
definitions of LY in (iv) and (i). Then (iii) is a consequence of (i).

To prove the second assertion in (iv) we explicitly construct local sections
of LY . Let the loops α1, β1, . . . , αg, βg ⊂ Σ represent the standard generators
of π1(Σ) such that α1, . . . , αg generate π1(Y ) and such that the only nonzero
intersections are αi ∩ βi.

1 Now fix A ∈ LY . In order to change its holon-
omy along αi by some g ∈ G close to 1l, one gauge transforms A in a small
neighbourhood of βi in Σ with a smooth gauge transformation that equals 1l
and g respectively near the two boundary components of that ring about βi.
That way one obtains a smooth local section φ : V → LY defined on a neigh-
bourhood V ⊂ g

g of 0, such that φ(0) = A and ρz ◦ φ : V → Hom(π1(Y ),G)
is a bijection onto a neighbourhood of ρz(A). This leads to a bundle chart

Ψ :
G1,p
z (Σ) × V −→ LY

(u, v) 7−→ u∗φ(v).

Note that for smooth A ∈ LY ∩ A(Σ) the local section φ constructed above
in fact is a section in the smooth part LY ∩ A(Σ) of the Lagrangian. Us-
ing these bundle charts one also checks that LY ⊂ A0,p(Σ) is indeed a Ba-
nach submanifold. A submanifold chart near Ψ(u, v) ∈ A0,p(Σ) is given by
(ξ, w) 7→ Ψ(exp(ξ)u, v + w) + ∗T(u,v)Ψ(ξ, w). As in lemma 4.1 one checks
that this is a local diffeomorphism.

To verify the Lagrangian condition it suffices to consider ω on TAA0,p(Σ)
for smooth A ∈ LY . This is because both ω and LY are invariant under
the gauge action. So pick some A ∈ LY ∩ A(Σ) and find Ã ∈ Aflat(Y ) such
that A = Ã|Σ. Let α, β ∈ TALY , then by the characterization of LY in (i)
we find ξ, ζ ∈ W 1,p(Σ, g) and paths Ãα, Ãβ : [−1, 1] → Aflat(Y ) such that

1π1(Σ) is the quotient of the free group generated by elements α1, β1, . . . , αg , βg by the
relation α1β1α

−1

1
β−1

1
. . . αgβgα

−1
g β−1

g = 1l, whereas π1(Y ) is the free group generated by
α1, . . . , αg .
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Ãα(0) = Ãβ(0) = Ã and

α = dAξ + d
ds

∣

∣

s=0
Ãα(s)|Σ, β = dAζ + d

ds

∣

∣

s=0
Ãβ(s)|Σ.

Now firstly Stokes’ theorem on Σ with ∂Σ = ∅ proves

ω(dAξ , dAζ) = lim
ν→∞

∫

Σ

〈 dAξ
ν ∧ dAζ

ν 〉 = lim
ν→∞

∫

Σ

d〈 ξν ∧ dAζ
ν 〉 = 0.

Here we have used smooth W 1,p-approximations ξν and ζν of ξ and ζ respec-
tively.

Similarly, one obtains ω(dAξ,
d
ds
Ãβ|Σ) = 0 and ω( d

ds
Ãα|Σ, dAζ) = 0 since

dA
(

d
ds
Ãα|Σ

)

= d
ds
FÃα

∣

∣

Σ
= 0. Finally, Stokes’ theorem with ∂Y = Σ yields

due to FÃα(s) = 0 for all s

ω(α , β) =

∫

Σ

〈 d
ds
Ãα|Σ ∧ d

ds
Ãβ|Σ 〉 =

∫

Y

d〈 d
ds
Ãα ∧ d

ds
Ãβ 〉

=

∫

Y

〈 d
ds
FÃα ∧ d

ds
Ãβ 〉 −

∫

Y

〈 d
ds
Ãα ∧ d

ds
FÃβ 〉 = 0.

This proves that ω|TALY
= 0 and recalling (4.2) one moreover sees that TALY

and ∗TALY are L2-orthogonal. In fact, we even have the topological decom-
position Lp(Σ,T∗Σ ⊗ g) = TALY ⊕ ∗TALY , and this proves the Lagrangian
property of LY . To see that this direct sum indeed exhausts the whole space
consider the Hodge type decomposition as in the proof of lemma 4.1,

Lp(Σ,T∗Σ ⊗ g) = dAW
1,p
z (Σ, g) ⊕ ∗dAW 1,p

z (Σ, g) ⊕ h̃A.

Here we have dim h̃A = 2g · dim G, and we have already seen that LY is
a G1,p

z (Σ)-bundle over the (g · dim G)-dimensional manifold Hom(π1(Y ),G).
So dAW

1,p
z (Σ, g) ⊂ TALY is the tangent space to the fibre through A, and

then for dimensional reasons TALY ⊕ ∗TALY also exhausts h̃A and thus all
of Lp(Σ,T∗Σ ⊗ g). 2



Chapter 5

Cauchy-Riemann equations in
Banach spaces

In this chapter we give a general regularity result for Cauchy-Riemann equa-
tions in complex Banach spaces with totally real boundary conditions. One
component of the boundary value problem (1.2) will take this form, and the
regularity result for this component will be the key point of the proof of
theorems A and B.

So consider a Banach space X with a complex structure J ∈ EndX, i.e.
such that J2 = −1l. Let L ⊂ X be a totally real submanifold, i.e. a Banach
submanifold such that X = TxL ⊕ J TxL for all x ∈ L.

Example 5.1 In our application the Banach space will be A0,p(Σ) with the
complex structure given by the Hodge operator J = ∗ on 1-forms for any
metric on Σ. Then J is compatible with the symplectic structure ω on
A0,p(Σ) given by (4.1), since ω(·, J ·) is an L2-inner product on the 1-forms.
Hence any Lagrangian submanifold L ⊂ A0,p(Σ) is totally real.

Recall that the gauge invariant Lagrangian submanifolds L ⊂ A0,p
flat(Σ)

in the previous chapter were modelled on W 1,p
z (Σ, g) ⊕ Rm. We will use a

similar assumption for the general totally real submanifolds L ⊂ X.

Assumption: Throughout this chapter we suppose that the totally real
submanifold L ⊂ X is – as a Banach manifold – modelled on a closed sub-
space Y ⊂ Z of an Lp-space Z = Lp(M,Rm) for some p > 1, m ∈ N, and a
closed manifold M .

47
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Example 5.2

(i) Every finite dimensional space Rm is isometric to the subspace of con-
stants in Lp(M,Rm) for VolM = 1.

(ii) The Sobolev space W `,p(M) (and thus every closed subspace thereof)
is bounded isomorphic to a closed subspace of Lp(M,Rm).

To see this, choose vector fields X1, . . . , Xk ∈ Γ(TM) that span TxM
for all x ∈ M . Then the map u 7→ (u,∇X1u, . . . ,∇`

Xk
u) running

through all derivatives of u up to order ` gives a bounded isomor-
phism between W `,p(M) and a closed subspace of Lp(M,Rm) =: Z for
m = 1 + k + . . . + k`. Estimates in Z then also yield W `,p-estimates
since the norms are equivalent.

(iii) Finite products of closed subspaces in Lp(Mi,R
mi) are isometric to a

closed subspace of Lp(
⋃

Mi,R
max{mi}).

Now let H be the half space

H := {(s, t) ∈ R
2
∣

∣ t ≥ 0}.

Let Ω ⊂ H be a compact 2-dimensional submanifold, i.e. Ω has smooth
boundary that might intersect ∂H = {t = 0}. We consider a map u : Ω → X
that solves the following boundary value problem:

{

∂su+ Js,t∂tu = G,
u(s, 0) ∈ L ∀(s, 0) ∈ ∂Ω.

(5.1)

Here J : Ω → EndX will be a suitably regular family of complex structures
on X. Now assume that u,G ∈ W k,q(Ω, X) for some k ∈ N and

q :=

{

p ; k ≥ 2,
2p ; k = 1.

In both cases the following theorem then gives W k+1,p-regularity for u. Here
and throughout the interior of Ω is defined with respect to the topology of
H, so int Ω still contains ∂Ω ∩ ∂H.



49

Theorem 5.3 Fix 1 < p < ∞ and a compact subset K ⊂ int Ω. Let
u0 ∈ C∞(Ω, X) be such that u0(s, 0) ∈ L for all (s, 0) ∈ ∂Ω, and let J0 ∈
C∞(Ω,EndX) be a smooth family of complex structures on X. Then there
exists a constant δ1 > 0 and for all k ∈ N there exist constants δ2 > 0 and C
such that the following holds:

Let J ∈ Ck+1(Ω,EndX) be a family of complex structures on X. Suppose
that u,G ∈ W k,q(Ω, X) (with q as above) solve (5.1) and that

‖u− u0‖L∞(Ω,X) ≤ δ1, ‖J − J0‖Ck+1(Ω,EndX) ≤ δ2.

Then u ∈ W k+1,p(K,X) and

‖u− u0‖W k+1,p(K,X) ≤ C
(

1 + ‖G‖W k,q(Ω,X) + ‖u− u0‖W k,q(Ω,X)

)

.

Note that the u0 in this theorem is not a solution of the equation. It
only satisfies the boundary condition and will be required for the choice of
coordinates near L in the proof.

Theorem 5.3 will be essential for the nonlinear regularity and compact-
ness results in chapter 6. For the Fredholm theory in chapter 7 we will
moreover need the following regularity and estimate for the linearization of
the boundary value problem (5.1). In order to state the corresponding weak
equation we introduce the dual operator J∗ ∈ EndX∗ of the complex struc-
ture J ∈ EndX, where X∗ denotes the dual space of X.

Theorem 5.4 Fix 1 < p < ∞ and a compact subset K ⊂ int Ω. Fix a
path x ∈ C∞(R,L) in L and let J ∈ C∞(Ω,EndX) be a family of complex
structures on X. Then there is a constant C such that the following holds:

Suppose that u ∈ Lp(Ω, X) and that there exists a constant cu such that
for all ψ ∈ C∞(Ω, X∗) with suppψ ⊂ int Ω and ψ(s, 0) ∈ (J(s, 0)Tx(s)L)⊥ for
all (s, 0) ∈ ∂Ω

∣

∣

∣

∣

∫

Ω

〈 u , ∂sψ + ∂t(J
∗ψ) 〉

∣

∣

∣

∣

≤ cu‖ψ‖Lp∗(Ω,X∗).

Then u ∈ W 1,p(K,X) and

‖u‖W 1,p(K,X) ≤ C
(

cu + ‖u‖Lp(Ω,X)

)

.

Corollary 5.5 Under the assumptions of theorem 5.4 there exists a con-
stant C such that the following holds: Suppose that u ∈ W 1,p(Ω, X) satisfies
u(s, 0) ∈ Tx(s)L for all (s, 0) ∈ ∂Ω, then

‖u‖W 1,p(K,X) ≤ C
(

‖∂su+ J∂tu‖Lp(Ω,X) + ‖u‖Lp(Ω,X)

)

.
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Proof of corollary 5.5:
Let u ∈ W 1,p(Ω, X) and ψ ∈ C∞(Ω, X∗) such that suppψ ⊂ int Ω and with
the boundary conditions u(s, 0) ∈ Tx(s)L and ψ(s, 0) ∈ (J(s, 0)Tx(s)L)⊥ for
all (s, 0) ∈ ∂Ω. Then one obtains the weak estimate, where the boundary
term vanishes,

∣

∣

∣

∣

∫

Ω

〈 u , ∂sψ + ∂t(J
∗ψ) 〉

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

Ω

〈 ∂su+ J∂tu , ψ 〉 −
∫

∂Ω∩∂H

〈 Ju , ψ 〉
∣

∣

∣

∣

≤ ‖∂su+ J∂tu‖Lp(Ω,X)‖ψ‖Lp∗(Ω,X∗).

This holds for all ψ as above, so the estimate follows from theorem 5.4. 2

Remark 5.6 Theorem 5.4 and corollary 5.5 also hold when one considers
compact domains K ⊂ int Ω ⊂ S1 × [0,∞) in the half cylinder and a loop
x ∈ C∞(S1,L).

To see this, identify S1 ∼= R/Z, identify K with a compact subset K ′ ⊂ H

in [0, 1] × [0,∞), and periodically extend x and u for s ∈ [−1, 2]. Then u is
defined and satisfies the weak equation on some open domain Ω′ ⊂ H such
that K ′ ⊂ int Ω′, so the results for H apply.

Recall that the totally real submanifold L is modelled on the Banach
space Y . The idea for the proof of theorem 5.3 is to straighten out the
boundary condition by going to local coordinates in Y ×Y near u0 ∈ X such
that Y × {0} corresponds to the submanifold L and the complex structure
becomes standard along Y × {0}. For theorem 5.4 one chooses R-dependent
coordinates forX that identify Y ×{0} with Tx(s)L along the path x : R → L.

Then the boundary value problem (5.1) yields Dirichlet and Neumann
boundary conditions for the two components and one can use regularity re-
sults for the Laplace equation with such boundary conditions. However, there
are two difficulties. Firstly, by straightening out the totally real submanifold,
the complex structure J becomes explicitly dependent on u, so one has to
deal carfully with nonlinearities in the equation. Secondly, this approach re-
quires a Caldéron-Zygmund inequality for functions with values in a Banach
space. In general, the Caldéron-Zygmund inequality is only true for values in
Hilbert spaces. In our case we only need the Lp-inequality for functions with
values in Lp-Sobolev spaces. In that case, the Caldéron-Zygmund inequality
holds, as can be seen by integrating over the real valued inequality. This will
be made precise in the following lemma. We abbreviate ∆ := d∗d, denote by
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Z∗ the dual space of any Banach space Z and by 〈 ·, · 〉 the pairing of Z and
Z∗. The Sobolev spaces of Banach space valued functions considered below
are all defined as completions of the smooth functions with respect to the
respective Sobolev norm. Moreover, we use the notation

C∞
δ (Ω, Z∗) := {ψ ∈ C∞(Ω, Z∗)

∣

∣ ψ|∂Ω = 0},
C∞
ν (Ω, Z∗) := {ψ ∈ C∞(Ω, Z∗)

∣

∣

∂ψ
∂ν

∣

∣

∂Ω
= 0}.

Lemma 5.7 Let Ω be a compact Riemannian manifold with boundary, let
1 < p < ∞ and k ∈ N. Let Z = Lp(M) for some closed manifold M . Then
there exists a constant C such that the following holds.

(i) Let f ∈ W k−1,p(Ω, Z) and suppose that u ∈ W k,p(Ω, Z) solves
∫

Ω

〈 u , ∆ψ 〉 =

∫

Ω

〈 f , ψ 〉 ∀ψ ∈ C∞
δ (Ω, Z∗).

Then u ∈ W k+1,p(Ω, Z) and ‖u‖W k+1,p ≤ C‖f‖W k−1,p.

(ii) Let f ∈ W k−1,p(Ω, Z), g ∈ W k,p(Ω, Z), and suppose that u ∈ W k,p(Ω, Z)
solves

∫

Ω

〈 u , ∆ψ 〉 =

∫

Ω

〈 f , ψ 〉 +

∫

∂Ω

〈 g , ψ 〉 ∀ψ ∈ C∞
ν (Ω, Z∗).

Then u ∈ W k+1,p(Ω, Z) and

‖u‖W k+1,p ≤ C
(

‖f‖W k−1,p + ‖g‖W k,p + ‖u‖Lp

)

.

(iii) Suppose that u ∈ Lp(Ω, Z) and there exists a constant cu such that
∣

∣

∣

∣

∫

Ω×M

u · ∆Ωψ

∣

∣

∣

∣

≤ cu‖ψ‖W 1,p∗(Ω,Z∗) ∀ψ ∈ C∞
δ (Ω ×M).

Then u ∈ W 1,p(Ω, Z) and ‖u‖W 1,p(Ω,Z) ≤ Ccu.

(iv) Suppose that u ∈ Lp(Ω, Z) and there exists a constant cu such that
∣

∣

∣

∣

∫

Ω×M

u · ∆Ωψ

∣

∣

∣

∣

≤ cu‖ψ‖W 1,p∗(Ω,Z∗) ∀ψ ∈ C∞
ν (Ω ×M).

Then u ∈ W 1,p(Ω, Z) and

‖u‖W 1,p(Ω,Z) ≤ C
(

cu + ‖u‖Lp(Ω,Z)

)

.

If moreover
∫

Ω
u = 0 then in fact ‖u‖W 1,p(Ω,Z) ≤ Ccu.
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The key to the proof of (i) and (ii) is the fact that the functions f and g
can be approximated not only by smooth functions with values in the Banach
space Lp(M), but by smooth functions on Ω ×M .

Lemma 5.8 Let Ω be a compact manifold (possibly with boundary), let M
be a closed manifold, let 1 < p, q < ∞, and k, ` ∈ N0. Then C∞(Ω ×M) is
dense in W k,q(Ω,W `,p(M)).

Remark 5.9

(i) A function u ∈ W k,q(Ω,W `,p(M)) with zero boundary values u|∂Ω = 0
can be approximated by uν ∈ C∞(Ω ×M) with uν|∂Ω×M = 0.

This can be seen by first approximating in C∞(Ω,W `,p(M)) with zero
boundary values and then mollifying on M as in lemma 5.8. In case
k = 0 the boundary condition is meaningless, but the approximation
with zero boundary values can be done elementary by cutting off in
small neighbourhoods of the boundary. For k ≥ 1 consider a local chart
of Ω in [0, 1]×Rn such that {t = 0} corresponds to the boundary, where
t denotes the [0, 1]-coordinate. Let f ∈ W k,q([0, 1]×Rn, Z) for any vec-
tor space Z with f |t=0 = 0 and compact support. Let σε be mollifiers
on R

n as in the proof of lemma 5.8 below, then fε(t, ·) := σε ∗ f(t, ·)
defines fε ∈ C∞(Rn,W k,q([0, 1], Z)) for all ε > 0. One checks that
‖fε − f‖W k,q([0,1]×Rn) → 0 as ε → 0. We choose the σε with compact
support, then the fε are also compactly supported and hence have fi-
niteW k,q([0, 1],W `,q(Rn))-norm for any ` ∈ N. Moreover, note that still
fε|t=0 = 0. In order to approximate fε with zero boundary values one
chooses ` = k, then lemma 5.8 gives a smooth approximation gν → ∂tfε
in the W k−1,q([0, 1],W k,q(Rn))-norm. Now f νε (t, x) :=

∫ t

0
gν(τ, x)dτ de-

fines functions in C∞([0, 1] × Rn, Z) that vanish at t = 0 and approxi-
mate fε in the W k,q([0, 1],W k,q(Rn))-norm, which is even stronger than
the W k,q-norm on [0, 1] × Rn.

(ii) If `p > dimM and z ∈M , then a function u ∈ W k,q(Ω,W `,p(M)) with
u(·, z) = 0 ∈ W k,q(Ω) can be approximated by uν ∈ C∞(Ω ×M) with
uν(·, z) ≡ 0.

Indeed choose an approximation by uν ∈ C∞(Ω×M), then uν(·, z) → 0
in W k,q(Ω) since the evaluation at z is a continuous map W `,p(M) → R.
Now uν−uν(·, z) ∈ C∞(Ω×M) still converges to u in W k,q(Ω,W `,p(M))
but it vanishes at z.
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Proof of lemma 5.8:
By definition C∞(Ω,W `,p(M)) is dense in W k,q(Ω,W `,p(M)), so it suffices to
fix g ∈ C∞(Ω,W `,p(M)) and show that in every W k,q(Ω,W `,p(M))-neighbour-
hood of g one can find a g̃ ∈ C∞(Ω ×M). Firstly, we prove this in the case
k = 0 for closed manifolds M as well as in the following case (that will be
needed for the proof in the case k ≥ 1): M = Rn, g is supported in Ω × V
and g̃ is required to have support in Ω × U for some open bounded domains
V, U ⊂ Rn such that V ⊂ U .

Fix δ > 0. Since Ω is compact one finds a finite covering Ω =
⋃N
i=1 Ui by

neighbourhoods Ui of xi ∈ Ω such that

‖g(x) − g(xi)‖W `,p(M) ≤ δ
2

∀x ∈ Ui.

Next, choose gi ∈ C∞(M) such that ‖gi − g(xi)‖W `,p(M) ≤ δ
2
. In the case

M = Rn one has supp g(xi) ⊂ V and hence can choose gi such that it is
supported in U (e.g. using mollifiers with compact support). Then choose a
partition of unity

∑N
i=1 φi = 1 by φi ∈ C∞(Ω, [0, 1]) with suppφi ⊂ Ui. Now

one can define g̃ ∈ C∞(Ω ×M) by

g̃(x, z) :=

N
∑

i=1

φi(x)gi(z) ∀x ∈ Ω, z ∈M.

In the case M = Rn this satisfies supp g̃ ⊂ Ω × U as required. Moreover,

‖g̃ − g‖q
Lq(Ω,W `,p(M))

=

∫

Ω

∥

∥

∑N
i=1 φi(gi − g)

∥

∥

q

W `,p(M)

≤
∫

Ω

(
∑N

i=1 φi · supx∈Ui
‖gi − g(x)‖W `,p(M)

)q

≤
∫

Ω

δq = δq Vol Ω.

Thus we have proven the lemma in the case k = 0. For k ≥ 1 this method
does not work since one picks up derivatives of the cutoff functions φi. In-
stead, one has to use mollifiers and the result for k = 0 on M = Rn.

So we assume k ≥ 1, fix g ∈ C∞(Ω,W `,p(M)) and pick some δ > 0. Let
M =

⋃N
i=1 Φi(Ui) be an atlas with bounded open domains Ui ⊂ Rn and charts

Φi : Ui →M . Let Vi ⊂ V i ⊂ Ui be open sets such that still M =
⋃N
i=1 Φi(Vi).

Then there exists a partition of unity
∑N

i=1 ψi◦Φ−1
i = 1 by ψi ∈ C∞(Rn, [0, 1])

such that suppψi ⊂ Vi. Now g =
∑N

i=1 gi◦(idΩ × Φ−1
i ) with

gi(x, y) = ψi(y) · g(x,Φi(y)) ∀x ∈ Ω, y ∈ Ui.
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Here gi ∈ C∞(Ω,W `,p(Rn)) is extended by 0 outside of supp gi ⊂ Ω × Vi,
and it suffices to prove that each of these functions can be approximated in
W k,q(Ω,W `,p(Rn)) by g̃i ∈ C∞(Ω × Rn) with supp g̃i ⊂ Ω × Ui. So drop the
subscript i and consider g ∈ C∞(Ω,W `,p(Rn)) that is supported in Ω × V ,
where V, U ⊂ Rn are open bounded domains such that V ⊂ U .

Let σε(y) = ε−nσ(y/ε) be a family of compactly supported mollifiers for
ε > 0, i.e. σ ∈ C∞(Rn, [0,∞)) such that supp σ ⊂ B1(0) and

∫

σ = 1. Then
for all ε > 0 define g̃ε ∈ C∞(Ω × Rn) by

g̃ε(x, y) := [σε ∗ g(x, ·)](y) ∀x ∈ Ω, y ∈ R
n.

Firstly, supp σε ⊂ Bε(0), so for sufficiently small ε > 0 the support of g̃ε lies
within Ω × U . Secondly, we abbreviate for j ≤ k, m ≤ `

fj,m := ∇j
Ω∇m

Rng ∈ C∞(Ω, Lp(Rn)),

which are supported in Ω × V . Then

‖g̃ε − g‖q
W k,q(Ω,W `,p(Rn))

=
∑

j≤k

∫

Ω

∥

∥∇j
Ω

(

σε ∗ g(x, ·) − g(x, ·)
)
∥

∥

q

W `,p(Rn)

≤ (`+ 1)
q
p

∑

j≤k

∑

m≤`

∫

Ω

∥

∥σε ∗ fj,m(x, ·) − fj,m(x, ·)
∥

∥

q

Lp(Rn)
.

Now use the result for k = 0 on M = Rn (with values in a vector bundle) to
find f̃j,m ∈ C∞(Ω × Rn) supported in Ω × U such that

‖f̃j,m − fj,m‖Lq(Ω,Lp(Rn)) ≤ δ.

Then for all x ∈ Ω and sufficiently small ε > 0 the functions σε ∗ f̃j,m(x, ·) are
supported in some fixed bounded domain U ′ ⊂ Rn containing U . Moreover,
the f̃j,m are Lipschitz continuous, hence one finds a constant C (depending
on the f̃j,m, i.e. on g and δ) such that for all x ∈ Ω

∥

∥σε ∗ f̃j,m(x, ·) − f̃j,m(x, ·)
∥

∥

p

Lp(Rn)

=

∫

U ′

∣

∣

∣

∫

Rn

σε(y
′ − y)

(

f̃j,m(x, y′) − f̃j,m(x, y)
)

dny′
∣

∣

∣

p

dny

≤
∫

U ′

(

∫

Rn

σε(y
′ − y) sup

|y−y′|≤ε

|f̃j,m(x, y′) − f̃j,m(x, y)| dny′
)p

dny

≤ VolU ′(Cε)p.
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Now use the fact that the convolution with σε is continuous with respect to
the Lp-norm, ‖σε ∗ f‖p ≤ ‖f‖p (see e.g. [Ad, Lemma 2.18]) to estimate

∫

Ω

∥

∥σε ∗ fj,m(x, ·) − fj,m(x, ·)
∥

∥

q

Lp(Rn)

≤
∫

Ω

(

∥

∥σε ∗
(

fj,m(x, ·) − f̃j,m(x, ·)
)
∥

∥

Lp(Rn)
+

∥

∥fj,m(x, ·) − f̃j,m(x, ·)
∥

∥

Lp(Rn)

+
∥

∥σε ∗ f̃j,m(x, ·) − f̃j,m(x, ·)
∥

∥

Lp(Rn)

)q

≤ 2 · 3q
∥

∥fj,m − f̃j,m
∥

∥

q

Lq(Ω,Lp(Rn))
+ 3q Vol Ω (VolU)

q
p (Cε)q ≤ 3 · 3qδq.

Here we have chosen 0 < ε ≤ C−1(VolΩ)−
1
q (VolU)−

1
p δ. Thus we obtain

‖g̃ε − g‖W k,q(Ω,W `,p(Rn)) ≤ 3(`+ 1)
1
p (3(k + 1)(`+ 1))

1
q δ.

This proves the lemma. 2

In the case q = p this lemma provides the continuous inclusion

W k,p(Ω,W `,p(M)) ⊂ W `,p(M,W k,p(Ω))

since the norms on these spaces are identical. 1 Moreover, for p = q and
k = ` = 0 the lemma identifies Lp(Ω, Lp(M)) = Lp(Ω × Σ) as the closure of
C∞(Ω ×M) under the Lp-norm.

Proof of lemma 5.7 (i) and (ii) :
We first give the proof of the regularity for the inhomogenous Neumann
problem (ii) in full detail; (i) is proven in complete analogy – using the reg-
ularity theory for the Laplace equation on R-valued functions with Dirichlet
boundary condition instead of the Neumann condition.

So let f ∈ W k−1,p(Ω, Z), g ∈ W k,p(Ω, Z), and choose approximating
sequences f i, gi ∈ C∞(Ω ×M) given by lemma 5.8. Note that testing the
weak equation with ψ ≡ α for all α ∈ Z∗ yields the identity

∫

Ω
f +

∫

∂Ω
g = 0.

Thus hi :=
∫

Ω
f i +

∫

∂Ω
gi → 0 in Z as i → ∞, so one can replace the f i by

f i − hi/VolΩ ∈ C∞(Ω, Z) to achieve
∫

Ω

f i(·, y) +

∫

∂Ω

gi(·, y) = 0 ∀y ∈M, i ∈ N.

1The spaces are actually equal. The proof requires an extension of the approximation
argument to manifolds with boundary. We do not carry this out here because we will only
need this one inclusion.
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Now for each y ∈M there exist unique solutions ui(·, y) ∈ C∞(Ω) of






∆ui(·, y) = f i(·, y),
∂
∂ν
ui(·, y)

∣

∣

∂Ω
= gi(·, y)

∣

∣

∂Ω
,

∫

Ω
ui(·, y) = 0.

For each of these Laplace equations with Neumann boundary conditions one
obtains an Lp-estimate for the solution, see proposition 3.5 and e.g. [We,
Theorem 3.1] for the existence. The constant can be chosen independently
of y ∈ M since it varies continuously with y and M is compact. Then
integration of those estimates yields (with different constants C)

‖ui‖p
W k+1,p(Ω,Z)

=

∫

M

∥

∥ui
∥

∥

p

W k+1,p(Ω)

≤
∫

M

C
(

‖f i‖W k−1,p(Ω) + ‖gi‖W k,p(Ω)

)p

≤ C
(

‖f i‖W k−1,p(Ω,Z) + ‖gi‖W k,p(Ω,Z)

)p
.

Here one uses the crucial fact that Lp(Ω, Lp(M)) ⊂ Lp(M,Lp(Ω)) with iden-
tical norms. (Note that this is not the case if the integrability indices over Ω
and M are different.) Similarly, one obtains for all i, j ∈ N

‖ui − uj‖W k+1,p(Ω,Z) ≤ C
(

‖f i − f j‖W k−1,p(Ω,Z) + ‖gi − gj‖W k,p(Ω,Z)

)

.

So ui is a Cauchy sequence and hence converges to some ũ ∈ W k+1,p(Ω, Z).
Now suppose that u ∈ W k,p(Ω, Z) solves the weak Neumann equation for f
and g, then we claim that in fact u = ũ+ c ∈ W k+1,p(Ω, Z), where c ∈ Z is
given by

c(y) :=
1

Vol Ω

∫

Ω

(

u(·, y)− ũ(·, y)
)

∀y ∈M.

In order to see that indeed c ∈ Lp(M) = Z and that for some constant C
one has ‖c‖Lp(M) ≤ C(‖u‖Lp(Ω,Z) +‖ũ‖Lp(Ω,Z)) note that lemma 5.8 yields the
continuous inclusion W k,p(Ω, Lp(M)) ⊂ Lp(M,W k,p(Ω)) ⊂ Lp(M,L1(Ω)).
To establish the identity u = ũ+c, we first note that for all φ ∈ C∞(M) ⊂ Z∗

∫

Ω

〈 ũ+ c− u , φ 〉 =

∫

M

φ ·
(

Vol Ω · c−
∫

Ω

(u− ũ)
)

= 0.

Next, for any φ ∈ C∞(Ω ×M) let

φ0 :=
1

VolΩ

∫

Ω

φ ∈ C∞(M).
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Then one finds ψ ∈ C∞
ν (Ω×M) such that φ = ∆Ωψ+φ0. (There exist unique

solutions ψ(·, y) of the Neumann problem for φ(·, y)−φ0(y), and these depend
smoothly on y ∈ M .) So we find that for all φ ∈ C∞(Ω ×M), abbreviating
∆Ω = ∆

∫

Ω

〈 u− ũ− c , φ 〉 =

∫

Ω

〈 u , ∆ψ 〉 −
∫

Ω

〈 ũ+ c , ∆ψ 〉 +

∫

Ω

〈 u− ũ− c , φ0 〉

=

∫

Ω

〈 f , ψ 〉 +

∫

∂Ω

〈 g , ψ 〉 − lim
i→∞

∫

Ω

〈 ui , ∆ψ 〉

= lim
i→∞

(
∫

Ω

〈 f − ∆ui , ψ 〉 +

∫

∂Ω

〈 g − ∂ui

∂ν
, ψ 〉

)

= 0.

This proves u = ũ + c ∈ W k+1,p(Ω, Z) and the estimate for ui yields in the
limit

‖u‖W k+1,p(Ω,Z) ≤ ‖ũ‖W k+1,p(Ω,Z) + (VolΩ)
1
p‖c‖Lp(M)

≤ C
(

‖f‖W k−1,p(Ω,Z) + ‖g‖W k,p(Ω,Z) + ‖u‖Lp(Ω,Z)

)

.

This finishes the proof of (ii), and analogously of (i). 2

Proof of lemma 5.7 (iii) and (iv) :
Let u ∈ Lp(Ω, Z) be as supposed in (iii) or (iv), where Z = Lp(M) and thus
Z∗ = Lp

∗

(M). Then we have u ∈ Lp(Ω ×M) and the task is to prove that
dΩu also is of class Lp on Ω ×M . So we have to consider

∫

Ω×M
u · d∗

Ωτ for

τ ∈ C∞
δ (Ω×M,T∗Ω) (which are dense in Lp

∗

(Ω×M,T∗Ω)). In the case (iii)
one finds for any such smooth family τ of 1-forms on Ω a smooth function
ψ ∈ C∞

δ (Ω ×M) such that d∗
Ωτ = ∆Ωψ. Then there is a constant C such

that for all y ∈M (see proposition 3.5)

‖ψ(·, y)‖W 1,p∗ ≤ C ‖∆Ωψ(·, y)‖(W 1,p)∗ ≤ C ‖τ(·, y)‖p∗.

In the case (iv) one similarly finds ψ ∈ C∞
ν (Ω×M) such that d∗

Ωτ = ∆Ωψ and
‖ψ(·, y)‖W 1,p∗ ≤ C ‖τ(·, y)‖p∗ for all y ∈M and some constant C. (Note that
∫

Ω
d∗

Ωτ ≡ 0 since τ vanishes on ∂Ω×M and we have used e.g. [We, Theorems
2.2,2.3’].) In both cases we can thus estimate for all τ ∈ C∞

δ (Ω ×M,T∗Ω)
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using the assumption
∣

∣

∣

∣

∫

Ω×M

u · d∗
Ωτ

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

Ω×M

u · ∆Ωψ

∣

∣

∣

∣

≤ cu

(
∫

M

‖ψ‖p∗
W 1,p∗(Ω)

)
1

p∗

≤ Ccu

(
∫

M

‖τ‖p∗
Lp∗(Ω)

)
1

p∗

≤ Ccu‖τ‖Lp∗(Ω×M).

Now in both cases the Riesz representation theorem (e.g. [Ad, Theorem 2.33])
asserts that

∫

Ω×M
u · d∗

Ωτ =
∫

Ω×M
f · τ for all τ with some f ∈ Lp(Ω ×M).

This proves the Lp-regularity of dΩu and yields the estimate

‖dΩu‖Lp(Ω×M) ≤ Ccu.

In the case (iii), one can moreover deduce u|∂Ω = 0. Indeed, partial integra-
tion in the weak equation gives for all ψ ∈ C∞

δ (Ω ×M)
∣

∣

∣

∣

∫

∂Ω×M

u · ∂ψ
∂ν

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

Ω×M

u · ∆Ωψ −
∫

Ω×M

〈 dΩu , dΩψ 〉
∣

∣

∣

∣

≤ (cu + ‖dΩu‖Lp(Ω×M))‖ψ‖W 1,p∗(Ω×M).

For any given g ∈ C∞(∂Ω×M) one now finds ψ ∈ C∞(Ω×M) with ψ|∂Ω = 0
and ∂ψ

∂ν
= g, and these can be chosen such that ‖ψ‖W 1,p∗ becomes arbitrarily

small. Then one obtains
∫

∂Ω×M
u g = 0 and thus u|∂Ω = 0. Thus in the

case (iii) one finds a constant C ′ such that

‖u‖pW 1,p(Ω,Z) =

∫

M

‖u‖pW 1,p(Ω) ≤ C ′

∫

M

‖dΩu‖pLp(Ω) = C ′‖dΩu‖pLp(Ω×M),

which finishes the proof of (iii).
In the case (iv) with

∫

Ω
u = 0 one also has a constant C ′ such that

‖u(·, y)‖W 1,p(Ω) ≤ C ′‖dΩu(·, y)‖Lp(Ω) for all y ∈M and thus

‖u‖W 1,p(Ω,Z) ≤ C ′‖dΩu‖Lp(Ω×M) ≤ C ′Ccu.

In the general case (iv) one similarly has

‖u‖pW 1,p(Ω,Z) = ‖dΩu‖pLp(Ω×M) + ‖u‖pLp(Ω×M) ≤
(

Ccu + ‖u‖Lp(Ω,Z)

)p
.

2

The proof of theorem 5.3 will moreover use the following quantitative
version of the implicit function theorem. This is proven e.g. in [MS2, Propo-
sition A.3.4] by a Newton-Picard method. (Here we only need the special
case x0 = x1 = 0.)
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Proposition 5.10 Let X and Y be Banach spaces and let U ⊂ Y be a neigh-
bourhood of 0. Suppose that f : U → X is continuously differentiable map
such that d0f : Y → X is bijective. Then choose constants c ≥ ‖(d0f)−1‖
and δ > 0 such that Bδ(0) ⊂ U and

‖dyf − d0f‖ ≤ 1
2c

∀y ∈ Bδ(0).

Now if ‖f(0)‖ ≤ δ
4c

then there exists a unique solution y ∈ Bδ(0) of f(y) = 0.
Moreover, this solution satisfies

‖y‖ ≤ 2c‖f(0)‖.

Proof of theorem 5.3 :
For every (s0, 0) ∈ Ω one finds a Banach manifold chart φ : V → L from
a neighbourhood V ⊂ Y of 0 to a neighbourhood of φ(0) = u0(s0, 0) =: x0.
Choose a complex structure J ∈ EndX, then one obtains a Banach subman-
ifold chart of L ⊂ X from a neighbourhood W ⊂ Y × Y of zero to a ball
Bε(x0) ⊂ X around x0,

Θ :
W ∼−→ Bε(x0)

(v1, v2) 7−→ φ(v1) + Jdv1φ(v2).

To see that this is indeed a diffeomorphism for sufficiently small W and
ε > 0 note that D := d(0,0)Θ = d0φ ⊕ Jd0φ. Here d0φ : Y → Tx0L is an
isomorphism and so is the map Tx0L × Tx0L → X given by the splitting
X = Tx0L ⊕ J Tx0L.

Now let the complex structure J vary in a sufficiently small neighbour-
hood of J0(s0, 0) ∈ EndX such that ‖D−1‖ ≤ c with a uniform (i.e. J-
independent) constant c. Since φ is smooth one then also finds a uniform
constant δ > 0 such that ‖dvΘ − D‖ ≤ 1

2c
for all v = (v1, v2) ∈ Bδ(0) and

Bδ(0) ⊂ W. So one can apply the quantitative implicit function proposi-
tion 5.10 to the maps f = Θ−x for varying J and x ∈ X if ‖x−x0‖ = ‖f(0)‖
is sufficiently small. This yields uniform constants ε, δ > 0 and C such that
Θ−1 : Bε(x0) → Bδ(0, 0) ⊂ Y × Y is uniquely defined for all complex struc-
tures J in the neighbourhood of J0(s0, 0), and moreover

‖Θ−1(x)‖Z×Z ≤ C‖x− x0‖X ∀x ∈ Bε(x0). (5.2)
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(Recall that Y is a closed subspace of the Banach space Z, so the norm on
Y is induced by the norm on Z.) In particular, the uniform estimate (5.2)
holds for all J = Js,t if (s, t) ∈ U for a neighbourhood U ⊂ Ω of (s0, 0) and
provided that J ∈ Ck+1(Ω,EndX) satisfies the assumption ‖J−J0‖Ck+1 ≤ δ2
for sufficiently small δ2 > 0. Thus one obtains a Ck+1-family of chart maps
for (s, t) ∈ U ,

Θs,t : Y × Y ⊃ Ws,t
∼−→ Bε(x0).

Next, choose U even smaller such that u0(s, t) ∈ B ε
2
(x0) for all (s, t) ∈ U and

let δ1 = ε
2
. Then every u ∈ W k,q(Ω, X) that satisfies ‖u − u0‖L∞(Ω,X) ≤ δ1

can be expressed in local coordinates,

u(s, t) = Θs,t(v(s, t)) ∀(s, t) ∈ U,

where v ∈ W k,q(U,Z × Z). This follows from the fact that the composition
of the Ck+1-map Θ−1 with a W k,q-map u is again W k,q-regular if kq > 2 (see
e.g. [We, Lemma B.8]). Moreover, v actually takes values in W ⊂ Y × Y .
Integration of (5.2) together with the fact that all derivatives of Θ−1 up to
order k are bounded yields the estimate

‖v‖W k,q(U,Z×Z) ≤ C‖u− u0‖W k,q(U,X) ≤ Cδ1. (5.3)

Here and in the following C denotes any constant that is independent of the
specific choices of J and u in the fixed neighbourhoods of J0 and u0.

In these coordinates, the boundary value problem (5.1) now becomes

{

∂sv + I∂tv = f,
v2(s, 0) = 0 ∀s ∈ R.

(5.4)

with v = (v1, v2) and

f = (dvΘ)−1
(

G− ∂sΘ(v) − J∂tΘ(v)
)

∈ W k,q(U, Y × Y ),

I = (dvΘ)−1JdvΘ ∈ W k,q(U,End(Y × Y )).

Note the following difficulty: The complex structure I now explicitly depends
on the solution v of the equation (5.4) and thus is only W k,q-regular. This
cannot be avoided when straightening out the Lagrangian boundary condi-
tion. However, one obtains one more simplification of the boundary value
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problem: Θ was constructed such that one obtains the standard complex
structure along L. Indeed, for all (s, 0) ∈ U using that J 2 = −1l

I(s, 0) = (d(v1 ,0)Θ)−1Jd(v1 ,0)Θ =
(

dv1φ⊕ Jdv1φ
)−1

J
(

dv1φ⊕ Jdv1φ
)

=

(

0 −1l
1l 0

)

=: I0.

Moreover, one has the following estimates on U :

‖I‖W k,q ≤ C,

‖f‖W k,q ≤ C
(

‖G‖W k,q + ‖u− u0‖W k,q

)

.

So for every boundary point (s0, 0) ∈ Ω∩∂H we have rewritten the boundary
value problem (5.1) over some neighbourhood U ⊂ Ω. Now for the compact
set K ⊂ Ω one finds a covering K ⊂ V ∪ ⋃N

i=1 Ui by finitely many such
neighbourhoods Ui at the boundary and a compact domain V ⊂ Ω\∂Ω away
from the boundary. Note that the Ui can be replaced by interior domains
Ũi (that intersect ∂Ui only on ∂H) that together with V still cover K. We
will establish the regularity and estimate for u on all domains Ũi near the
boundary and on the remaining domain V separately. So firstly consider
a domain Ui near the boundary and drop the subscript i. After possibly
replacing U by a slightly smaller domain one can assume that U is a manifold
with smooth boundary and still Ũ ∩ ∂U ⊂ ∂H. The task is now to prove the
regularity and estimate for u = Θ ◦ v on Ũ from (5.4).

Since Θs,t : Y × Y → X are smooth maps depending smoothly on
(s, t) ∈ U , it suffices to prove that v ∈ W k+1,p(Ũ , Z × Z) with the according
estimate. (One already knows that v takes values – almost everywhere – in
Y × Y , so one automatically also obtains v ∈ W k+1,p(Ũ , Y × Y ).) For that
purpose fix a cutoff function h ∈ C∞(H, [0, 1]) with h ≡ 1 on Ũ and h ≡ 0
on H \U . Moreover, this function can be chosen such that ∂th|t=0 = 0. Note
that h ≡ 0 on ∂U \ ∂H, so hv2 satisfies the Dirichlet boundary condition
on ∂U . Indeed, we will see that hv2 ∈ W k,p(U,Z) solves a weak Dirichlet
problem.

In the following Y ∗ denotes the dual space of Y and 〈 ·, · 〉 denotes the
pairing between Y and Y ∗ as well as the pairing between Y ×Y and Y ∗×Y ∗.
Let I∗ ∈ W k,q(Ω,End(Y ∗ × Y ∗)) be the pointwise dual operator of I. Then
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one has ∆ = −(∂s + ∂tI
∗)(∂s − I∗∂t) + (∂tI

∗)∂s − (∂sI
∗)∂t and thus for all

φ ∈ C∞(Ω, Y ∗ × Y ∗)

h∆φ = −(∂s + ∂tI
∗)(∂s − I∗∂t)(hφ) − (∆h)φ+ 2(∂sh)∂sφ+ 2(∂th)∂tφ

+ (∂tI
∗)∂s(hφ) − (∂sI

∗)∂t(hφ).

Hence partial integration (using smooth approximations of v, f , and I) yields
due to (5.4)

∫

U

〈 hv , ∆φ 〉

=

∫

U

〈 ∂sv + I∂tv , (∂s − I∗∂t)(hφ) 〉

−
∫

U

〈 (∆h)v + 2(∂sh)∂sv + 2(∂th)∂tv + h(∂tI)∂sv − h(∂sI)∂tv , φ 〉

+

∫

∂U∩∂H

〈 Iv , (∂s − I∗∂t)(hφ) 〉 + 〈 h(∂sI)v − 2(∂th)v , φ 〉

=

∫

U

〈 h(−∂sf + I∂tf + (∂tI)f − (∂tI)∂sv + (∂sI)∂tv)

− (∆h)v − 2(∂sh)∂sv − 2(∂th)∂tv , φ 〉

+

∫

∂U∩∂H

〈 h · If , φ 〉 +

∫

∂U∩∂H

〈 v , ∂t(hφ) 〉 + 〈 Iv , ∂s(hφ) 〉

=

∫

U

〈F , φ 〉 +

∫

∂U

〈H , φ 〉 +

∫

∂U∩∂H

〈 v1 , ∂t(hφ1) + ∂s(hφ2) 〉. (5.5)

Here we used the notation φ = (φ1, φ2), the boundary condition v2|t=0 = 0,
and the fact that I|t=0 ≡ I0. One reads off F = (F1, F2) ∈ W k−1,p(U, Y × Y ),
H = (H1, H2) ∈ W k,p(U, Y × Y ), and that for some finite constants C

‖F‖W k−1,p + ‖H‖W k,p ≤ C
(

‖f‖W k,q + ‖I‖W k,q‖f‖W k,q + ‖I‖W k,q‖v‖W k,q

)

≤ C
(

‖G‖W k,q + ‖u− u0‖W k,q

)

.

We point out that the crucial terms here are (∂sI)∂tv and (∂tI)∂sv. In the
case k ≥ 3 the estimate holds with q = p due to the Sobolev embedding
W k−1,p ·W k−1,p ↪→ W k−1,p. In the case k = 1 one only has L2p · L2p ↪→ Lp

and hence one needs q = 2p in the above estimate. In the case k = 2 the
Sobolev embedding W 1,p ·W 1,p ↪→ W 1,p requires p > 2. Let us make this
assumption for the moment and finish the proof of this theorem under the
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additional assumption p > 2 in case k = 2. Then after that we will show
how an iteration of the k = 1-case of the theorem will give the required
W 1,p-regularity of (∂sI)∂tv and (∂tI)∂sv also in case 1 < p ≤ 2. (Note that
this would follow from W 2,p′-regularity of u for any p′ > 2.)

Now in order to obtain a weak Laplace equation for v2 we test the weak
equation (5.5) with φ = (φ1, φ2) = (0, π ◦ ψ) for ψ ∈ C∞

δ (U,Z∗) and where
π : Z∗ → Y ∗ is the canonical embedding. In that case, both boundary terms
vanish and one obtains for all ψ ∈ C∞

δ (U,Z∗)

∫

U

〈 hv2 , ∆ψ 〉 =

∫

U

〈F2 , ψ 〉.

By lemma 5.7 (i) this weak equation for hv2 ∈ W k,p(U,Z) now implies that
hv2 ∈ W k+1,p(U,Z) and thus v2 ∈ W k+1,p(Ũ , Z). Moreover, one obtains the
estimate

‖v2‖W k+1,p(Ũ ,Z) ≤ ‖hv2‖W k+1,p(U,Z) ≤ C‖F2‖W k−1,p(U,Z)

≤ C
(

‖G‖W k,q(Ω,X) + ‖u− u0‖W k,q(Ω,X)

)

.

To obtain a weak Laplace equation for v1 we have to test the weak equa-
tion (5.5) with φ = (φ1, φ2) = (π ◦ ψ, 0), where ψ ∈ C∞(U,Z∗) such that
∂tψ|t=0 = 0 in order to make the second boundary term vanish. One obtains
for all ψ ∈ C∞

ν (U,Z∗)

∫

Ω

〈 hv1 , ∆ψ 〉 =

∫

Ω

〈F1 , ψ 〉 +

∫

∂Ω

〈H1 , ψ 〉.

So we have established a weak Laplace equation with Neumann boundary
condition for hv1. Now lemma 5.7 (ii) implies that hv1 ∈ W k+1,p(U,Z), hence
v1 ∈ W k+1,p(Ũ , Z). Moreover, one obtains the estimate

‖v1‖W k+1,p(Ũ ,Z) ≤ ‖hv‖W k+1,p(U,Z)

≤ C
(

‖F1‖W k−1,p(U,Z) + ‖H1‖W k,p(U,Z) + ‖hv1‖W k,p(U,Z)

)

≤ C
(

‖G‖W k,q(Ω,X) + ‖u− u0‖W k,q(Ω,X)

)

.

This now provides the regularity and the estimate for u = Θ ◦ v on Ũ as
follows. We have established that v : Ũ → Z×Z is a W k+1,p-map that takes
values in W ⊂ Y × Y . All derivatives of Θ : Ω × W → X are uniformly
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bounded on Ω. Hence u ∈ W k+1,p(Ũ , X) and

‖u− u0‖W k+1,p(Ũ ,X) ≤ C
(

1 + ‖v‖W k+1,p(Ũ ,X)

)

≤ C
(

1 + ‖G‖W k,q(Ω,X) + ‖u− u0‖W k,q(Ω,X)

)

.

For the regularity of u on the domain V ⊂ Ω \ ∂Ω away from the boundary
one does not need any special coordinates. As for U , one replaces Ω by a
possibly smaller domain with smooth boundary. Moreover, one chooses a
cutoff function h ∈ C∞(H, [0, 1]) such that h|V ≡ 1 and that vanishes outside
of Ω ⊂ H and in a neighbourhood of ∂Ω. Then in the same way as for (5.5)
one obtains a weak Dirichlet equation. For all φ ∈ C∞

δ (Ω, X∗)
∫

Ω

〈 hu , ∆φ 〉 =

∫

Ω

〈 h
(

−∂sG+ J∂tG+ (∂tJ)G− (∂tJ)∂su+ (∂sJ)∂tu
)

− (∆h)u− 2(∂sh)∂su− 2(∂th)∂tu , φ 〉.
Note that X ∼= Y × Y ⊂ Z × Z also is bounded isomorphic to a closed
subspace of an Lp-space. So by lemma 5.7 this weak equation implies that
hu ∈ W k+1,p(Ω, X), and thus u ∈ W k+1,p(V,X) with the estimate

‖u‖W k+1,p(V,X) ≤ C
(

‖G‖W k,q(Ω,X) + ‖u− u0‖W k,q(Ω,X)

)

.

Thus we have proven the regularity and estimates of u on all parts of the
finite covering K ⊂ V ∪⋃N

i=1 Ui. This finishes the proof of the theorem under
the additional assumption p > 2 in case k = 2.

Finally, let u ∈ W 2,p(Ω, X) and G ∈ W 2,p(Ω, X) be as supposed for
1 < p ≤ 2. Then the task is to establish W 2,p′-regularity and -estimates for
some p′ > 2. This follows from the following iteration.

One starts with W 2,p0(Ω0)-regularity and -estimates for p0 = p ∈ (1, 2)
on Ω0 = Ω. (In case p = 2 one chooses a smaller value for p.) Now as long
as pi ≤ 4p

2+p
< 2 and Ωi ⊂ H is compact one has the Sobolev embeddings

W 2,p(Ω) ↪→ W
1,

pi
2−pi (Ωi) and W 2,pi(Ωi) ↪→ L

2pi
2−pi (Ωi). So choose a compact

submanifold Ωi+1 ⊂ H such that K ⊂ int Ωi+1 and Ωi+1 ⊂ int Ωi. Then the
theorem in case k = 1 with p replaced by pi

2−pi
gives regularity and estimates

in W 2,pi+1(Ωi+1) for pi+1 = pi

2−pi
. One sees that the sequence (pi) grows at a

rate of at least 1
2−p

> 1 until it reaches pN ≥ 4p
2+p

after finitely many steps.

A further step of the iteration with pN = 4p
2+p

then gives W 2,pN+1-regularity

and -estimates with pN+1 = 4p
2−p

> 2 on ΩN+1 := K. This is exactly the
regularity for u that still was to be established. 2
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Proof of theorem 5.4 :
The Banach manifold charts near the path x : R → L give rise to a smooth
path of isomorphisms φs : Y

∼→ Tx(s)L for all s ∈ R. Together with the
family of complex structures J ∈ C∞(Ω,EndX) these give rise to a smooth
family Θ ∈ C∞(Ω,Hom(Y × Y,X)) of bounded isomorphisms

Θs,t :
Y × Y

∼−→ X
(z1, z2) 7−→ φs(z1) + Js,tφs(z2).

The inverses of the dual operators of Θs,t give a smooth family of bounded
isomorphisms Θ′ ∈ C∞(Ω,Hom(Y ∗ × Y ∗, X∗)) ,

Θ′
s,t := (Θ∗

s,t)
−1 : Y ∗ × Y ∗ ∼−→ X∗.

One checks that for all (s, t) ∈ Ω

Θ−1
s,tJs,tΘs,t =

(

0 −1l
1l 0

)

=: I0 ∈ End(Y × Y ).

Next, after possibly replacing Ω by a slightly smaller domain that still con-
tains K in its interior, one can assume that Ω is a manifold with smooth
boundary. Then fix a cutoff function h ∈ C∞(H, [0, 1]) such that h|K ≡ 1
and supp h ⊂ Ω, i.e. h ≡ 0 near ∂Ω \ ∂H. Now let u ∈ Lp(Ω, X) be given as
in the theorem and express it in the above coordinates as u = Θ ◦ v, where
v ∈ Lp(Ω, Y × Y ). We will show that v satisfies a weak Laplace equation.
For all φ ∈ C∞(Ω, Y ∗×Y ∗) we introduce ψ := Θ′((∂s+ I0∂t)φ) ∈ C∞(Ω, X∗).
Then

∂s(hψ) + ∂t(J
∗hψ) = hΘ′((∂s + I∗0∂t)(∂s + I0∂t)φ)

+ (∂sh)ψ + ∂t(hJ
∗)ψ + h(∂sΘ

′ + J∗∂tΘ
′)Θ′−1

(ψ).

So if ψ(s, 0) ∈ (J(s, 0)Tx(s)L)⊥ for all (s, 0) ∈ ∂Ω ∩ ∂H, then hψ is an
admissible test function in the given weak estimate for u in the theorem and
we obtain, denoting all constants by C and using Θ∗Θ′ = id,
∣

∣

∣

∣

∫

Ω

〈 hv , ∆φ 〉
∣

∣

∣

∣

=

∣

∣

∣

∣

∫

Ω

〈Θ(v) , hΘ′
(

(−∂s + I0∂t)(∂s + I0∂t)φ
)

〉
∣

∣

∣

∣

=

∣

∣

∣

∣

∫

Ω

〈 u , ∂s(hψ) + ∂t(J
∗hψ) 〉

∣

∣

∣

∣

+

∣

∣

∣

∣

∫

Ω

〈 u , (∂sh)ψ + (∂thJ
∗)ψ + h(∂sΘ

′ + J∗∂tΘ
′)Θ′−1

(ψ) 〉
∣

∣

∣

∣

≤
(

cu + C‖u‖Lp(Ω,X)

)

‖ψ‖Lp∗(Ω,X∗)

≤ C
(

cu + ‖u‖Lp(Ω,X)

)

‖φ‖W 1,p∗(Ω,Y ∗×Y ∗).



66 CHAPTER 5. CAUCHY-RIEMANN EQUATIONS

Here we used the fact that J∗ and Θ′ as well as their first derivatives and in-
verses are bounded linear operators between Y ∗×Y ∗ and X∗. This inequality
then holds for all φ = (φ1, φ2) with φ1 ∈ C∞

ν (Ω, Y ∗) and φ2 ∈ C∞
δ (Ω, Y ∗) since

in that case ψ is admissible. Indeed, ψ|t=0 = Θ′(∂sφ1 − ∂tφ2, 0) ∈ (JTxL)⊥

due to Θ′(Y ∗ × {0}) = Θ′(I0(Y × {0}))⊥ = (JTxL)⊥.
Recall that Y ⊂ Z is a closed subset of the Banach space Z with the

induced norm. So one also has v ∈ Lp(Ω, Z × Z). Let π : Z∗ → Y ∗ be the
natural embedding, then above inequality holds with φ = (π ◦ ψ1, π ◦ ψ2) for
all ψ1 ∈ C∞

ν (Ω, Z∗) and ψ2 ∈ C∞
δ (Ω, Z∗). Since ‖π ◦ψi‖Y ∗ ≤ ‖ψi‖Z∗ one then

obtains for all such Ψ = (ψ1, ψ2) ∈ C∞(Ω, Z∗ × Z∗)

∣

∣

∣

∣

∫

Ω

〈 hv , ∆Ψ 〉
∣

∣

∣

∣

≤ C
(

cu + ‖u‖Lp(Ω,X)

)

‖Ψ‖W 1,p∗(Ω,Z∗×Z∗).

Now lemma 5.7 (iii) and (iv) asserts the W 1,p-regularity of hv and hence one
obtains v ∈ W 1,p(Ω, Z × Z) with the estimate

‖v‖W 1,p(K,Z×Z) ≤ ‖hv‖W 1,p(Ω,Z×Z) ≤ C
(

cu + ‖u‖Lp(Ω,X) + ‖v‖Lp(Ω,Z×Z)

)

.

For the first factor of Z × Z, this follows from lemma 5.7 (iv), in the second
factor one uses (iii). Since it was already known that v takes values in Y ×Y
(almost everywhere), one in fact has v ∈ W 1,p(Ω, Y × Y ) with the same
estimate as above. Finally, recall that u = Θ ◦ v and use the fact that all
derivatives of Θ and Θ−1 are bounded to obtain u ∈ W 1,p(K,X) with the
claimed estimate (using again [We, Lemma B.8])

‖u‖W 1,p(K,X) ≤ C‖v‖W 1,p(K,Z×Z) ≤ C
(

cu + ‖u‖Lp(Ω,X)

)

.

2



Chapter 6

Regularity and compactness

This chapter is devoted to the proofs of theorems A and B, restated below as
theorems 6.1 and 6.2. Let (X, τ) be a 4-manifold with boundary space-time
splitting. So X is oriented and

X =
⋃

k∈N

Xk,

where all Xk are compact submanifolds and deformation retracts of X such
that Xk ⊂ intXk+1 for all k ∈ N. Here the interior of a submanifold X ′ ⊂
X is to be understood with respect to the relative topology, i.e. we define
intX ′ = X \ cl(X \X ′). Moreover,

∂X =
n

⋃

i=1

τi(Si × Σi),

where each Σi is a Riemann surface, each Si is either an open interval in
R or is equal to S1 = R/Z, and the embeddings τi : Si × Σi → X have
disjoint images. We then consider the trivial G-bundle over X, where G is a
compact Lie group with Lie algebra g. For i = 1, . . . , n let Li ⊂ A0,p(Σi) be
a Lagrangian submanifold as described in chapter 4, i.e. suppose that

Li ⊂ A0,p
flat(Σi) and G1,p(Σi)

∗Li ⊂ Li.

Furthermore, let X be equipped with a metric g that is compatible with
the space-time splitting τ . This means that for each i = 1, . . . , n the map

67
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Si× [0,∞)×Σi → X, (s, t, z) 7→ γ(s,z)(t) given by the normal geodesics γ(s,z)

starting at γ(s,z)(0) = τi(s, z) restricts to an embedding τ̄i : Ui × Σi ↪→ X for
some neighbourhood Ui ⊂ Si× [0,∞) of Si×{0}. Now consider the following
boundary value problem for connections A ∈ A1,p

loc(X),

{

∗FA + FA = 0,
τ ∗i A|{s}×Σi

∈ Li ∀s ∈ Si, i = 1, . . . , n.
(6.1)

The anti-self-duality equation is welldefined for A ∈ A1,p
loc(X) with any p ≥ 1,

but in order to be able to state the boundary condition correctly we have
to assume p > 2. Then the trace theorem for Sobolev spaces (e.g. [Ad,
Theorem 6.2]) ensures that τ ∗i A|{s}×Σi

∈ A0,p(Σi) for all s ∈ Si.
The aim of this chapter is to prove the following two theorems.

Theorem 6.1 Let p > 2. Then for every solution A ∈ A1,p
loc(X) of (6.1)

there exists a gauge transformation u ∈ G2,p
loc (X) such that u∗A ∈ A(X) is a

smooth solution.

Theorem 6.2 Let p > 2 and let gν be a sequence of metrics compatible with
τ that uniformly converges with all derivatives to a smooth metric. Suppose
that Aν ∈ A1,p

loc(X) is a sequence of solutions of (6.1) with respect to the
metrics gν such that for every compact subset K ⊂ X there is a uniform
bound on ‖FAν‖Lp(K).

Then there exists a subsequence (again denoted Aν) and a sequence of
gauge transformations uν ∈ G2,p

loc (X) such that uν ∗Aν converges uniformly
with all derivatives on every compact set to a connection A ∈ A(X).

Both theorems are dealing with the noncompact base manifold X. How-
ever, we shall use an extension argument by Donaldson and Kronheimer [DK,
Lemma 4.4.5] to reduce the problem to compact base manifolds. For the fol-
lowing special version of this argument a detailed proof can be found in [We,
Propositions 8.6,10.8]. At this point, the assumption that the exhausting
compact submanifolds Xk are deformation retracts of X comes in crucially.
It ensures that every gauge transformation on Xk can be extended to X,
which is a central point in the argument of Donaldson and Kronheimer that
proves the following proposition.
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Proposition 6.3 Let the 4-manifold M̃ =
⋃

k∈N
Mk be exhausted by compact

submanifolds Mk ⊂ intMk+1 that are deformation retracts of M̃ , and let
p > 2.

(i) Let A ∈ A1,p
loc(M̃) and suppose that for each k ∈ N there exists a gauge

transformation uk ∈ G2,p(Mk) such that u∗kA|Mk
is smooth. Then there

exists a gauge transformation u ∈ G2,p
loc (M̃) such that u∗A is smooth.

(ii) Let a sequence of connections (Aν)ν∈N ⊂ A1,p
loc(M̃) be given and suppose

that the following holds:

For every k ∈ N and every subsequence of (Aν)ν∈N there exist a further
subsequence (νk,i)i∈N and gauge transformations uk,i ∈ G2,p(Mk) such
that

sup
i∈N

∥

∥uk,i ∗Aνk,i
∥

∥

W `,p(Mk)
<∞ ∀` ∈ N.

Then there exists a subsequence (νi)i∈N and a sequence of gauge trans-
formations ui ∈ G2,p

loc (M̃) such that

sup
i∈N

∥

∥ui ∗Aνi
∥

∥

W `,p(Mk)
<∞ ∀k ∈ N, ` ∈ N.

So in order to prove theorem 6.1 it suffices to find smoothing gauge trans-
formations on the compact submanifolds Xk in view of proposition 6.3 (i).
For that purpose we shall use the so-called local slice theorem. The follow-
ing version is proven e.g. in [We, Theorem 9.1]. Note that we are dealing
with trivial bundles, so we will be using the product connection as reference
connection in the definition of the Sobolev norms of connections.

Proposition 6.4 (Local Slice Theorem)
Let M be a compact 4-manifold, let p > 2, and let q > 4 be such that 1

q
> 1

p
− 1

4

(or q = ∞ in case p > 4). Fix Â ∈ A1,p(M) and let a constant c0 > 0 be
given. Then there exist constants ε > 0 and CCG such that the following
holds. For every A ∈ A1,p(M) with

‖A− Â‖q ≤ ε and ‖A− Â‖W 1,p ≤ c0

there exists a gauge transformation u ∈ G2,p(M) such that
{

d∗
Â
(u∗A− Â) = 0,

∗(u∗A− Â)|∂M = 0,
and

‖u∗A− Â‖q ≤ CCG‖A− Â‖q,
‖u∗A− Â‖W 1,p ≤ CCG‖A− Â‖W 1,p.
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Remark 6.5

(i) If the boundary value problem in proposition 6.4 is satisfied one says
that u∗A is in Coulomb gauge relative to Â. This is equivalent to v∗Â
being in Coulomb gauge relative to A for v = u−1, i.e. the boundary
value problem can be replaced by

{

d∗
A(v∗Â− A) = 0,

∗(v∗Â− A)|∂M = 0.

(ii) The assumptions in proposition 6.4 on p and q guarantee that one has
a compact Sobolev embedding

W 1,p(M) ↪→ Lq(M).

(iii) One can find uniform constants for varying metrics in the following
sense. Fix a metric g on M . Then there exist constants ε, δ > 0, and
CCG such that the assertion of proposition 6.4 holds for all metrics g ′

with ‖g − g′‖C1 ≤ δ.

In the following we shall briefly outline the proof of theorem 6.1. Given
a solution A ∈ A1,p

loc(X) of (6.1) one fixes k ∈ N and proves the assumption
of proposition 6.3 (i) as follows. One finds some sufficiently large compact
submanifold M ⊂ X with Xk ⊂ M . Then one chooses a smooth connection
A0 ∈ A(M) sufficiently W 1,p-close to A and applies the local slice theorem
with the reference connection Â = A to find a gauge tranformation that
puts A0 into relative Coulomb gauge with respect to A. This is equivalent
to finding a gauge transformation that puts A into relative Coulomb gauge
with respect to A0. We denote this gauge transformed connection again by
A ∈ A1,p(M). It satisfies the following boundary value problem:



















d∗
A0

(A− A0) = 0,

∗FA + FA = 0,

∗(A− A0)|∂M = 0,

τ ∗i A|{s}×Σi
∈ Li ∀s ∈ Si, i = 1, . . . , n.

(6.2)

More precisely, the Lagrangian boundary condition only holds for those
s ∈ Si and i ∈ {1, . . . n} for which τi({s} × Σi) is entirely contained in ∂M .
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If M was chosen large enough, then the regularity theorem 6.8 below will
assert the smoothness of Ã on Xk.

The proof outline of the proof of theorem 6.2 goes along similar lines. We
will use proposition 6.3 (ii) to reduce the problem to compact base manifolds.
On these, we shall use the following weak Uhlenbeck compactness theorem
(see [U1], [We, Theorem 8.1]) to find a subsequence of gauge equivalent
connections that converges W 1,p-weakly.

Proposition 6.6 (Weak Uhlenbeck Compactness)
Let M be a compact 4-manifold and let p > 2. Suppose that the sequence
of connections Aν ∈ A1,p(M) is such that ‖FAν‖p is uniformly bounded.
Then there exists a subsequence (again denoted (Aν)ν∈N) and a sequence
uν ∈ G2,p(M) of gauge transformations such that uν ∗Aν weakly converges
in A1,p(M).

The limit A0 of the convergent subsequence then serves as reference con-
nection Â in the local slice theorem, proposition 6.4, and this way one obtains
a W 1,p-bounded sequence of connections Ãν that solve the boundary value
problem (6.2). This makes crucial use of the compact Sobolev embedding
W 1,p ↪→ Lq on compact 4-manifolds (with q from the local slice theorem).
The estimates in the subsequent theorem 6.8 then provide the higher W k,p-
bounds on the connections that will imply the compactness. One difficulty
in the proof of this regularity theorem is that due to the global nature of
the boundary conditions one has to consider the Σ-components of the con-
nections near the boundary as maps into the Banach space A0,p(Σ) that
solve a Cauchy-Riemann equation with Lagrangian boundary conditions. In
order to prove a regularity result for such maps one has to straighten out
the Lagrangian submanifold by using coordinates in A0,p(Σ). This was done
in theorem 5.3 above. Thus on domains U × Σ at the boundary a crucial
assumption is that the Σ-components of the connections all lie in one such
coordinate chart, that is one needs the connections to converge strongly in
the L∞(U , Lp(Σ))-norm. In the case p > 4 this is ensured by the compact
embedding W 1,p ↪→ L∞ on U × Σ. To treat the case 2 < p ≤ 4 we shall
make use of the following special Sobolev embedding. The proof mainly uses
techniques from [Ad].

Lemma 6.7 Let M,N be compact manifolds and let p > m = dimM and
p > n = dimN . Then the following embedding is compact,

W 1,p(M ×N) ↪→ L∞(M,Lp(N)).
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Proof of lemma 6.7:
Since M is compact it suffices to prove the embedding in (finitely many) co-
ordinate charts. These can be chosen as either balls B2 ⊂ Rm in the interior
or half balls D2 = B2 ∩ Hm in the half space Hm = {x ∈ Rm

∣

∣ x1 ≥ 0} at the
boundary ofM . We can choose both of radius 2 but cover M by balls and half
balls of radius 1. So it suffices to consider a bounded set K ⊂ W 1,p(B2 ×N)
and prove that it restricts to a precompact set in L∞(B1, L

p(N)), and simi-
larly with the half balls. Here we use the Euclidean metric on Rm, which is
equivalent to the metric induced from M .

For a bounded subset K ⊂ W 1,p(D2 × N) over the half ball define
the subset K′ ⊂ W 1,p(B2 × N) by extending all u ∈ K to B2 \ Hm by
u(x1, x2, . . . , xm) := u(−x1, x2, . . . , xm) for x1 ≤ 0. The thus extended func-
tion is still W 1,p-regular with twice the norm of u. So K′ also is a bounded
subset, and if this restricts to a precompact set in L∞(B1, L

p(N)), then also
K ⊂ L∞(D1, L

p(N)) is compact. Hence it suffices to consider the interior
case of the full ball.

The claimed embedding is continuos by the standard Sobolev estimates –
check for example in [Ad] that the estimates generalize directly to functions
with values in a Banach space. In fact, one obtains an embedding

W 1,p(B2 ×N) ⊂ W 1,p(B2, L
p(N)) ↪→ C0,λ(B2, L

p(N))

into some Hölder space with λ = 1 − m
p
> 0. One can also use this Sobolev

estimate for W 1,p(N) with λ′ = 1 − n
p
> 0 combined with the inclusion

Lp ↪→ L1 on B2 to obtain a continuous embedding

W 1,p(B2 ×N) ⊂ Lp(B2,W
1,p(N)) ↪→ Lp(B2, C0,λ′(N)) ⊂ L1(B2, C0,λ′(N)).

Now consider a bounded subset K ⊂ W 1,p(B2 × N). The first embedding
ensures that the functions u ∈ K, u : B2 → Lp(N) are equicontinuous. For
some constant C

‖u(x) − u(y)‖Lp(N) ≤ C|x− y|λ ∀x, y ∈ B2, u ∈ K. (6.3)

The second embedding asserts that for some constant C ′

∫

B2

‖u‖C0,λ′(N) ≤ C ′ ∀u ∈ K. (6.4)

In order to prove that K ⊂ L∞(B1, L
p(N)) is precompact we now fix any

ε > 0 and show that K can be covered by finitely many ε-balls.
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Let J ∈ C∞(Rm, [0,∞)) be such that supp J ⊂ B1 and
∫

J = 1. Then
Jδ(x) := δ−mJ(x/δ) are mollifiers for δ > 0 with supp Jδ ⊂ Bδ and

∫

Jδ = 1.
Let δ ≤ 1, then Jδ ∗ u|B1 ∈ C∞(B1, L

p(N)) is welldefined. Moreover, choose
δ > 0 sufficiently small such that for all u ∈ K

∥

∥Jδ ∗ u− u
∥

∥

L∞(B1,Lp(N))
= sup

x∈B1

∥

∥

∥

∫

Bδ

Jδ(y) (u(x− y) − u(x)) dmy
∥

∥

∥

Lp(N)

≤ sup
x∈B1

∫

Bδ

Jδ(y)C|y|λ dmy

≤ Cδλ ≤ 1
4
ε.

Now it suffices to prove the precompactness of Kδ := {Jδ ∗ u
∣

∣ u ∈ K}, then
this set can be covered by 1

2
ε-balls around Jδ ∗ui with ui ∈ K for i = 1, . . . , I

1 and above estimate shows that K is covered by the ε-balls around the ui.
Indeed, for each u ∈ K one has ‖Jδ ∗ u − Jδ ∗ ui‖L∞(B1,Lp(N)) ≤ ε

2
for some

i = 1, . . . , I and thus

‖u− ui‖ ≤ ‖u− Jδ ∗ u‖ + ‖Jδ ∗ u− Jδ ∗ ui‖ + ‖Jδ ∗ ui − ui‖ ≤ ε.

The precompactness of Kδ ⊂ L∞(B1, L
p(N)) will follow from the Arzéla-

Ascoli theorem (see e.g. [L, IX §4]). Firstly, the smoothened functions Jδ ∗ u
are still equicontinuous on B1. For all u ∈ K and x, y ∈ B1 use (6.3) to
obtain

‖(Jδ ∗ u)(x) − (Jδ ∗ u)(y)‖Lp(N) ≤
∫

Bδ

Jδ(z) ‖u(x− z) − u(y − z)‖Lp(N) dmz

≤
∫

Bδ

Jδ(z)C|x− y|λ dmz = C|x− y|λ.

Secondly, the L∞-norm of the smoothened functions is bounded by the L1-
norm of the original ones, so for fixed δ > 0 one obtains a uniform bound
from (6.4) : For all u ∈ K and x ∈ B1

‖(Jδ ∗ u)(x)‖C0,λ′(N) ≤
∫

B2

Jδ(x− y) ‖u(y)‖C0,λ′(N) dmy

≤ C ′‖Jδ‖∞.
1If a subset K ⊂ (X, d) of a metric space is precompact, then for fixed ε > 0 one firstly

finds v1, . . . , vI ∈ X such that for each x ∈ K one has d(x, vi) ≤ ε for some vi. For each
vi choose one such xi ∈ K, or simply drop vi if this does not exist. Then K is covered
by 2ε-balls around the xi: For each x ∈ K one has d(x, xi) ≤ d(x, vi) + d(vi, xi) for some
i = 1, . . . , I .
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Now the embedding C0,λ′(N) ↪→ Lp(N) is a standard compact Sobolev em-
bedding, so this shows that the subset {(Jδ ∗ u)(x)

∣

∣ u ∈ K} ⊂ Lp(N) is
precompact for all x ∈ B1. Thus the Arzéla-Ascoli theorem asserts that
Kδ ⊂ L∞(B1, L

p(N)) is compact, and this finishes the proof of the lemma.
2

In the proof of theorem 6.2, the weak Uhlenbeck compactness together
with the local slice theorem and this lemma will put us in the position to
apply the following crucial regularity theorem that also is the crucial point
in the proof of theorem 6.1. Here (X, τ) is a 4-manifold with a boundary
space-time splitting as described in definition 1.1 and in the beginning of this
chapter.

Theorem 6.8 For every compact subset K ⊂ X there exists a compact sub-
manifold M ⊂ X such that K ⊂M and the following holds for all p > 2.

(i) Suppose that A ∈ A1,p(M) solves the boundary value problem (6.2).
Then A|K ∈ A(K) is smooth.

(ii) Fix a metric g0 that is compatible with τ and a smooth connection
A0 ∈ A(M) such that τ ∗i A0|{s}×Σi

∈ Li for all s ∈ Si and i = 1, . . . , n.
Moreover, fix a compact neighbourhood V =

⋃n
i=1 τ̄0,i(Ui×Σi) of K∩∂X.

(Here τ̄0,i denotes the extension of τi given by the geodesics of g0.) Then
for every given constant C1 there exist constants δ > 0, δk > 0, and Ck
for all k ≥ 2 such that the following holds:

Fix k ≥ 2 and let g be a metric that is compatible with τ and satisfies
‖g − g0‖Ck+2(M) ≤ δk. Suppose that A ∈ A1,p(M) solves the boundary
value problem (6.2) with respect to the metric g and satisfies

‖A− A0‖W 1,p(M) ≤ C1,

‖τ̄ ∗0,i(A− A0)|Σi
‖L∞(Ui,A0,p(Σi)) ≤ δ ∀i = 1, . . . , n.

Then A|K ∈ A(K) is smooth by (i) and

‖A− A0‖W k,p(K) ≤ Ck.

We first give some preliminary results for the proof of theorem 6.8. The
interior regularity as well as the regularity of the Ui-components on a neigh-
bourhood Ui × Σi of a boundary component Si × Σi will be a consequence
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of the following regularity result for Yang-Mills connections. The proof is
similar to lemma 3.3 and can be found in detail in [We, Proposition 10.5].
Here M is a compact Riemannian manifold with boundary ∂M and outer
unit normal ν. One then deals with two different spaces of test functions,
C∞
δ (M, g) and C∞

ν (M, g) as in lemma 3.3.

Proposition 6.9 Let (M, g) be a compact Riemannian 4-manifold. Fix a
smooth reference connection A0 ∈ A(M). Let X ∈ Γ(TM) be a smooth
vector field that is either perpendicular to the boundary, i.e. X|∂M = h · ν
for some h ∈ C∞(∂M), or is tangential, i.e. X|∂M ∈ Γ(T∂M). In the first
case let T = C∞

δ (M, g), in the latter case let T = C∞
ν (M, g). Moreover,

let N ⊂ ∂M be an open subset such that X vanishes in a neighbourhood of
∂M \N ⊂M . Let 1 < p <∞ and k ∈ N be such that either kp > 4 or k = 1
and 2 < p < 4. In the first case let q := p, in the latter case let q := 4p

8−p
.

Then there exists a constant C such that the following holds.
Let A = A0 + α ∈ Ak,p(M) be a connection. Suppose that it satisfies

{

d∗
A0
α = 0,

∗α|∂M = 0 on N ⊂ ∂M,
(6.5)

and that for all 1-forms β = φ · ιXg with φ ∈ T
∫

M

〈FA , dAβ 〉 = 0. (6.6)

Then α(X) ∈ W k+1,q(M, g) and

‖α(X)‖W k+1,q ≤ C
(

1 + ‖α‖W k,p + ‖α‖3
W k,p

)

.

Moreover, the constant C can be chosen such that it depends continuously on
the metric g and the vector field X with respect to the Ck+1-topology.

Remark 6.10 In the case k = 1 and 2 < p < 4 the iteration of propo-
sition 6.9 also allows to obtain W 2,p-regularity and -estimates from initial
W 1,p-regularity and -estimates.

Indeed, the Sobolev embedding W 2,q ↪→ W 1,p′ holds with p′ = 4q
4−q

since
q < 4. Now as long as p′ < 4 one can iterate the proposition and Sobolev
embedding to obtain regularity and estimates in W 1,pi with p0 = p and

pi+1 =
4qi

4 − qi
=

2pi
4 − pi

≥ θpi > pi.
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Since θ := 2
4−p

> 1 this sequence terminates after finitely many steps at some

pN ≥ 4. Now in case pN > 4 the proposition even yields W 2,pN -regularity
and -estimates. In case pN = 4 one only uses W 1,pN for some smaller p′N > 8

3

in order to conclude W 2,p′N+1-regularity and -estimates for p′N+1 > 4.
Similarly, in case k = 1 and p = 4 one only needs two steps to reach W 2,p′

for some p′ > 4.

The above proposition and remark can be used on all components of the
connections in theorem 6.8 except for the Σ-components in small neighbour-
hoods U × Σ of boundary components S × Σ. For the regularity of their
higher derivatives in Σ-direction we shall use the following lemma. The cru-
cial regularity of the derivatives in direction of U of the Σ-components will
then follow from chapter 5.

Lemma 6.11 Let k ∈ N0 and 1 < p < ∞. Let Ω be a compact manifold,
let Σ be a Riemann surface, and equip Ω × Σ with a product metric gΩ ⊕ g,
where g = (gx)x∈Ω is a smooth family of metrics on Σ. Then there exists a
constant C such that the following holds:

Suppose that α ∈ W k,p(Ω × Σ,T∗Σ) such that both dΣα and d∗
Σα are

of class W k,p on Ω × Σ. Then ∇Σα also is of class W k,p and one has the
following estimate on Ω × Σ

‖∇Σα‖W k,p ≤ C
(

‖dΣα‖W k,p + ‖d∗
Σα‖W k,p + ‖α‖W k,p

)

.

Here ∇Σ denotes the family of Levi-Civita connections on Σ that is given
by the family of metrics g. Moreover, for every fixed family of metrics g
one finds a Ck-neighbourhood of metrics for which this estimate holds with a
uniform constant C.

Proof of lemma 6.11:
We first prove this for k = 0, i.e. suppose that α ∈ Lp(Ω×Σ,T∗Σ) and that
dΣα, d

∗
Σα (defined as weak derivatives) are also of class Lp. We introduce the

following functions

f := d∗
Σα ∈ Lp(Ω × Σ), g := − ∗Σ dΣα ∈ Lp(Ω × Σ),

and choose sequences f ν, gν ∈ C∞(Ω×Σ), and αν ∈ C∞(Ω×Σ,T∗Σ) that con-
verge to f, g, and α respectively in the Lp-norm. Note that

∫

Ω
f =

∫

Ω
g = 0

in Lp(Σ), so the f ν and gν can be chosen such that their mean value over Ω
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also vanishes for all z ∈ Σ. Then fix z ∈ Σ and find ξν, ζν ∈ C∞(Ω×Σ) such
that

{

∆Σξ
ν = f ν,

ξν(x, z) = 0 ∀x ∈ Ω,

{

∆Σζ
ν = gν,

ζν(x, z) = 0 ∀x ∈ Ω.

These solutions are uniquely determined since ∆Σ : W j+2,p
z (Σ) → W j,p

m (Σ) is
a bounded isomorphism for every j ∈ N0 depending smoothly on the metric,
i.e. on x ∈ Ω. Here W j,p

m (Σ) denotes the space of W j,p-functions with mean
value zero and W j+2,p

z (Σ) consists of those functions that vanish at z ∈ Σ.
Furthermore, let πx : Ω1(Σ) → h1(Σ, gx) be the projection of the smooth

1-forms to the harmonic part h1(Σ) = ker ∆Σ = ker dΣ∩ker d∗
Σ with respect to

the metric gx on Σ. Then π is a family of bounded operators from Lp(Σ,T∗Σ)
to W j,p(Σ,T∗Σ) for any j ∈ N0, and it depends smoothly on x ∈ Ω. So the
harmonic part of α̃ν is also smooth, π ◦ α̃ν ∈ C∞(Ω×Σ,T∗Σ). Now consider

αν := dΣξ
ν + ∗ΣdΣζ

ν + π ◦ α̃ν ∈ C∞(Ω × Σ,T∗Σ).

We will show that the sequence αν of 1-forms converges to α in the Lp-norm
and that moreover ∇Σα

ν is an Lp-Cauchy sequence. For that purpose we will
use the following estimate. For all 1-forms β ∈ W 1,p(Σ,T∗Σ) abbreviating
dΣ = d

‖β‖W 1,p(Σ) ≤ C
(

‖d∗β‖Lp(Σ) + ‖dβ‖Lp(Σ) + ‖π(β)‖W 1,p(Σ)

)

≤ C
(

‖d∗β‖Lp(Σ) + ‖dβ‖Lp(Σ) + ‖β‖Lp(Σ)

)

. (6.7)

Here and in the following C denotes any finite constant that is uniform for
all metrics gx on Σ in a family of metrics that lies in a sufficiently small
Ck-neighbourhood of a fixed family of metrics. To prove (6.7) we use the
Hodge decomposition β = dξ + ∗dζ + π(β). (See e.g. [Wa, Theorem 6.8]
and recall that one can identify 2-forms on Σ with functions via the Hodge
∗ operator.) Here one chooses ξ, ζ ∈ W 2,p

z (Σ) such that they solve ∆ξ = d∗β
and ∆ζ = ∗dβ respectively and concludes from proposition 3.5 for some
uniform constant C

‖dξ‖W 1,p(Σ) ≤ ‖ξ‖W 2,p(Σ) ≤ C‖d∗β‖Lp(Σ),

‖∗dζ‖W 1,p(Σ) ≤ ‖ζ‖W 2,p(Σ) ≤ C‖dβ‖Lp(Σ).

The second step in (6.7) moreover uses the fact that the projection to the
harmonic part is bounded as map π : Lp(Σ,T∗Σ) →W 1,p(Σ,T∗Σ).
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Now consider α − αν ∈ Lp(Ω × Σ,T∗Σ). For almost all x ∈ Ω we have
α(x, ·)− αν(x, ·) ∈ Lp(Σ,T∗Σ) as well as ∗dΣ(α(x, ·)− αν(x, ·)) ∈ Lp(Σ) and
d∗

Σ(α(x, ·) − αν(x, ·)) ∈ Lp(Σ). Then for these x ∈ Ω one concludes from the
Hodge decomposition that in fact α(x, ·) − αν(x, ·) ∈ W 1,p(Σ,T∗Σ). So we
can apply (6.7) and integrate over x ∈ Ω to obtain for all ν ∈ N

‖α− αν‖pLp(Ω×Σ)

≤
∫

Ω

‖α(x, ·) − αν(x, ·)‖pLp(Σ,gx)

≤ C

∫

Ω

(

‖d∗
Σ(α− αν)‖pLp(Σ) + ‖dΣ(α− αν)‖pLp(Σ) + ‖π(α− α̃ν)‖pW 1,p(Σ)

)

≤ C
(

‖f − f ν‖pLp(Ω×Σ) + ‖g − gν‖pLp(Ω×Σ) + ‖α− α̃ν‖pLp(Ω×Σ)

)

.

In the last step we again used the continuity of π. This proves the convergence
αν → α in the Lp-norm, and hence ∇Σα

ν → ∇Σα in the distributional sense.
Next, we use (6.7) to estimate for all ν ∈ N

‖∇Σα
ν‖pLp(Ω×Σ) =

∫

Ω

‖∇Σα
ν(x, ·)‖pLp(Σ,gx)

≤ C

∫

Ω

(

‖d∗
Σα

ν‖Lp(Σ) + ‖dΣα
ν‖Lp(Σ) + ‖αν‖Lp(Σ)

)p

≤ C
(

‖d∗
Σα

ν‖pLp(Ω×Σ) + ‖dΣα
ν‖pLp(Ω×Σ) + ‖αν‖pLp(Ω×Σ)

)

.

Here one deals with Lp-convergent sequences d∗
Σα

ν = ∆Σξ
ν = f ν → f = d∗

Σα,
− ∗ dΣα

ν = ∆Σζ
ν = gν → g = − ∗ dΣα, and αν → α. So (∇Σα

ν)ν∈N is uni-
formly bounded in Lp(Ω × Σ) and hence contains a weakly Lp-convergent
subsequence. The limit is ∇Σα since this already is the limit in the distri-
butional sense. Thus we have proven the Lp-regularity of ∇Σα on Ω × Σ,
and moreover above estimate is preserved under the limit, which proves the
lemma in the case k = 0,

‖∇Σα‖Lp(Ω×Σ) ≤ lim inf
ν→∞

‖∇Σα
ν‖Lp(Ω×Σ)

≤ lim inf
ν→∞

C
(

‖d∗
Σα

ν‖Lp(Ω×Σ) + ‖dΣα
ν‖Lp(Ω×Σ) + ‖αν‖Lp(Ω×Σ)

)

= C
(

‖d∗
Σα‖Lp(Ω×Σ) + ‖dΣα‖Lp(Ω×Σ) + ‖α‖Lp(Ω×Σ)

)

.

In the case k ≥ 1 one can now use the previous result to prove the lemma.
Let α ∈ W k,p(Ω×Σ,T∗Σ) and suppose that dΣα, d

∗
Σα are of class W k,p. We
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denote by ∇ the covariant derivative on Ω × Σ. Then we have to show that
∇k∇Σα is of class Lp. So let X1, . . . , Xk be smooth vector fields on Ω × Σ
and introduce

α̃ := ∇X1 . . .∇Xk
α ∈ Lp(Ω × Σ,T∗Σ).

Both dΣα̃ and d∗
Σα̃ are of class Lp since

dΣα̃ = [dΣ,∇X1 . . .∇Xk
]α + ∇X1 . . .∇Xk

dΣα,

d∗
Σα̃ = [d∗

Σ,∇X1 . . .∇Xk
]α + ∇X1 . . .∇Xk

d∗
Σα.

So the result for k = 0 implies that ∇Σα̃ is of class Lp, hence ∇k∇Σα also is
of class Lp since for all smooth vector fields

∇X1 . . .∇Xk
∇Σα = [∇Σ,∇X1 . . .∇Xk

]α + ∇Σα̃.

With the same argument – using coordinate vector fields Xi and cutting
them off – one obtains the estimate

‖∇k∇Σα‖Lp(Ω×Σ) ≤ C
(

‖∇kd∗
Σα‖Lp(Ω×Σ) + ‖∇kdΣα‖Lp(Ω×Σ) + ‖α‖W k,p(Ω×Σ)

)

.

Now this proves the lemma,

‖∇Σα‖W k,p(Ω×Σ) ≤ ‖∇Σα‖W k−1,p(Ω×Σ) + ‖∇k∇Σα‖Lp(Ω×Σ)

≤ C
(

‖d∗
Σα‖W k,p(Ω×Σ) + ‖dΣα‖W k,p(Ω×Σ) + ‖α‖W k,p(Ω×Σ)

)

.

2

Proof of theorem 6.8 :
Recall that a neighbourhood of the boundary ∂X is covered by embeddings
τ̄0,i : Ui × Σi ↪→ X such that τ̄ ∗0,ig0 = ds2 + dt2 + g0;s,t. (In the case (i) we
put g0 := g.) Since K ⊂ X is compact one can cover it by a compact subset
Kint ⊂ intX and Kbdy :=

⋃n
i=1 τ̄0,i(I0,i × [0, δ0] × Σi) for some δ0 > 0 and

I0,i ⊂ Si that are either compact intervals in R or equal to S1. Moreover, one
can ensure that Kbdy ⊂ intV lies in the interior of the fixed neighbourhood
of K ∩ ∂X. Since X is exhausted by the compact submanifolds Xk one then
finds M := Xk ⊂ X such that both Kbdy and Kint are contained in the inte-
rior of M (and thus also K ⊂M). Now let A ∈ A1,p(M) be a solution of the
boundary value problem (6.2) with respect to a metric g that is compatible
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with τ . Then we will prove its regularity and the corresponding estimates in
the interior case on Kint and in the boundary case on Kbdy separately.

Interior case :
Firstly, since Kint ⊂ intM and Kint ⊂ intX = X \ ∂X we find a sequence
of compact submanifolds Mk ⊂ intX such that Kint ⊂ Mk+1 ⊂ intMk ⊂ M
for all k ∈ N. We will prove inductively A|Mk

∈ Ak,p(Mk) for all k ∈ N and
thus A|Kint

∈ A(Kint) is smooth. Moreover, we inductively find constants
Ck, δk > 0 such that the additional assumptions of (ii) in the theorem imply

‖A− A0‖W k,p(Mk) ≤ Ck. (6.8)

Here we use the fixed smooth metric g0 to define the Sobolev norms – for a
sufficiently small Ck-neighbourhood of metrics, the Sobolev norms are equiv-
alent with a uniform constant independent of the metric. Moreover, recall
that the reference connection A0 is smooth.

To start the induction we observe that this regularity and estimate are
satisfied for k = 1 by assumption. For the induction step assume this regu-
larity and estimate to hold for some k ∈ N. Then we will use proposition 6.9
on A|Mk

∈ Ak,p(Mk) to deduce the regularity and estimate on Mk+1.
Every coordinate vector field on Mk+1 can be extended to a vector field

X on Mk that vanishes near the boundary ∂Mk. So it suffices to consider
such vector fields, i.e. use N = ∅ in the proposition. Then α := A − A0

satisfies the assumption (6.5). For the weak equation (6.6) we calculate for
all β = φ · ιXg with φ ∈ T = C∞

δ (Mk, g)

−
∫

Mk

〈FA , dAβ 〉 =

∫

Mk

〈 dA(φ · ιXg) ∧ FA 〉 =

∫

∂Mk

〈φ · ιXg ∧ FA 〉 = 0.

We have used Stokes’ theorem while approximating A by smooth connections
Ã, for which the Bianchi identity dÃFÃ = 0 holds. Now proposition 6.9
and remark 6.10 imply that A|Mk+1

∈ Ak+1,p(Mk+1). In the case (ii) of the
theorem the proposition moreover provides δk+1 > 0 and a uniform constant
C for all metrics g with ‖g−g0‖Ck+1(Mk) ≤ δk+1 such that the following holds:
If (6.8) holds for some constant Ck, then

‖A− A0‖W k+1,p(Mk+1) ≤ C
(

1 + ‖A− A0‖W k,p(Mk) + ‖A− A0‖3
W k,p(Mk)

)

≤ C
(

1 + Ck + C3
k

)

=: Ck+1.
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Here we have used the fact that the Sobolev norm of a 1-form is equivalent to
an expression in terms of the Sobolev norms of its components in the coordi-
nate charts. In case k = 1 and p ≤ 4, this uniform bound is not found directly
but after finitely many iterations of proposition 6.9 that give estimates on
manifolds N1 = M1 and M2 ⊂ Ni+1 ⊂ intNi. In each step one chooses a
smaller δ2 > 0 and a bigger C2. This iteration uses the same Sobolev embed-
dings as remark 6.10. This proves the induction step on the interior partKint.

Boundary case :
It remains to prove the regularity and estimates on Kbdy near the boundary.
So consider a single boundary component K ′ := τ̄0(I0 × [0, δ0] × Σ). We
identify I0 = S1 ∼= R/Z or shift the compact interval such that I0 = [−r0, r0]
and hence K ′ = τ̄0([−r0, r0] × [0, δ0] × Σ) for some r0 > 0. Since Kbdy (and
thus also K ′) lies in the interior of M as well as V, one then finds R0 > r0
and ∆0 > δ0 such that τ̄0([−R0, R0] × [0,∆0] × Σ) ⊂ M ∩ V. Here τ̄0 is the
embedding that brings the metric g0 into the standard form ds2 +dt2 +g0;s,t.
A different metric g compatible with τ defines a different embedding τ̄ such
that τ̄ ∗g = ds2 + dt2 + gs,t. However, if g is sufficiently C1-close to g0, then
the geodesics are C0-close and hence τ̄ is C0-close to τ̄0. (These embeddings
are fixed for t = 0, and for t > 0 given by the normal geodesics.) Thus for a
sufficiently small choice of δ2 > 0 one finds R > r > 0 and ∆ > δ > 0 such
that for all τ -compatible metrics g in the δ2-ball around g0

K ′ ⊂ τ̄([−r, r] × [0, δ] × Σ) and τ̄ ([−R,R] × [0,∆] × Σ) ⊂M ∩ V.
(In the case (i) this holds with r0, δ0, R0, and ∆0 for the fixed metric g = g0.)
We will prove the regularity and estimates for τ̄ ∗A on [−r, r]× [0, δ]×Σ. This
suffices because for Ck+2-close metrics the embedding τ̄ will be Ck+1-close to
the fixed τ̄0, so that one obtains uniform constants in the estimates between
the W k,p-norms of A and τ̄ ∗A. Furthermore, the families gs,t of metrics on Σ
will be Ck-close to g0;s,t for (s, t) ∈ [−R,R]× [0,∆] if δk is chosen sufficiently
small. Now choose compact submanifolds Ωk ⊂ H := {(s, t) ∈ R2

∣

∣ t ≥ 0}
such that for all k ∈ N

[−r, r] × [0, δ] ⊂ Ωk+1 ⊂ int Ωk ⊂ [−R,R] × [0,∆].

We will prove the theorem by establishing the regularity and estimates for
τ̄ ∗A on the Ωk × Σ in Sobolev spaces of increasing differentiability. We
distinguish the cases p > 4 and 4 ≥ p > 2. In case p > 4 one uses the
following induction.
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I) Let p > 2 and suppose that A ∈ A1,2p(M) solves (6.2). Then we will
prove inductively that τ̄ ∗A|Ωk×Σ ∈ Ak,q(Ωk ×Σ) for all k ∈ N and with q = p
or q = 2p according to whether k ≥ 2 or k = 1. Moreover, we will find a
constant δ > 0 and constants Ck, δk > 0 for all k ≥ 2 such that the following
holds:

If in addition ‖g − g0‖Ck+2(M) ≤ δk and

‖A− A0‖W 1,2p(M) ≤ C1,

‖τ̄ ∗0 (A− A0)|Σ‖L∞(U ,A0,p(Σ)) ≤ δ,

then for all k ∈ N

‖τ̄ ∗(A− A0)‖W k,q(Ωk×Σ) ≤ Ck.

This is sufficient to conclude the theorem in case p > 4 as follows. One
uses I) with p replaced by 1

2
p to obtain regularity and estimates of A − A0

in A1,p(Ω1 × Σ), A2, p
2 (Ω2 × Σ), and Ak, p

2 (Ωk × Σ) for all k ≥ 3. Recall
that the component K ′ of Kbdy is contained in each τ̄ (Ωk × Σ). In addition,
one has the Sobolev embeddings W k+1, p

2 ↪→ W k,p ↪→ Ck−1 on the compact
4-manifolds Ωk+1 × Σ), c.f. [Ad, Theorem 5.4]. So this proves the regularity
and estimates on Kbdy.

In the case 4 ≥ p > 2 a preliminary iteration is required in order to
achieve the regularity and estimates that are assumed in I). In contrast to I)
the iteration is in p instead of k.

II) Let 4 ≥ p > 2 and suppose that A ∈ A1,p(M) solves (6.2). Then we
will prove inductively that τ̄ ∗A|Ωj×Σ ∈ A1,pj(Ωj ×Σ) for a sequence (pj) with
p1 = p and pj+1 = θ(pj)·pj, where θ : (2, 4] → (1, 17

16
] is monotonely increasing

and thus the sequence terminates with pN > 4 for some N ∈ N.
Moreover, we will find constants δ > 0 and constants C1,j, δ1,j > 0 for

j = 2, . . . , N such that the following holds:
If for some j = 1, . . . , N in addition ‖g − g0‖C3(M) ≤ δ1,j and

‖A− A0‖W 1,p(M) ≤ C1,

‖τ̄ ∗0 (A− A0)|Σ‖L∞(U ,A0,p(Σ)) ≤ δ,

then
‖τ̄ ∗(A− A0)‖W 1,pj (Ωj×Σ) ≤ C1,j.
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Assuming I) and II) we first prove the theorem for the case 4 ≥ p > 2.
After finitely many steps the iteration of II) gives regularity and estimates in
A1,pN (ΩN × Σ) with pN > 4 and under the assumption ‖g − g0‖C3(M) ≤ δ1,N
on the metric. Now if necessary decrease pN slightly such that 2p ≥ pN > 4,
then one still has A1,pN -regularity and estimates on all components of Kbdy

as well as on Kint (from the previous argument on the interior). Thus the
assumptions of I) are satisfied with p replaced by 1

2
pN and C1 replaced by

a combination of C1,N and a constant from the interior iteration (both of
which only depend on C1). One just has to choose δ2 ≤ δ1,N and choose
the δ > 0 in I) smaller than the δ > 0 from II). Then the iteration in I)

gives regularity and estimates of A − A0 in Ak, 1
2
pN (Ωk × Σ) for all k ≥ 2.

This proves the theorem in case 2 < p ≤ 4 due to the Sobolev embeddings
W k+1, 1

2
pN ↪→ W k,p ↪→ Ck−2. So it remains to establish I) and II).

Proof of I):
The start of the induction k = 1 is true by assumption (after replacing C1

by a larger constant to make up for the effect of τ̄ ∗). For the induction step
assume that the claimed regularity and estimates hold for some k ∈ N and
consider the following decomposition of the connection A and its curvature:

τ̄ ∗A = Φ ds + Ψ dt+B,

τ̄ ∗FA = FB + (dBΦ − ∂sB) ∧ ds+ (dBΨ − ∂tB) ∧ dt (6.9)

+ (∂sΨ − ∂tΦ + [Φ,Ψ]) ds ∧ dt.

Here Φ,Ψ ∈ W k,q(Ωk×Σ, g), and B ∈ W k,q(Ωk×Σ,T∗Σ⊗g) is a 2-parameter
family of 1-forms on Σ. Choose a further compact submanifold Ω ⊂ int Ωk

such that Ωk+1 ⊂ int Ω. Now we shall use proposition 6.9 to deduce the
higher regularity of Φ and Ψ on Ω × Σ. For this purpose one has to extend
the vector fields ∂s and ∂t on Ω×Σ to different vector fields on Ωk×Σ, both
denoted by X, and verify the assumptions (6.5) and (6.6) of proposition 6.9.
These extensions will be chosen such that they vanish in a neighbourhood of
(∂Ωk \ ∂H) × Σ. Then α := τ̄ ∗(A − A0) satisfies (6.5) on M = τ̄ (Ωk × Σ)
with N = τ̄ ((∂Ωk ∩ ∂H) × Σ).

Choose a cutoff function h ∈ C∞(Ωk, [0, 1]) that equals 1 on Ω and van-
ishes in a neighbourhood of ∂Ωk \∂H. Then firstly, X := h∂t is a vector field
as required that is perpendicular to the boundary ∂Ωk × Σ. For this type of
vector field we have to check the assumption (6.6) for all β = φh · dt with
φ ∈ C∞

δ (Ωk × Σ, g). Note that τ̄∗β = (φ · h) ◦ τ̄−1 · ι(τ̄∗∂t)g can be trivially
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extended to M and then vanishes when restricted to ∂M . So we can use
partial integration as in the interior case to obtain

∫

Ωk×Σ

〈Fτ̄∗A , dτ̄∗Aβ 〉 =

∫

M

〈FA , dAτ̄∗β 〉 = −
∫

∂M

〈 τ̄∗β ∧ FA 〉 = 0.

Secondly, X := h∂s also vanishes in a neighbourhood of (∂Ωk \ ∂H) ×Σ and
is tangential to the boundary ∂Ωk × Σ. So we have to verify (6.6) for all
β = φh · ds with φ ∈ T = C∞

ν (Ωk ×Σ, g). Again, τ̄∗β extends trivially to M .
Then the partial integration yields

∫

Ωk×Σ

〈Fτ̄∗A , dτ̄∗Aβ 〉 = −
∫

τ̄−1(∂M)

〈 β ∧ τ̄ ∗FA 〉

= −
∫

(Ωk∩∂H)×Σ

〈φh · ds ∧ FB 〉 = 0.

The last step uses the fact that B(s, 0) = τ ∗A|{s}×Σ ∈ L ⊂ A0,p
flat(Σ), and

hence FB vanishes on ∂H × Σ. However, we have to approximate A by
smooth connections in order that Stokes’ theorem holds and FB is well de-
fined. So this calculation crucially uses the fact that a W 1,p-connection with
boundary values in the Lagrangian submanifold L can be W 1,p-approximated
by smooth connections with boundary values in L∩A(Σ). This was proven in
corollary 4.2. So we have verified the assumptions of proposition 6.9 for both
Φ = τ̄ ∗A(∂s) and Ψ = τ̄ ∗A(∂t) and thus can deduce Φ,Ψ ∈ W k+1,q(Ω × Σ).
Moreover, under the additional assumptions of (ii) in the theorem we have
the estimates

‖Φ − Φ0‖W k+1,q(Ω×Σ) ≤ Cs
(

1 + Ck + C3
k

)

=: Cs
k+1,

‖Ψ − Ψ0‖W k+1,q(Ω×Σ) ≤ Ct
(

1 + Ck + C3
k

)

=: Ct
k+1. (6.10)

The constants Cs and Ct are uniform for all metrics in some small Ck+1-
neighbourhood of g0;s,t, so by a possibly smaller choice of δk+1 > 0 they
become independent of gs,t. Note that in the above estimates we also have
decomposed the reference connection in the tubular neighbourhood coordi-
nates, τ̄ ∗A0 = Φ0 ds + Ψ0 dt +B0.

It remains to consider the Σ-component B in the tubular neighbourhood.
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The boundary value problem (6.2) becomes in the coordinates (6.9)



















d∗
B0

(B − B0) = ∇s(Φ − Φ0) + ∇t(Ψ − Ψ0),

∗FB = ∂tΦ − ∂sΨ + [Ψ,Φ],

∂sB + ∗∂tB = dBΦ + ∗dBΨ,

B(s, 0) ∈ L ∀(s, 0) ∈ ∂Ωk.

(6.11)

Here dB is the exterior derivative on Σ that is associated with the con-
nection B, d∗

B0
is the coderivative associated with B0, ∗ is the Hodge op-

erator on Σ with respect to the metric gs,t, and ∇sΦ := ∂sΦ + [Φ0,Φ],
∇tΦ := ∂tΦ + [Ψ0,Φ]. We rewrite the first two equations in (6.11) as a
system of differential equations for α := B −B0 on Σ. For each (s, t) ∈ Ωk

d∗
Σα(s, t) = ξ(s, t), dΣα(s, t) = ∗ζ(s, t). (6.12)

Here we have abbreviated

ξ = ∗[B0 ∧ ∗(B − B0)] + ∇s(Φ − Φ0) + ∇t(Ψ − Ψ0),

ζ = − ∗ dΣB0 − ∗1
2
[B ∧B] + ∂tΦ − ∂sΨ + [Ψ,Φ].

These are both functions in W k,q(Ω×Σ, g) due to the smoothness of A0 and
the previously established regularity of Φ and Ψ. (This uses the Sobolev
embedding W k,q ·W k,q ↪→ W k,q due to W k,q ↪→ L∞.) So lemma 6.11 asserts
that ∇Σ(B − B0) is of class W k,q on Ω × Σ, and under the assumptions of
(ii) in the theorem we obtain the estimate

‖∇Σ(B − B0)‖W k,q(Ω×Σ)

≤ C
(

‖ξ‖W k,q + ‖ζ‖W k,q + ‖B − B0‖W k,q

)

≤ C
(

1 + ‖B − B0‖W k,q + ‖Φ − Φ0‖W k+1,q + ‖Ψ − Ψ0‖W k+1,q

+ ‖B − B0‖2
W k,q + ‖Φ − Φ0‖W k,q‖Ψ − Ψ0‖W k,q

)

≤ C
(

1 + Ck + Cs
k+1 + Ct

k+1 + C2
k

)

=: CΣ
k+1. (6.13)

Here C denotes any constant that is uniform for all metrics in a Ck+1-
neighbourhood of the fixed g0;s,t, so this might again require a smaller choice
of δk+1 > 0 in order that the constant CΣ

k+1 becomes independent of the
metric gs,t.

Now we have established the regularity and estimate for all derivatives
of B of order k + 1 containing at least one derivative in Σ-direction. (Note
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that in the case k = 1 we even have Lq-regularity with q = 2p where only
Lp-regularity was claimed. This additional regularity will be essential for the
following argument.) It remains to consider the pure s- and t- derivatives
of B and establish the Lp-regularity and -estimate for ∇k+1

H
B on Ωk+1 × Σ,

where ∇H is the standard covariant derivative on H with respect to the metric
ds2 + dt2. The reason for this regularity, as we shall show, is the fact that
B ∈ W k,q(Ω,A0,p(Σ)) satisfies a Cauchy-Riemann equation with Lagrangian
boundary conditions,

{

∂sB + ∗∂tB = G,

B(s, 0) ∈ L ∀(s, 0) ∈ ∂Ω.
(6.14)

The inhomogeneous term is

G := dBΦ + ∗dBΨ ∈ W k,q(Ω,A0,p(Σ)).

Here one uses the fact that W k,q(Ω × Σ,T∗Σ ⊗ g) ⊂ W k,q(Ω,A0,p(Σ)) since
by lemma 5.8 the smooth 1-forms are dense in both spaces and the norm
on the second space is weaker than the W k,q-norm on Ω × Σ. Now one has
to apply the regularity theorem 5.3 for the Cauchy-Riemann equation on
the complex Banach space (A0,p(Σ), J0). As complex structure J0 we use
the Hodge operator ∗ on Σ with respect to the fixed family of metrics g0;s,t

on Σ (that varies smoothly with (s, t) ∈ Ω). The Lagrangian and hence
totally real submanifold L ⊂ A0,p(Σ) is modelled on Z = W 1,p

z (Σ, g) ⊕ R
m

(see lemma 4.1 (iii)), which is bounded isomorphic to a closed subspace of
Lp(Σ,Rn) for some n ∈ N. In the case (ii) of the theorem moreover a family
of connections B0 ∈ C∞(Ω,A(Σ)) is given such that B0(s, 0) ∈ L for all
(s, 0) ∈ ∂Ω and B satisfies

‖B − B0‖L∞(Ω,A0,p(Σ)) = ‖τ̄ ∗(A− A0)|Σ‖L∞(Ω,A0,p(Σ))

≤ C‖τ̄ ∗0 (A− A0)|Σ‖L∞(U ,A0,p(Σ)) ≤ Cδ.

Here one uses the fact that τ̄ (Ω × Σ) ⊂ τ̄0(U × Σ) lies in a component of
the fixed neighbourhood V of K ∩ ∂X. The assumption of closeness to A0

in A0,p(Σ) was formulated for τ̄ ∗0 (A − A0)|Σ. However, for a metric g in a
sufficiently small C2-neighbourhood of the fixed metric g0 the extensions τ̄
and τ̄0 are C1-close and one obtains the above estimate with a constant C
independent of the metric. So B ∈ W k,q(Ω,A0,p(Σ)) satisfies the assumptions
of theorem 5.3 if δ > 0 is chosen sufficiently small. (Note that this choice is
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independent of k ∈ N.) In the case (i) of the theorem one can also choose such
a smooth B0 sufficiently close to B in the L∞(Ω, Lp(Σ))-norm. In order to do
this smooth approximation with boundary values in the Lagrangian, one uses
the Banach submanifold coordinates in lemma 4.1 (iii) as in corollary 4.2.

Now theorem 5.3 asserts B ∈ W k+1,p(Ωk+1,A0,p(Σ)). By lemma 5.8 this
also proves ∇k+1

H
B ∈ Lp(Ωk+1,A0,p(Σ)) = Lp(Ωk+1 × Σ,T∗Σ ⊗ g), and this

finishes the induction step τ̄ ∗A|Ωk+1×Σ ∈ Ak+1,p(Ωk+1 × Σ) for the regularity
near the boundary. The induction step for the estimate in case (ii) of the
theorem now follows from the estimate from theorem 5.3,

‖∇k+1
H

(B −B0)‖Lp(Ωk+1×Σ)

≤ ‖B −B0‖W k+1,p(Ωk+1,A0,p(Σ))

≤ C
(

1 + ‖G‖W k,q(Ω,A0,p(Σ)) + ‖B −B0‖W k,q(Ω,A0,p(Σ))

)

≤ C
(

1 + Ck + C2
k + Cs

k+1 + Ct
k+1

)

=: CH

k+1. (6.15)

Here the constant from theorem 5.3 is uniform for a sufficiently small Ck+1-
neighbourhood of complex structures. In this case, these are the families of
Hodge operators on Σ that depend on the metric gs,t. Thus for sufficiently
small δk+1 > 0 that constant (and also the further Sobolev constants that
come into the estimate) becomes independent of the metric. The final con-
stant Ck+1 then results from all the separate estimates, see the decomposition
(6.9) and the estimates in (6.10), (6.13), and (6.15),

‖τ̄ ∗(A− A0)‖W k+1,p(Ωk+1×Σ) ≤ Ck + Cs
k+1 + Ct

k+1 + CΣ
k+1 + CH

k+1.

Proof of II):
Except for the higher differentiability of B in direction of H this iteration
works by the same decomposition and equations as in I). The start of the
induction k = 1 is given by assumption. For the induction step assume that
the claimed W 1,pk-regularity and -estimates hold for some k ∈ N with pk ≤ 4.
Then proposition 6.9 gives Φ,Ψ ∈ W 2,qk(Ω×Σ) with corresponding estimates
and

qk =







4pk

8−pk
if pk < 4,

3 if pk = 4.

(In the case pk = 4 one applies the proposition only assumingW 1,p′k-regularity
for p′k = 24

7
< 4, then one obtains W 2,qk-regularity with qk = 3.) Now the
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right hand sides in (6.12) lie in W 1,qk(Ω × Σ), so lemma 6.11 gives W 1,qk-
regularity and -estimates for ∇ΣB on Ω × Σ. Next, B ∈ W 1,pk(Ω,A0,p(Σ))
satisfies the Cauchy-Riemann equation (6.14) with the inhomogenous term
G ∈ W 1,qk(Ω×Σ,T∗(Ω×Σ)⊗ g). Now we shall use the Sobolev embedding
W 1,qk(Ω × Σ) ↪→ Lrk(Ω × Σ) with

rk =
4qk

4 − qk
=







2pk

4−pk
if pk < 4,

12 if pk = 4.

Note that rk > pk ≥ p due to pk > 2, so that we have G ∈ Lrk(Ω,A0,p(Σ)).
We cannot apply theorem 5.3 directly because that would require the initial
regularity B ∈ W 1,2p(Ω,A0,p(Σ)) for some p > 2. However, we still proceed as
in its proof and introduce the coordinates from lemma 4.1 (iii) that straighten
out the Lagrangian submanifold,

Θs,t : Ws,t → A0,p(Σ).

Here Ws,t ⊂ Y × Y is a neighbourhood of zero, Y is a closed subspace of
Lp(Σ,Rm) for some m ∈ N, Θ is in Ck+1-dependence on (s, t) in a neigh-
bourhood U ⊂ Ω of some (s0, 0) ∈ Ω ∩ ∂H and it maps diffeomorphically to
a neighbourhood of the smooth connection Θ(0) = B0(s0, 0). Thus one can
write

B(s, t) = Θs,t(v(s, t)) ∀(s, t) ∈ U

with v = (v1, v2) ∈ W 1,pk(U, Y × Y ). Moreover, we have already seen that
both B and ∇ΣB are W 1,qk-regular on U × Σ, so we have the regularity
B ∈ W 1,qk(U,A1,qk(Σ)) ⊂ W 1,qk(U,A0,sk(Σ)) with corresponding estimates.
Here we have used the Sobolev embedding W 1,qk(Σ) ↪→ Lsk(Σ), see [Ad,
Theorem 5.4], for

sk =























2qk
2−qk

= 4pk

8−3pk
if pk <

8
3
,

44pk−80
8−pk

if pk ≥ 8
3
,

31
2

if pk = 4.

(Here we have chosen suitable values of sk for later calculations in case pk ≥ 8
3

and thus qk ≥ 2.) The special structure of the coordinates Θ in lemma 4.1 (iii)
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(it also is a local diffeomorphism between A0,sk(Σ) and a closed subset of
Lsk(Σ,R2m) since sk > pk > 2) implies that v ∈ W 1,qk(U, Lsk(Σ,R2m)),
which will be important later on.

The Cauchy-Riemann equation (6.14) now becomes

{

∂sv + I∂tv = f,
v2(s, 0) = 0 ∀s ∈ R.

Here I = (dvΘ)−1 ∗ (dvΘ) ∈ W 1,pk(U,End(Y × Y )) and

f = (dvΘ)−1(G− ∂sΘ(v) − ∗∂tΘ(v)) ∈ Lrk(U, Y × Y ).

We now approximate f in Lrk(U, Y ×Y ) by smooth functions that vanish on
∂U , then partial integration in (5.5) yields for all φ ∈ C∞(U, Y ∗ × Y ∗) and a
smooth cutoff function as in the proof of theorem 5.3

∫

U

〈 hv , ∆φ 〉 =

∫

U

〈 f , ∂s(hφ) − ∂t(h · I∗φ) 〉 +

∫

U

〈 F̃ , φ 〉

+

∫

∂U∩∂H

〈 v1 , ∂t(hφ1) + ∂s(hφ2) 〉. (6.16)

Here F̃ = (∆h)v + 2(∂sh)∂sv + 2(∂th)∂tv + h(∂tI)∂sv − h(∂sI)∂tv contains

the crucial terms (∂tI)(∂sv) and (∂sI)(∂tv) and thus lies in L
1
2
pk(U, Y × Y ).

This is a weak Laplace equation with Dirichlet boundary conditions for hv2,
Neumann boundary conditions for hv1, and with the inhomogenous term in
W−1,rk(U, Y × Y ). The latter is the dual space of W 1,r′k(U, Y ∗ × Y ∗) with
1
rk

+ 1
r′
k

= 1. (The inclusion L
1
2
pk(U) ↪→ W−1,rk(U) is continuous as can

be seen via the dual embedding that is due to 1
2
− 1

r′
k

≥ −1 + 1
pk/2

.) Recall

that Y ⊂ Lp(Σ,Rm) is a closed subspace. Since rk > p the special regu-
larity theorem 5.7 for the Laplace equation with values in a Banach space
cannot be applied to deduce hv ∈ W 1,rk(U, Y × Y ). However, the general
regularity theory for the Laplace equation extends to functions with values
in a Hilbert space (c.f. [We]). So we use the embedding Lp(Σ) ↪→ L2(Σ).
Then (6.16) is a weak Laplace equation with the inhomogenous term in
W−1,rk(U, L2(Σ,R2m)) and enables us to deduce hv ∈ W 1,rk(U, L2(Σ,R2m))
and thus v ∈ W 1,rk(Ũ , L2(Σ,R2m)) with the corresponding estimates for
some smaller domain Ũ (a finite union of these still covers a neighbourhood
of Ω ∩ ∂H). Furthermore, recall that v ∈ W 1,qk(U, Lsk(Σ,R2m)). Now we
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claim that the following inclusion with the corresponding estimates holds for
some suitable pk+1

W 1,rk(Ũ , L2(Σ)) ∩ W 1,qk(Ũ , Lsk(Σ)) ⊂ W 1,pk+1(Ũ , Lpk+1(Σ)). (6.17)

To show (6.17) it suffices to estimate the Lpk+1(Ũ × Σ)-norm of a smooth
function by its Lrk(Ũ , L2(Σ))- and Lqk(Ũ , Lsk(Σ))-norms. Let α > 2 and
t ∈ [1, 2), then the Hölder inequality gives for all f ∈ C∞(Ũ × Σ,R2m)

‖f‖α
Lα(Ũ×Σ)

=

∫

Ũ

∫

Σ

|f |t|f |α−t

≤
∫

Ũ

‖f‖tL2(Σ)‖f‖α−t
L

2 α−t
2−t (Σ)

≤ ‖f‖t
Lr(Ũ ,L2(Σ))

‖f‖α−t
L

r α−t
r−t (Ũ ,L

2 α−t
2−t (Σ))

≤ ‖f‖α
Lr(Ũ ,L2(Σ))

+ ‖f‖α
L

r α−t
r−t (Ũ ,L

2 α−t
2−t (Σ))

.

Here we abbreviated r := rk > pk > 2. Now we want

qk =
rk(α− t)

rk − t
and sk =

2(α− t)

2 − t
. (6.18)

Indeed, in the case pk = 4 our choices qk = 3, rk = 12, and sk = 31
2

together
with t := 5

3
and α := 17

4
solve these equations. So we obtain pk+1 = α = 17

16
pk.

In case pk < 4 the first equation gives

α =
4 + t

8 − pk
pk. (6.19)

If moreover pk ≥ 8
3
, then we choose t := 5

3
to obtain α = 17

24−3pk
pk ≥ 17

16
pk.

This also solves (6.18) with our choice sk = 44pk−80
8−pk

, so we obtain pk+1 = 17
16
pk.

Finally, in case 8
3
> pk > 2 one obtains from (6.18)

t =
p2
k

−p2
k + 7pk − 8

∈ [1, 2).

Inserting this in (6.19) yields α = θ(pk) · pk with

θ(pk) =
3pk − 4

−p2
k + 7pk − 8

.



91

One then checks that θ(2) = 1 and θ′(p) > 0 for p > 2, thus θ(p) > 1 for
p > 2. Moreover, θ( 8

3
) = 9

8
, so θ(p′) = 17

16
for some p′ ∈ (2, 8

3
). Now for

p ≥ p′ we extend the function constantly to obtain a monotonely increasing
function θ : (2, 4] → (1, 17

16
]. With this modified function we finally choose

pk+1 = θ(pk) · pk for all 2 < pk ≤ 4. This finishes the proof of (6.17) and thus
shows that v ∈ W 1,pk+1(Ũ , Lpk+1(Σ)).

In addition, note that our choice of pk+1 ≤ α will always satisfy pk+1 ≤ rk.
In case pk = 4 see the actual numbers, in case pk < 4 this is due to (6.19),
t ≤ 2, and pk > 2,

α ≤ 6

8 − pk
pk ≤ 2

4 − pk
pk = rk.

Now we again use the special structure of the coordinates Θ in lemma 4.1 (iii)
to deduce that B = Θ ◦ v ∈ W 1,pk+1(Ũ ,A0,pk+1(Σ)) with the correspond-
ing estimates. Above, we already established the W 1,rk- and thus W 1,pk+1-
regularity and -estimates for Φ and Ψ as well as B ∈ Lpk+1(Ũ ,A1,pk+1(Σ)).
(Recall the Sobolev embedding W 1,qk ↪→ Lrk , and that pk ≥ qk and rk ≥ pk+1,
so we have Lrk(Ũ , Lrk(Σ))-regularity of B as well as ∇ΣB.) Putting all this
together we have established the W 1,pk+1-regularity and -estimates for τ̄ ∗A
over Ũi×Σ, where the Ũi cover a neighbourhood of Ωk+1 ∩ ∂H. The interior
regularity again follows directly from proposition 6.9.

This iteration gives a sequence (pk) with pk+1 = θ(pk) · pk ≥ θ(p) · pk. So
this sequence grows at a rate greater or equal to θ(p) > θ(2) = 1 and hence
reaches pN > 4 after finitely many steps. This finishes the proof of II) and
the theorem. 2

Proof of theorem 6.1 :
Fix a solution A ∈ A1,p

loc(X) of (6.1) with p > 2. We have to find a gauge
transformation u ∈ G2,p

loc (X) such that u∗A ∈ A(X) is smooth. Recall that the
manifold X =

⋃

k∈N
Xk is exhausted by compact submanifolds Xk meeting

the assumptions of proposition 6.3. So it suffices to prove for every k ∈ N

that there exists a gauge transformation u ∈ G2,p(Xk) such that u∗A|Xk
is

smooth.
For that purpose fix k ∈ N and choose a compact submanifold M ⊂ X

that is large enough such that theorem 6.8 applies to the compact subset
K := Xk ⊂ M . Next, choose A0 ∈ A(M) such that ‖A − A0‖W 1,p(M)

and ‖A− A0‖Lq(M) are sufficiently small for the local slice theorem, propo-

sition 6.4, to apply to A0 with the reference connection Â = A. Here due
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to p > 2 one can choose q > 4 in the local slice theorem such that the
Sobolev embedding W 1,p(M) ↪→ Lq(M) holds. Then by proposition 6.4 and
remark 6.5 (i) one obtains a gauge transformation u ∈ G2,p(M) such that u∗A
is in relative Coulomb gauge with respect to A0. Moreover, u∗A also solves
(6.1) since both the anti-self-duality equation and the Lagrangian submani-
folds Li are gauge invariant. The latter is due to the fact that u restricts to a
gauge transformation in G1,p(Σi) on each boundary slice τi({s} × Σi) due to
the Sobolev embedding G2,p(Ui×Σ) ⊂ W 1,p(Ui,G1,p(Σi)) ↪→ C0(Ui,G1,p(Σi)).
So u∗A ∈ A1,p(M) is a solution of (6.2) and theorem 6.8 (i) asserts that
u∗A|Xk

∈ A(Xk) is indeed smooth.

Such a gauge transformation u ∈ G2,p(Xk) can be found for every k ∈ N,
hence proposition 6.3 (i) asserts that there exists a gauge transformation
u ∈ G2,p

loc (X) on the full noncompact manifold such that u∗A ∈ A(X) is
smooth as claimed. 2

Proof of theorem 6.2 :
Fix a smoothly convergent sequence of metrics gν → g that are compatible
to τ and let Aν ∈ A1,p

loc(X) be a sequence of solutions of (6.1) with respect
to the metrics gν. Recall that the manifold X =

⋃

k∈N
Xk is exhausted

by compact submanifolds Xk meeting the assumptions of proposition 6.3.
We will find a subsequence (again denoted Aν) and a sequence of gauge
transformations uν ∈ G2,p

loc (X) such that the sequence uν ∗Aν is bounded in
the W `,p-norm on Xk for all ` ∈ N and k ∈ N. Then due to the compact
Sobolev embeddings W `,p(Xk) ↪→ C`−2(Xk) one finds a further (diagonal)
subsequence that converges uniformly with all derivatives on every compact
subset of X.

By proposition 6.3 (ii) it suffices to construct the gauge transformations
and establish the claimed uniform bounds over Xk for all k ∈ N and for
any subsequence of the connections (again denoted Aν). So fix k ∈ N and
choose a compact submanifold M ⊂ X such that theorem 6.8 holds with
K = Xk ⊂ M . Choose a further compact submanifold M ′ ⊂ X such that
theorem 6.8 holds with K = M ⊂ M ′. Then by assumption of the theo-
rem ‖FAν‖Lp(M ′) is uniformly bounded. So the weak Uhlenbeck compactness
theorem, proposition 6.6, provides a subsequence (still denoted Aν), a limit
connection A0 ∈ A1,p(M ′), and gauge transformations uν ∈ G2,p(M ′) such
that uν ∗Aν → A0 in the weak W 1,p-topology. The limit A0 then satisfies
the boundary value problem (6.1) with respect to the limit metric g. So as
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in the proof of theorem 6.1 one finds a gauge transformation u0 ∈ G2,p(M)
such that u∗0A0 ∈ A(M) is smooth. Now replace A0 by u∗0A0 and uν by
uνu0 ∈ G2,p(M), then one still has a W 1,p-bound, ‖uν ∗Aν − A0‖W 1,p(M) ≤ c0
for some constant c0, see lemma A.5.

Due to p > 2 one can now choose q > 4 in the local slice theorem such that
the Sobolev embedding W 1,p(M) ↪→ Lq(M) is compact. Hence for a further
subsequence of the connections uν ∗Aν → A0 in the Lq-norm. Let ε > 0
be the constant from proposition 6.4 for the reference connection Â = A0,
then one finds a further subsequence such that ‖uν ∗Aν − A0‖Lq(M) ≤ ε for
all ν ∈ N. So the local slice theorem provides further gauge transformations
ũν ∈ G2,p(M) such that the ũν ∗Aν are in relative Coulomb gauge with respect
to A0. The gauge transformed connections still solve (6.1), hence the ũν ∗Aν

are solutions of (6.2). Moreover, we have ‖ũν ∗Aν−A0‖q ≤ CCG‖uν ∗Aν−A0‖q,
hence ũν ∗Aν → A0 in the Lq-norm, and

∥

∥ũν ∗Aν − A0

∥

∥

W 1,p(M)
≤ CCGc0.

The higher W k,p-bounds will now follow from theorem 6.8, so we first have to
verify its assumptions. Fix the metric g0 := g and a compact neighbourhood
V =

⋃n
i=1 τ̄0,i(Ui×Σi) of K∩∂X. Then the τ̄ ∗0,i(ũ

ν ∗Aν−A0)|Σi
are uniformly

W 1,p-bounded and converge to zero in the Lq-norm on Ui×Si as seen above.
Now the embedding

W 1,p(Ui × Σi,T
∗Σi ⊗ g) ↪→ L∞(Ui,A0,p(Σi))

is compact by lemma 6.7. Thus one finds a subsequence such that the
τ̄ ∗0,i(ũ

ν ∗Aν)|Σi
converge in L∞(Ui,A0,p(Σi)). The limit can only be τ̄ ∗0,iA0|Σi

since this already is the Lq-limit. Now in theorem 6.8 (ii) choose the constant
C1 = CCGc0 and let δ > 0 be the constant determined from C1. Then one
can take a subsequence such that

‖τ̄ ∗0,i(ũν ∗Aν − A0)Σi
‖L∞(Ui,A0,p(Σi)) ≤ δ ∀i = 1, . . . , n, ∀ν.

Now theorem 6.8 (ii) provides the claimed uniform bounds as follows. Fix
` ∈ N, then ‖gν − g‖C`+2(M) ≤ δ` for all ν ≥ ν` with some ν` ∈ N, and thus

∥

∥ũν ∗Aν − A0

∥

∥

W `,p(Xk)
≤ C` ∀ν ≥ ν`.

This finally implies the uniform bound for this subsequence,

sup
ν∈N

∥

∥ũν ∗Aν
∥

∥

W `,p(Xk)
<∞.
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Here the gauge transformations ũν ∈ G2,p(Xk) still depend on k ∈ N and are
only defined on Xk. But now proposition 6.3 (ii) provides a subsequence of
(Aν) and gauge transformations uν ∈ G2,p

loc (X) defined on the full noncom-
pact manifold such that uν ∗Aν is uniformly bounded in every W `,p-norm on
every compact submanifold Xk. Now one can iteratively use the compact
Sobolev embeddings W `+2,p(X`) ↪→ C`(X`) for each ` ∈ N to find a further
subsequence of the connections that converges in C`(X`). If in each step one
fixes one further element of the sequence, then this iteration finally yields
a sequence of connections that converges uniformly with all derivatives on
every compact subset of X to a smooth connection A ∈ A(X). 2



Chapter 7

Fredholm theory

This chapter concerns the linearization of the boundary value problem (1.2)
in the special case of a compact 4-manifold of the form X = S1 × Y , where
Y is a compact orientable 3-manifold whose boundary ∂Y = Σ is a disjoint
union of connected Riemann surfaces. The aim of this chapter is to prove
theorem C. The parts (i), (ii), and (iii) of theorem C are restated and proven
below as theorem 7.1, lemma 7.2, and lemma 7.3.

So we equip S1 × Y with a product metric g̃ = ds2 + gs (where gs is
an S1-family of metrics on Y ) and assume that this is compatible with the
natural space-time splitting of the boundary ∂X = S1 ×Σ. This means that
for some ∆ > 0 there exists an embedding

τ : S1 × [0,∆) × Σ ↪→ S1 × Y

preserving the boundary, τ(s, 0, z) = (s, z) for all s ∈ S1 and z ∈ Σ, such
that

τ ∗g̃ = ds2 + dt2 + gs,t.

Here gs,t is a smooth family of metrics on Σ. This assumption on the
metric implies that the normal geodesics are independent of s ∈ S1 in
a neighbourhood of the boundary. So in fact, the embedding is given by
τ(s, t, z) = (s, γz(t)), where γ is the normal geodesic starting at z ∈ Σ. This
seems like a very restrictive assumption, but it suffices for our application
to Riemannian 4-manifolds with a boundary space-time splitting. Indeed,
the neighbourhoods of the compact boundary components are isometric to
S1 × Y with Y = [0,∆] × Σ and a metric ds2 + dt2 + gs,t.

Now fix p > 2 and let L ⊂ A0,p
flat(Σ) be a gauge invariant Lagrangian

submanifold of A0,p(Σ) as in chapter 4. Then for Ã ∈ A1,p(S1 × Y ) we

95
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consider the boundary value problem
{ ∗FÃ + FÃ = 0,

Ã|{s}×∂Y ∈ L ∀s ∈ S1.
(7.1)

Fix a smooth connection Ã ∈ A(S1 × Y ) with Lagrangian boundary val-
ues (but not necessarily a solution of this boundary value problem). It
can be decomposed as Ã = A + Φds with Φ ∈ C∞(S1 × Y, g) and with
A ∈ C∞(S1 × Y,T∗Y ⊗ g) satisfying As := A(s)|∂Y ∈ L for all s ∈ S1. Sim-
ilarly, a tangent vector α̃ to A1,p(S1 × Y ) decomposes as α̃ = α + ϕds with
ϕ ∈ W 1,p(S1 × Y, g) and α ∈ W 1,p(S1 × Y,T∗Y ⊗ g). With respect to this
splitting the linearization of the Lagrangian boundary condition in (7.1) at
Ã is α(s)|∂Y ∈ TAsL for all s ∈ S1. Moreover, the linearization of the
anti-self-duality equation F+

Ã
= 1

2
(FÃ + ∗FÃ) = 0 at Ã can be expressed as

d+

Ã
α̃ = 1

2
∗

(

∇sα− dAϕ+ ∗dAα
)

− 1
2

(

∇sα− dAϕ+ ∗dAα
)

∧ ds = 0.

Here dA denotes the exterior derivative corresponding to the connection A(s)
on Y for all s ∈ S1, ∗ denotes the Hodge operator on Y with respect to the
s-dependent metric gs on Y , and we use the notation ∇sα := ∂sα + [Φ, α].
Now the linearized operator for the boundary value problem (7.1) has to be
augmented with the local slice condition at Ã, i.e. the condition that the
tangent vectors α̃ to the space of connections at Ã lie in a complement of
the gauge orbit through Ã. This complement is fixed by the Coulomb gauge
conditions

d∗
Ã
α̃ = −∇sϕ+ d∗

Aα = 0 and ∗ α̃|S1×∂Y = − ∗ α|∂Y ∧ ds = 0.

Now let E1,p
A ⊂ W 1,p(S1 × Y,T∗Y ⊗ g) be the subspace of S1-families of 1-

forms α that satisfy the above boundary conditions from the linearization of
(7.1) and the Coulomb gauge,

∗α(s)|∂Y = 0 and α(s)|∂Y ∈ TAsL for all s ∈ S1.

Then the linearized operator for the study of the moduli space of gauge
equivalence classes of solutions of (7.1) is

D(A,Φ) : E1,p
A ×W 1,p(S1 × Y, g) −→ Lp(S1 × Y,T∗Y ⊗ g) × Lp(S1 × Y, g)

given by

D(A,Φ)(α, ϕ) =
(

∇sα− dAϕ+ ∗dAα , ∇sϕ− d∗
Aα

)

.
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Our main result, theorem C (i), is the following.

Theorem 7.1 Let p > 2 and assume that A+Φds ∈ A(S1×Y ) satisfies the
boundary condition A(s)|∂Y ∈ L for all s ∈ S1. Then D(A,Φ) is a Fredholm
operator.

We now give an outline of the proof of this theorem. The first crucial
point of this Fredholm theory is the following estimate, theorem C (ii), which
ensures that D(A,Φ) has a closed image and a finite dimensional kernel.

Lemma 7.2 There is a constant C such that for all α̃ ∈ W 1,p(X,T∗X ⊗ g)
satisfying

∗α̃|∂X = 0 and α̃|{s}×∂Y ∈ TAsL ∀s ∈ S1

one has the estimate

‖α̃‖W 1,p ≤ C
(

‖d+

Ã
α̃‖p + ‖d∗

Ã
α̃‖p + ‖α̃‖p

)

.

Postponing the proof we first note that by the above calculations the
estimate in this lemma is equivalent to the following estimate for all α ∈ E1,p

A

and ϕ ∈ W 1,p(S1 × Y, g)

‖(α, ϕ)‖W 1,p = ‖α‖W 1,p + ‖ϕ‖W 1,p

≤ C
(

‖∇sα− dAϕ+ ∗dAα‖p + ‖∇sϕ− d∗
Aα‖p + ‖α‖p + ‖ϕ‖p

)

= C
(

‖D(A,Φ)(α, ϕ)‖p + ‖(α, ϕ)‖p
)

.

The second part of the proof of theorem 7.1 is the identification of the
cokernel of the operator with the kernel of a slightly modified linearized
operator, which will be used to prove that the cokernel is finite dimensional.
To be more precise let σ : S1 × Y → S1 × Y denote the reflection given by
σ(s, y) := (−s, y), where S1 ∼= R/Z. Then we will establish the following
duality:

(β, ζ) ∈ (imD(A,Φ))
⊥ ⇐⇒ (β ◦ σ, ζ ◦ σ) ∈ kerDσ∗(A,Φ),

where Dσ∗(A,Φ) is the linearized operator at the connection σ∗Ã = A◦σ−Φ◦σ
with respect to the metric σ∗g̃ on S1 × Y . Once we know that imD(A,Φ) is
closed, this gives an isomorphism between (cokerD(A,Φ))

∗ ∼= (imD(A,Φ))
⊥ and
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kerDσ∗(A,Φ). Here Z∗ denotes the dual space of a Banach space Z, and for
a subspace Y ⊂ Z we denote by Y ⊥ ⊂ Z∗ the space of linear functionals
that vanish on Y . Now the estimate in lemma 7.2 will also apply to Dσ∗(A,Φ),
and this implies that its kernel – and hence the cokernel of D(A,Φ) – is of
finite dimension. The main difficulty in establishing the above duality is
the following regularity result, theorem C (iii). As before we shall use the
notation 1

p
+ 1

p∗
= 1.

Lemma 7.3 Let q ≥ p∗ such that q 6= 2. Let β ∈ Lq(S1 × Y,T∗Y ⊗ g),
ζ ∈ Lq(S1 × Y, g), and suppose that there exists a constant C such that for
all α ∈ E1,p

A and ϕ ∈ W 1,p(S1 × Y, g)

∣

∣

∣

∣

∫

S1×Y

〈D(A,Φ)(α, ϕ) , (β, ζ) 〉
∣

∣

∣

∣

≤ C ‖(α, ϕ)‖q∗.

Then β ∈ W 1,q(S1 × Y,T∗Y ⊗ g) and ζ ∈ W 1,q(S1 × Y, g) .

This regularity as well as the estimate in lemma 7.2 will be proven anal-
ogously to the nonlinear regularity and estimates in chapter 6. Again, the
interior regularity and estimate is standard elliptic theory, and one has to
use a splitting near the boundary. We shall show that the S1- and the nor-
mal component both satisfy a Laplace equation with Neumann and Dirichlet
boundary conditions respectively. The Σ-component will again gives rise to
a (weak) Cauchy-Riemann equation in a Banach space, only this time the
boundary values will lie in the tangent space of the Lagrangian. In contrast
to the required Lp-estimates we shall first show that the L2-estimate for Lp-
regular 1-forms can be obtained by more elementary methods. These were
already outlined in [Sa1] as a first indication for the Fredholm property of
the boundary value problem (7.1).

Let α̃ ∈ W 1,p(X,T∗X ⊗ g) be as supposed for some p > 2. From the first
boundary condition ∗α̃|∂X = 0 one obtains

‖∇α̃‖2
2 = ‖dα̃‖2

2 + ‖d∗α̃‖2
2 −

∫

∂X

g̃(Yα̃,∇Yα̃
ν).

Here one has
∫

∂X
g̃(Yα̃,∇Yα̃

ν) ≥ −C‖α̃‖2
L2(∂X) since the vector field Yα̃ is

given by ιYα̃
g̃ = α̃. In this last term one uses the following estimate for

general 1 < p <∞.
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Let τ : [0,∆)×∂X → X be a diffeomorphism to a tubular neighbourhood
of ∂X in X. Then for all δ > 0 one finds a constant Cδ such that for all
f ∈ W 1,p(X)

‖f‖pLp(∂X)

=

∫

∂X

∫ 1

0

d

ds

(

(s− 1)|f(τ(s, z))|p
)

ds d3z

≤
∫

∂X

∫ 1

0

|f(τ(s, z))|p ds d3z +

∫

∂X

∫ 1

0

p|f(τ(s, z))|p−1|∂sf(τ(s, z))| ds d3z

≤ C
(

‖f‖pLp(X) + ‖f‖p−1
Lp(X)‖∇f‖Lp(X)

)

≤
(

δ‖f‖W 1,p(X) + Cδ‖f‖Lp(X)

)p
. (7.2)

This uses the fact that for all x, y ≥ 0 and δ > 0

xp−1y ≤
{

δpyp ; x ≤ δ
p

p−1 y

δ−
p

p−1xp ; x ≥ δ
p

p−1 y

}

≤
(

δy + δ−
1

p−1x
)p
.

So we obtain

‖α̃‖W 1,2 ≤ C
(

‖dÃα̃‖2 + ‖d∗
Ã
α̃‖2 + ‖α̃‖2

)

. (7.3)

In fact, the analogous W 1,p-estimates hold true for general p, as is proven e.g.
in [We, Theorem 6.1]. However, in the case p = 2 one can calculate further
for all δ > 0

‖dÃα̃‖2
2 =

∫

X

〈 dÃα̃ , 2d+

Ã
α̃ 〉 −

∫

X

〈 dÃα̃ ∧ dÃα̃ 〉

= 2‖d+

Ã
α̃‖2

2 −
∫

X

〈 α̃ ∧ [FÃ ∧ α̃] 〉 −
∫

∂X

〈 α̃ ∧ dÃα̃ 〉

≤ 2‖d+

Ã
α̃‖2

2 + Cδ‖α̃‖2
2 + δ‖α̃‖2

W 1,2. (7.4)

Here the boundary term above is estimated as follows. We use the universal
covering of S1 = R/Z to integrate over [0, 1]×∂Y instead of ∂X = S1 × ∂Y .
Introduce A := (As)s∈S1, which is a smooth path in L. Then using the
splitting α̃|∂X = α + ϕds with α : S1 × Σ → T∗Σ ⊗ g and ϕ : S1 × Σ → g
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one obtains

−
∫

∂X

〈 α̃ ∧ dÃα̃ 〉

= −
∫ 1

0

∫

Σ

〈ϕ , dAα 〉 dvolΣ ∧ ds −
∫ 1

0

∫

Σ

〈α ∧ (dAϕ−∇sα) 〉 ∧ ds

=

∫ 1

0

∫

Σ

〈α ∧ ∇sα 〉 ∧ ds

≤ δ‖α̃‖2
W 1,2(X) + C ′

δ‖α̃‖2
L2(X).

Firstly, we have used the fact that dAα|Σ = 0 since α(s) ∈ TAsL ⊂ ker dAs

for all s ∈ S1. Secondly, we have also used that both α and dAϕ lie in TAL,
hence the symplectic form

∫

Σ
〈α ∧ dAϕ 〉 vanishes for all s ∈ S1. This is not

strictly true since α̃ only restricts to an Lp-regular 1-form on ∂X. However,
as 1-form on [0, 1]× Y it can be approximated as follows by smooth 1-forms
that meet the Lagrangian boundary condition on [0, 1] × Σ.

We use the linearization of the coordinates in lemma 4.1 (iii) at As for all
s ∈ [0, 1]. Since the path s 7→ As ∈ L∩A(Σ) is smooth, this gives a smooth
path of diffeomorphisms Θs for any q > 2,

Θs :
Z × Z −→ Lq(Σ,T∗Σ ⊗ g)

(ξ, v, ζ, w) 7−→ dAsξ +
∑m

i=1 v
iγi(s) + ∗dAsζ +

∑m
i=1 w

i ∗ γi(s),

where Z := W 1,q
z (Σ, g) × Rm and the γi ∈ C∞([0, 1] × Σ,T∗Σ ⊗ g) satisfy

γi(s) ∈ TAsL for all s ∈ [0, 1]. We perform above estimate on [0, 1] × Y
since we can not necessarily achieve γi(0) = γi(1). In these coordinates, we
mollify to obtain the required smooth approximations of α̃ near the bound-
ary. Furthermore, we use these coordinates for q = 3 to write the smooth
approximations on the boundary as α(s) = dAsξ(s) +

∑m
i=1 v

i(s)γi(s) with
‖ξ(s)‖W 1,3(Σ) + |v(s)| ≤ C‖α(s)‖L3(Σ). Then for all s ∈ [0, 1]

∫

Σ

〈α(s) ∧ ∇sα(s) 〉 =

∫

Σ

〈α ∧
(

dAs∂sξ +
∑m

i=1 ∂sv
i · γi

)

〉

+

∫

Σ

〈α ∧
(

[Φ, α] + [∂sA, ξ] +
∑m

i=1 v
i · ∂sγi

)

〉

≤ C‖α(s)‖L2(Σ)‖α(s)‖L3(Σ).

Here the crucial point is that dA∂sξ and ∂sv
i·γi are tangent to the Lagrangian,

hence the first term vanishes. Now one uses (7.2) for p = 2 and the Sobolev
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trace theorem (the restriction W 1,2(X) → L3(∂X) is continuous by e.g. [Ad,
Theorem 6.2] ) to obtain the estimate,

∫ 1

0

∫

Σ

〈α ∧ ∇sα 〉 ∧ ds ≤ C‖α̃‖L2(∂X)‖α̃‖L3(∂X)

≤ δ
2
‖α̃‖2

W 1,2(X) + Cδ‖α̃‖L2(X)‖α̃‖W 1,2(X)

≤ δ‖α̃‖2
W 1,2(X) + C ′

δ‖α̃‖2
L2(X).

This proves (7.4). Now δ > 0 can be chosen arbitrarily small, so the term
‖α̃‖W 1,2 can be absorbed into the left hand side of (7.3), and thus one obtains
the claimed estimate

‖α̃‖W 1,2 ≤ C
(

‖d+

Ã
α̃‖2 + ‖d∗

Ã
α̃‖2 + ‖α̃‖2

)

.

Proof of lemma 7.2 :
We will use lemma 3.3 for the manifold M := S1 × Y in several different
cases to obtain the estimate for different components of α̃. The first weak
equation in lemma 3.3 is the same in all cases. For all η ∈ C∞(M ; g)

∫

M

〈 α̃ , dη 〉 =

∫

M

〈 d∗α̃ , η 〉 +

∫

∂M

〈 η , ∗α̃ 〉

=

∫

M

〈 d∗
Ã
α̃ + ∗[Ã ∧ ∗α̃] , η 〉 =

∫

M

〈 f , η 〉.

Here one uses the fact that ∗α̃|∂M = 0 . Then f ∈ Lp(M, g) and

‖f‖p ≤ ‖d∗
Ã
α̃‖p + 2‖Ã‖∞‖α̃‖p. (7.5)

For the second weak equation lemma 3.3 we obtain for all λ ∈ Ω1(M ; g)
∫

M

〈 α̃ , d∗dλ 〉 =

∫

M

〈 α̃ , d∗dλ+ d∗ ∗ dλ 〉 (7.6)

=

∫

M

〈 γ , dλ 〉 −
∫

S1×∂Y

〈 α̃ ∧ ∗dλ 〉 −
∫

S1×∂Y

〈 α̃ ∧ dλ 〉,

where γ = dα̃ + ∗dα̃ = 2d+

Ã
α̃− 2[Ã ∧ α̃]+ ∈ Lp(M,Λ2T∗M ⊗ g) and

‖γ‖p ≤ 2‖d+

Ã
α̃‖p + 4‖Ã‖∞‖α̃‖p. (7.7)

Now recall that there is an embedding τ : S1 × [0,∆) × Σ ↪→ S1 × Y to a
tubular neighbourhood of S1×∂Y such that τ ∗g̃ = ds2+dt2+gs,t for a family
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gs,t of metrics on Σ. One can then cover M = S1 ×Y with τ(S1 × [0, ∆
2
]×Σ)

and a compact subset V ⊂M \ ∂M .
For the claimed estimate of α̃ over V it suffices to use lemma 3.3 for vector

fields X ∈ Γ(TM) that equal to coordinate vector fields on V and vanish on
∂M . So one has to consider (7.6) for λ = φ · ιX g̃ with φ ∈ C∞

δ (M, g). Then
both boundary terms vanish and hence lemma 3.3 directly asserts, with some
constants C and CV , that

‖α̃‖W 1,p(V ) ≤ C
(

‖f‖Lp(M) + ‖γ‖Lp(M) + ‖α̃‖Lp(M)

)

≤ CV
(

‖d+

Ã
α̃‖Lp(M) + ‖d∗

Ã
α̃‖Lp(M) + ‖α̃‖Lp(M)

)

.

So it remains to prove the estimate for α̃ near the boundary ∂M = S1 × Σ.
For that purpose we can use the decomposition τ ∗α̃ = ϕds+ψdt+α, where
ϕ, ψ ∈ W 1,p(S1 × [0,∆)×Σ, g) and α ∈ W 1,p(S1 × [0,∆)×Σ,T∗Σ⊗ g). Let
Ω := S1 × [0, 3

4
∆] and let K := S1 × [0, ∆

2
]. Then we will prove the estimate

for ϕ and ψ on Ω × Σ and for α on K × Σ.
Firstly, note that ψ = α̃(τ∗∂t) ◦ τ , where −τ∗∂t|∂M = ν is the outer unit

normal to ∂M . So one can cut off τ∗∂t outside of τ(Ω × Σ) to obtain a
vector field X ∈ Γ(TM) that satisfies the assumption of lemma 3.3, that is
X|∂M = −ν is perpendicular to the boundary. Then one has to test (7.6)
with λ = φ · ιX g̃ for all φ ∈ C∞

δ (M, g). Again both boundary terms vanish.
Indeed, on S1 × ∂Y we have φ ≡ 0 and ιX g̃ = τ∗dt, hence dλ|R×∂Y = 0
and ∗dλ|R×∂Y = −∂φ

∂ν
∗ τ∗(dt ∧ dt) = 0. Thus lemma 3.3 yields the following

estimate.

‖ψ‖W 1,p(Ω×Σ) ≤ C‖α̃(X)‖W 1,p(M)

≤ C
(

‖f‖Lp(M) + ‖γ‖Lp(M) + ‖α̃‖Lp(M)

)

≤ Ct
(

‖d+

Ã
α̃‖Lp(M) + ‖d∗

Ã
α̃‖Lp(M) + ‖α̃‖Lp(M)

)

.

Here C denotes any finite constant and the bounds on the derivatives of τ
enter into the constant Ct.

Next, for the regularity of ϕ = α̃(∂s) ◦ τ one can apply lemma 3.3 with
the tangential vector field X = ∂s. Recall that τ preserves the S1-coordinate.
One has to verify the second weak equation for all φ ∈ C∞

ν (M, g), i.e. consider
(7.6) for λ = φ · ιX g̃ = φ ·ds. The first boundary term vanishes since one has
∗dλ|S1×∂Y = −∂φ

∂ν
dvol∂Y = 0. For the second term one can choose any δ > 0
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and then finds a constant Cδ such that for all φ ∈ C∞
ν (M, g)

∣

∣

∣

∣

∫

S1×∂Y

〈 α̃ ∧ dλ 〉
∣

∣

∣

∣

=

∣

∣

∣

∣

∫

S1

∫

Σ

〈α(s, 0) ∧ dΣ(φ ◦ τ)(s, 0) 〉 ∧ ds

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

S1×∂Y

〈 α̃ ∧ [Ã, φ] 〉 ∧ ds

∣

∣

∣

∣

≤ ‖α̃‖Lp(∂M)‖Ã‖∞‖φ‖Lp∗(∂M)

≤
(

δ‖α̃‖W 1,p(M) + Cδ‖α̃‖Lp(M)

)

‖φ‖W 1,p∗(M).

This uses the fact that α(s, 0) and dAs(φ ◦ τ)|(s,0)×Σ both lie in the tangent
space TAsL to the Lagrangian, on which the symplectic form vanishes, that is
∫

Σ
〈α∧dA(φ◦τ) 〉 = 0. Moreover, we have used the trace theorem for Sobolev

spaces, in particular the estimate (7.2). Now lemma 3.3 and remark 3.4 yield
with c1 = ‖f‖p, c2 = ‖γ‖Lp(M) + δ‖α̃‖W 1,p(M) + Cδ‖α̃‖Lp(M), and using (7.5),
(7.7)

‖ϕ‖W 1,p(Ω×Σ)

≤ C
(

‖f‖Lp(M) + c2 + ‖α̃‖Lp(M)

)

≤ δ‖α̃‖W 1,p(M) + Cs(δ)
(

‖d+

Ã
α̃‖Lp(M) + ‖d∗

Ã
α̃‖Lp(M) + ‖α̃‖Lp(M)

)

.

Here again δ > 0 can be chosen arbitrarily small and the constant Cs(δ)
depends on this choice.

It remains to establish the estimate for the Σ-component α near the
boundary. In the coordinates τ on Ω × Σ, the forms d∗

Ã
α̃ and d+

Ã
α̃ become

τ ∗d∗
Ã
α̃ = −∂sϕ− ∂tψ + d∗

Σα− τ ∗(∗[Ã ∧ ∗α̃]),

τ ∗d+

Ã
α̃ = 1

2

(

−(∂sα + ∗Σ∂tα) ∧ ds+ ∗Σ(∂sα + ∗Σ∂tα) ∧ dt
)

+ 1
2

(

dΣα + (∗ΣdΣα)ds ∧ dt
)

+ τ ∗([Ã ∧ α̃]+).

So one obtains the following bounds: The components in the mixed direction
of Ω and Σ of the second equation yields for some constant C1

‖∂sα + ∗Σ∂tα‖Lp(Ω×Σ) ≤
∥

∥τ ∗d+

Ã
α̃
∥

∥

Lp(Ω×Σ)
+

∥

∥τ ∗([Ã ∧ α̃]+)
∥

∥

Lp(Ω×Σ)

≤ C1

(

‖d+

Ã
α̃‖Lp(M) + ‖α̃‖Lp(M)

)

.

Similarly, a combination of the first equation and the Σ-component of the
second equation can be used for every δ > 0 to find a constant C2(δ) such
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that

‖dΣα‖Lp(Ω×Σ) + ‖d∗
Σα‖Lp(Ω×Σ)

≤ C
(

‖d+

Ã
α̃‖Lp(M) + ‖d∗

Ã
α̃‖Lp(M) + ‖α̃‖Lp(M)

+ ‖ϕ‖W 1,p(Ω×Σ) + ‖ψ‖W 1,p(Ω×Σ)

)

≤ δ‖α̃‖W 1,p(M) + C2(δ)
(

‖d+

Ã
α̃‖Lp(M) + ‖d∗

Ã
α̃‖Lp(M) + ‖α̃‖M)

)

.

Now firstly, lemma 6.11 provides an Lp-estimate for the derivatives of α in
Σ-direction,

‖∇Σα‖Lp(Ω×Σ)

≤ C
(

‖dΣα‖Lp(Ω×Σ) + ‖d∗
Σα‖Lp(Ω×Σ) + ‖α‖Lp(Ω×Σ)

)

≤ δ‖α̃‖W 1,p(M) + CΣ(δ)
(

‖d+

Ã
α̃‖Lp(M) + ‖d∗

Ã
α̃‖Lp(M) + ‖α̃‖Lp(M)

)

,

where again CΣ(δ) depends on the choice of δ > 0. For the derivatives
in s- and t-direction, we will now apply theorem 5.4 on the Banach space
X = Lp(Σ,T∗Σ⊗g) with the complex structure ∗Σ determined by the metric
gs,t on Σ and hence depending smoothly on (s, t) ∈ Ω. The Lagrangian
and hence totally real submanifold L ⊂ X is modelled on a Banach space
Z = W 1,p

z (Σ, g)⊕R
m as seen in lemma 4.1, and this is bounded isomorphic to

a closed subspace of Lp(Σ,Rn). Now α ∈ W 1,p(Ω, X) satisfies the Lagrangian
boundary condition α(s, 0) ∈ TAsL for all s ∈ S1, where s 7→ As is a smooth
loop in L. Thus corollary 5.5 yields a constant C such that the following
estimate holds,

‖∇Ωα‖Lp(K×Σ) ≤ ‖α‖W 1,p(K,X)

≤ C
(

‖∂sα + ∗Σ∂tα‖Lp(Ω,X) + ‖α‖Lp(Ω,X)

)

≤ CK
(

‖d+

Ã
α̃‖Lp(M) + ‖α̃‖Lp(M)

)

.

Here CK also includes the above constant C1. Now adding up all the esti-
mates for the different components of α̃ gives for all δ > 0

‖α̃‖W 1,p ≤ (CV + Ct + Cs(δ) + CΣ(δ) + CK)
(

‖d+

Ã
α̃‖p + ‖d∗

Ã
α̃‖p + ‖α̃‖p

)

+ 2δ‖α̃‖W 1,p.

Finally, choose δ = 1
4
, then the term ‖α̃‖W 1,p can be absorbed into the left

hand side and this finishes the proof of the lemma. 2
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Proof of lemma 7.3 :
Let β ∈ Lq(S1 × Y,T∗Y ⊗ g) and ζ ∈ Lq(S1 × Y, g) be as supposed in
the lemma. Then there exists a constant C such that for all α ∈ E1,p

A and
ϕ ∈ W 1,p(S1 × Y, g)

∣

∣

∣

∣

∫

S1

∫

Y

〈∇sα− dAϕ+ ∗dAα , β 〉 +

∫

S1

∫

Y

〈∇sϕ− d∗
Aα , ζ 〉

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

S1×Y

〈D(A,Φ)(α, ϕ) , (β, ζ) 〉
∣

∣

∣

∣

≤ C‖(α, ϕ)‖q∗. (7.8)

The higher regularity of ζ is most easily seen if we go back to the notation
α̃ = α + ϕds with D(A,Φ)(α, ϕ) = (2γ , −d∗

Ã
α̃) for d+

Ã
α̃ = ∗γ − γ ∧ ds .

Abbreviate M := S1 × Y , then we have for all α̃ ∈ C∞(M,T∗M ⊗ g) with
∗α̃|∂M = 0 and α̃|{s}×∂Y ∈ TAsL for all s ∈ S1

∣

∣

∣

∣

∫

M

〈 2d+

Ã
α̃ , β ∧ ds 〉 +

∫

M

〈 d∗
Ã
α̃ , ζ 〉

∣

∣

∣

∣

≤ C‖α̃‖q∗.

Now use the embedding τ : S1 × [0,∆) × Σ ↪→M to construct a connection
Â ∈ A(M) such that τ ∗Â(s, t, z) = As(z) near the boundary (this can be cut
off and then extends trivially to all of M). Then α̃ := dÂφ satisfies the above

boundary conditions for all φ ∈ C∞
ν (M, g) since dÂφ(ν) = ∂φ

∂ν
+ [Â(ν), φ] = 0

and dÂφ|{s}×∂Y = dAsφ ∈ TAsL for all s ∈ S1. Thus we obtain for all

φ ∈ C∞
ν (M, g) in view of ∆φ = d∗(α̃− [Â, φ]), denoting all constants by C,

∣

∣

∣

∣

∫

M

〈∆φ , ζ 〉
∣

∣

∣

∣

=

∣

∣

∣

∣

∫

M

〈 d∗
Ã
α̃ + ∗[Ã ∧ ∗α̃] − d∗[Â, φ] , ζ 〉

∣

∣

∣

∣

≤ C‖α̃‖q∗ +

∣

∣

∣

∣

∫

M

〈−2d+

Ã
dÂφ , β ∧ ds 〉

∣

∣

∣

∣

+

∣

∣

∣

∣

∫

M

〈 ∗[Ã ∧ ∗dÂφ] − d∗[Â, φ] , ζ 〉
∣

∣

∣

∣

≤ C‖φ‖W 1,q∗ .

The regularity theory for the Neumann problem, e.g. proposition 3.5, then
asserts that ζ ∈ W 1,q(M).
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To deduce the higher regularity of β we will mainly use lemma 3.3. The
first weak equation in the lemma is given by choosing α = 0 in (7.8). For all
η ∈ C∞(M, g)

∣

∣

∣

∣

∫

M

〈 β , dη 〉
∣

∣

∣

∣

=

∣

∣

∣

∣

∫

S1

∫

Y

〈 β , dAη − [A, η] 〉
∣

∣

∣

∣

≤ C‖η‖q∗ +

∣

∣

∣

∣

∫

S1

∫

Y

〈∇sζ , η 〉
∣

∣

∣

∣

+

∣

∣

∣

∣

∫

S1

∫

Y

〈 [β ∧ ∗A] , η 〉
∣

∣

∣

∣

≤ C‖η‖q∗.

For the second weak equation let ϕ = 0 and α = ∗dλ − ∂sλ for λ = φ · ιX g̃
with φ ∈ T in the function space C∞

δ (M, g) or C∞
ν (M, g) corresponding to

the vector field X ∈ C∞(M,TY ). If the boundary conditions for α ∈ E1,p
A

are satisfied, then we obtain with d = dY
∣

∣

∣

∣

∫

M

〈 β , d∗
MdMλ 〉

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

S1

∫

Y

〈 β , ∗d ∗ dλ− ∂2
sλ− ∗(∂s∗)∂sλ 〉

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

S1

∫

Y

〈 β , ∗dAα− ∗[A ∧ ∗dλ] + ∗dA∂sλ

+ ∇sα− [Φ, ∂sλ] −∇s ∗ dλ− ∗(∂s∗)∂sλ 〉
∣

∣

∣

∣

≤ C‖λ‖W 1,q∗ +

∣

∣

∣

∣

∫

S1

∫

Y

〈 ζ , d∗
Aα 〉

∣

∣

∣

∣

+

∣

∣

∣

∣

∫

S1

∫

Y

〈 β , ∗dA∂sλ−∇s ∗ dλ 〉
∣

∣

∣

∣

≤ C‖φ‖W 1,q∗ .

Here we have used the identity

∗dA∂sλ−∇s ∗ dλ = ∗[A ∧ ∂sλ] − [Φ, ∗dλ] − (∂s∗)dλ.

Moreover, we have used partial integration with vanishing boundary term
∗α|∂Y = 0 to obtain

∫

S1

∫

Y

〈 ζ , d∗
Aα 〉 =

∫

S1

∫

Y

〈 dAζ , ∗dλ− ∂sλ 〉.

Now let X ∈ C∞(M,TY ) be perpendicular to the boundary ∂M = S1 × ∂Y ,
then for all φ ∈ C∞

δ (M) the boundary conditions for α = ∗dλ − ∂sλ ∈ E1,p
A
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are satisfied. Indeed, on the boundary ∂M = S1×∂Y the 1-form λ = φ · ιX g̃
vanishes, we have ιX g̃ = h · τ∗dt for some smooth function h, and moreover
dφ = −∂φ

∂ν
· τ∗dt. Hence

∗α|∂Y = dλ|∂Y − ∗∂sλ|∂Y = 0,

α|∂Y = ∗dλ|∂Y − ∂sλ|∂Y = −∂φ
∂ν
h ∗ (τ∗dt ∧ τ∗dt) = 0.

Thus for all vector fields X ∈ C∞(M,TY ) that are perpendicular to the
boundary, lemma 3.3 asserts that β(X) ∈ W 1,q(M, g). In particular, this
implies W 1,q-regularity of β on all compact subsets K ⊂ intM . So it re-
mains to prove the regularity on the neighbourhood τ(S1 × [0, ∆

2
)×Σ) of the

boundary ∂M . In these coordinates we decompose

τ ∗β = ξdt+ β̂.

Now firstly, lemma 3.3 applies as described above to assert the regularity
ξ = β(τ∗∂t) ◦ τ ∈ W 1,q(Ω × Σ, g) on Ω := S1 × [0, 3

4
∆). Here a vector field

X that is perpendicular to the boundary is constructed by cutting off τ∗∂t
outside of τ(Ω × Σ).

So it remains to consider β̂ ∈ Lq(Ω ×Σ,T∗Σ ⊗ g) and establish its W 1,q-
regularity. In order to derive a weak inequality for β̂ on Ω×Σ from (7.8) we
use α̃ = τ∗(ϕds + ψdt + α̂) with ϕ ∈ C∞

δ (Ω × Σ, g), ψ ∈ C∞
δ (Ω × Σ, g), and

α̂ ∈ W 1,p(Ω×Σ,T∗Σ⊗ g) such that α̂(s, 3
4
∆, ·) = 0 and α̂(s, 0, ·) ∈ TAsL for

all s ∈ S1. This α̃ satisfies the boundary conditions for (7.8) and it can be
extended trivially to a W 1,p-regular 1-form on all of M . Thus we obtain

∣

∣

∣

∣

∫

Ω×Σ

〈∇sα̂ + ∗∇tα̂− dAϕ− ∗dAψ , β̂ 〉
∣

∣

∣

∣

≤
∣

∣

∣

∣

∫

Ω×Σ

〈−∇sψ + ∇tϕ− ∗dAα̂ , ξ 〉 +

∫

Ω×Σ

〈∇sϕ+ ∇tψ − d∗
Aα̂ , ζ 〉

∣

∣

∣

∣

+ C‖ϕ ds+ ψ dt+ α̂‖q∗.

Here we have introduced the decomposition τ ∗Ã = Φds + Ψdt + A, where
A ∈ C∞(Ω ×Σ,T∗Σ ⊗ g) with A(s, 0) = As ∈ L for all s ∈ S1. We have also
used the notation ∇tϕ = ∂tϕ + [Ψ, ϕ], and moreover dA and ∗ denote the
differential and Hodge operator on Σ. Now firstly put α̂ = 0, then we obtain
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for all ϕ, ψ ∈ C∞
δ (Ω × Σ, g) by partial integration

∣

∣

∣

∣

∫

Ω×Σ

〈 dAϕ , β̂ 〉
∣

∣

∣

∣

≤
(

C + ‖∇tξ −∇sζ‖Lq(Ω×Σ)

)

‖ϕ‖Lq∗(Ω×Σ),

∣

∣

∣

∣

∫

Ω×Σ

〈 ∗dAψ , β̂ 〉
∣

∣

∣

∣

≤
(

C + ‖∇sξ + ∇tζ‖Lq(Ω×Σ)

)

‖ψ‖Lq∗(Ω×Σ).

This shows that the weak derivatives d∗
Σβ̂ and dΣβ̂ are of class Lq on Ω×Σ.

So we have verified the assumptions of lemma 6.11 for β̂ and conclude that
∇Σβ̂ also is of class Lq. So it remains to deduce the Lq-regularity of ∂sβ̂ and
∂tβ̂ on S1 × [0, ∆

2
]×Σ from the above inequality for ϕ = ψ = 0, namely from

∣

∣

∣

∣

∫

Ω×Σ

〈∇sα̂ + ∗∇tα̂ , β̂ 〉
∣

∣

∣

∣

≤
(

C + ‖dAζ + ∗dAξ‖Lq(Ω×Σ)

)

‖α̂‖Lq∗(Ω×Σ). (7.9)

This holds for all α̂ ∈ W 1,p(Ω × Σ,T∗Σ ⊗ g) such that α̂(s, 3
4
∆, ·) = 0 and

α̂(s, 0, ·) ∈ TAsL for all s ∈ S1. We now have to employ different arguments
according to whether q > 2 or q < 2.

Case q > 2 :

In this case the regularity of ∂sβ̂ and ∂tβ̂ will follow from theorem 5.4 on the
Banach space X = Lq(Σ,T∗Σ ⊗ g) with the complex structure given by the
Hodge operator on Σ with respect to the metric gs,t. From (7.9) one obtains
the following estimate for some constant C and all α̂ as above:

∣

∣

∣

∣

∫

Ω

∫

Σ

〈 β̂ , ∂sα̂ + ∂t(∗α̂) 〉
∣

∣

∣

∣

≤ C‖α̂‖Lq∗(Ω,X∗). (7.10)

Note that this extends to the W 1,q∗(Ω, Lq
∗

(Σ))-closure of the admissible α̂
from above. In particular the estimate above holds for all α̂ ∈ W 1,q(Ω, X)
that are supported in Ω and satisfy α̂(s, 0, ·) ∈ TAsL for all s ∈ S1. To
see that these can be approximated by smooth α̂ with Lagrangian bound-
ary conditions one uses the Banach submanifold coordinates for L given by
lemma 4.1 as before. Here the Lagrangian L ⊂ X is the Lq-restriction
or -completion of the original Lagrangian in A0,p(Σ). It is modelled on
W 1,q

z (Σ, g) × Rm as seen in chapter 4. However, in order to be able to apply
theorem 5.4 (i), we need to extend this estimate to all α̂ ∈ C∞(Ω, X∗) with
suppα ⊂ Ω and α(s, 0) ∈ (∗TAsL)⊥ for all s ∈ S1. This is possible since
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any such α̂ can be approximated in W 1,q∗(Ω, X∗) by α̂i ∈ C∞(Ω, X) that are
compactly supported in Ω and satisfy the above stronger boundary condition
α̂i(s, 0) ∈ TAsL for all s ∈ S1.

Indeed, lemma 5.8 provides such an approximating sequence αi without
the Lagrangian boundary conditions. From the proof via mollifiers one sees
that the approximating sequence can be chosen with compact support in Ω.
Now for all s ∈ S1 one has the topological splitting X = TAsL ⊕ ∗TAsL
and thus X∗ = (TAsL)⊥ ⊕ (∗TAsL)⊥. Since q > 2 the embedding X ↪→
X∗ iThens continuous. This identification uses the L2-inner product on X
which equals the metric ω(·, ∗·) given by the symplectic form ω and the
complex structure ∗. So due to the Lagrangian condition this embedding
maps TAsL ↪→ (∗TAsL)⊥ and ∗TAsL ↪→ (TAsL)⊥. We write α̂ = γ + δ and
αi = γi + δi according to these splittings to obtain γ, δ ∈ C∞(Ω, X∗) and
γi, δi ∈ C∞(Ω, X) such that ∗TAL 3 γi → γ ∈ (TAL)⊥ and TAL 3 δi → δ ∈
(∗TAL)⊥ with convergence in W 1,q∗(Ω, X∗). The boundary condition on α̂
gives γ|t=0 ≡ 0. Moreover, ∂tγ is uniformly bounded in X∗, so one can find
a constant C such that ‖γ(s, t)‖X∗ ≤ Ct for all t ∈ [0, 3

4
∆] and hence for

sufficiently small ε > 0

‖γ‖Lq∗(S1×[0,ε],X∗) ≤ C
1+q∗

ε1+ 1
q∗ .

Now let δ > 0 be given and choose 1 > ε > 0 such that ‖γ‖Lq∗(S1×[0,ε],X∗) ≤ εδ
and ‖γ‖W 1,q∗(S1×[0,ε],X∗) ≤ δ. Next, choose i ∈ N sufficiently large such that

‖γi − γ‖W 1,q∗(Ω,X∗) ≤ εδ, and let h ∈ C∞([0, 3
4
∆], [0, 1]) be a cutoff function

with h(0) = 0, h|t≥ε ≡ 0, and |h′| ≤ 2
ε
. Then α̂i := hγi + δi ∈ C∞(Ω, X)

satisfies the Lagrangian boundary condition α̂i(s, 0) ∈ TAsL and approxi-
mates α̂ in view of the following estimate,

‖α̂i − α̂‖W 1,q∗(Ω,X∗) ≤ ‖h(γi − γ)‖W 1,q∗(Ω,X∗) + ‖(1 − h)γ‖W 1,q∗(Ω,X∗)

≤ ‖γi − γ‖W 1,q∗(Ω,X∗) + 2
ε
‖γi − γ‖Lq∗(Ω,X∗)

+ ‖γ‖W 1,q∗(S1×[0,ε],X∗) + 2
ε
‖γ‖Lq∗(S1×[0,ε],X∗)

≤ 6δ.

This approximation shows that (7.10) holds indeed true for all α̂ ∈ C∞(Ω, X∗)
with suppα ⊂ Ω and α(s, 0) ∈ (∗TAsL)⊥ for all s ∈ S1. Thus theorem 5.4
asserts that β̂ ∈ W 1,q(K,X) for K := S1 × [0, ∆

2
], and hence ∂sβ̂ and ∂tβ̂ are

of class Lq on S1 × [0, ∆
2
] × Σ as claimed.
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Case q < 2 :
In this case we cover S1 by two intervals, S1 = I1 ∪ I2 such that there are
isometric embeddings (0, 1) ↪→ S1 identifying [1

4
, 3

4
] with I1 and I2 respec-

tively. Abbreviate K := [ 1
4
, 3

4
] × [0, ∆

2
] and let Ω′ ⊂ (0, 1) × [0, 3

4
∆] be a

compact submanifold of the half space H such that K ⊂ int Ω′. Then for
each of the above identifications S1 \ {pt} ∼= (0, 1) one has Lq-regularity of
β̂ on Ω′ × Σ by assumption and of ∗dAξ + dAζ from above. Now the task is
to establish in both cases the Lq-regularity of ∂sβ̂ and ∂tβ̂ on K × Σ using
(7.9). For that purpose choose a cutoff function h ∈ C∞(H, [0, 1]) supported
in Ω′ such that h|K ≡ 1. Then it suffices to find a constant C such that for
all γ ∈ C∞

0 (Ω′ × Σ,T∗Σ ⊗ g) (these are compactly supported in int(Ω′) × Σ)
∣

∣

∣

∣

∫

Ω′×Σ

〈 ∂sγ , hβ̂ 〉
∣

∣

∣

∣

≤ C‖γ‖q∗.

This gives Lq-regularity of the weak derivative ∂s(hβ̂) and hence of ∂sβ̂ on
K × Σ. For the regularity of ∂tβ̂ one has to replace ∂sγ by ∂tγ, then the
argument is the same as the following argument for ∂sβ̂.

We linearize the submanifold chart maps along (As)s∈(0,1) ∈ L ∩ A(Σ)
given by lemma 4.1 (iii) for the Lagrangian L ⊂ A0,q∗(Σ). Note that this
uses the Lq

∗

-completion of the actual Lagrangian in A0,p(Σ). Abbreviate
Z := W 1,q∗

z (Σ, g) × Rm and let ∗s,t denote the Hodge operator on Σ with
respect to the metric gs,t. Then one obtains a smooth family of bounded
isomorphisms

Θs,t : Z × Z
∼−→ Lq

∗

(Σ,T∗Σ ⊗ g) =: X

defined for all (s, t) ∈ Ω′ by

Θs,t(ξ, v, ζ, w) = dAsξ +
∑m

i=1 v
iγi(s) + ∗s,tdAsζ +

∑m
i=1 w

i ∗s,t γi(s).

Here γi ∈ C∞((0, 1) × Σ,T∗Σ ⊗ g) with γi(s) ∈ TAsL for all s ∈ (0, 1).
Abbreviate Z∞ := C∞

z (Σ, g) × Rm ⊂ Z, then Θs,t maps Z∞ × Z∞ into the
set of smooth 1-forms Ω1(Σ, g). So given any γ ∈ C∞

0 (Ω′ × Σ,T∗Σ ⊗ g) we
have f := Θ−1 ◦ γ ∈ C∞

0 (Ω′, Z∞ × Z∞) and for some constant C

‖f‖Lq∗(Ω′,Z×Z) ≤ C‖γ‖Lq∗(Ω′,X) = C‖γ‖Lq∗(Ω′×Σ).

Write f = (f1, f2) with fi ∈ C∞
0 (Ω′, Z∞) and note that

∫

Ω′
∂sf1 = 0 due to

the compact support. So one can solve ∆Ω′φ1 = ∂sf1 by φ1 ∈ C∞
ν (Ω′, Z∞)
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with
∫

Ω′
φ1 = 0 and ∆Ω′φ2 = ∂sf2 by φ2 ∈ C∞

δ (Ω′, Z∞). (For the C∞
z (Σ, g)-

component of Z∞ one has solutions of the Laplace equation on every Ω′×{x}
that depend smoothly on x ∈ Σ.) Now let Φ := (φ1, φ2) ∈ C∞(Ω′, Z × Z)
and consider the 1-form

α̂γ := h · Θ(−∂sΦ + J0∂tΦ) ∈ C∞(Ω′, X).

This extends to a 1-form on Ω × Σ that is admissible in (7.9). Indeed, α̂γ
vanishes for s close to 0 or 1 and thus trivially extends to s ∈ S1. The
Lagrangian boundary condition is met since for all s ∈ S1

α̂γ(s, 0) = h(s, 0) · Θs,0(−∂sφ1 − ∂tφ2,−∂sφ2 + ∂tφ1) ∈ Θs,0(Z, 0) = TAsL.

So (7.9) provides a constant C such that for all α̂γ of the above form

∣

∣

∣

∣

∫

Ω′×Σ

〈 β̂ , ∂sα̂γ + ∂t(∗α̂γ) 〉
∣

∣

∣

∣

≤ C‖α̂γ‖Lq∗(Ω,X)

Moreover, one has for all γ ∈ C∞
0 (Ω′ × Σ,T∗Σ ⊗ g) and the associated f , Φ

and α̂γ and denoting all constants by C

‖α̂γ‖Lq∗(Ω,X) ≤ C‖Φ‖W 1,q∗(Ω′,Z×Z) ≤ C‖f‖Lq∗(Ω′,Z×Z) ≤ C‖γ‖Lq∗(Ω′×Σ).

Here the second inequality follows from ∆Ω′Φ = ∂sf and lemma 5.7 (iii) and
(iv) as follows. In the R

m-component of Z, this is the usual elliptic estimate
for the Dirichlet or Neumann problem; for the components in the infinite
dimensional part Y := W 1,q∗

z (Σ, g) of Z (still denoted by φi and fi) this uses
the following estimate. For all ψ ∈ C∞

ν (Ω′, Y ∗) in the case i = 1 and for all
ψ ∈ C∞

δ (Ω′, Y ∗) in the case i = 2

∣

∣

∣

∣

∫

Ω′×Σ

〈φi , ∆Ω′ψ 〉
∣

∣

∣

∣

=

∣

∣

∣

∣

∫

Ω′×Σ

〈∆Ω′φi , ψ 〉
∣

∣

∣

∣

=

∣

∣

∣

∣

∫

Ω′×Σ

〈 ∂sfi , ψ 〉
∣

∣

∣

∣

=

∣

∣

∣

∣

∫

Ω′×Σ

〈 fi , ∂sψ 〉
∣

∣

∣

∣

≤ ‖fi‖Lq∗(Ω′,Y )‖ψ‖W 1,q(Ω′,Y ∗).

Now a calculation shows that

∂sα̂γ+∂t(∗α̂γ) = h·Θ(∆Φ)+∂s(h·Θ)(−∂sΦ+J0∂tΦ)+∂t(h·Θ)(∂tΦ−J0∂sΦ).
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We then use ∆Φ = ∂sf to obtain, denoting all constants by C,

∣

∣

∣

∣

∫

Ω′×Σ

〈 h · β̂ , ∂sγ 〉
∣

∣

∣

∣

=

∣

∣

∣

∣

∫

Ω′×Σ

〈 β̂ , h · Θ(∆Φ) + h · ∂sΘ(f) 〉
∣

∣

∣

∣

≤
∣

∣

∣

∣

∫

Ω′×Σ

〈 β̂ , ∂sα̂γ + ∂t(∗α̂γ) 〉
∣

∣

∣

∣

+ C‖β̂‖Lq(Ω′,X∗)

(

‖ − ∂sΦ + J0∂tΦ)‖Lq∗(Ω′,Z×Z) + ‖f‖Lq∗(Ω′,Z×Z)

)

≤ C‖γ‖Lq∗(Ω′×Σ).

This proves the Lq-regularity of ∂sβ̂ (and analogously of ∂tβ̂) on S1×[0, ∆
2
]×Σ

in the case q < 2 and thus finishes the proof of the lemma. 2

Proof of theorem 7.1 :
Lemma 7.2 and the subsequent remark imply that for some constant C and
for all (α, ϕ) in the domain of D(A,Φ)

‖(α, ϕ)‖W 1,p ≤ C
(

‖D(A,Φ)(α, ϕ)‖p + ‖(α, ϕ)‖p
)

.

Note that the embedding W 1,p(X) ↪→ Lp(X) is compact, so this estimate
asserts that kerD(A,Φ) is finite dimensional and imD(A,Φ) is closed (see e.g.
[Z, 3.12]). So it remains to consider the cokernel of D(A,Φ). We abbreviate
Z := Lp(S1 × Y,T∗Y ⊗ g) × Lp(S1 × Y, g), then cokerD(A,Φ) = Z/imD(A,Φ)

is a Banach space since imD(A,Φ) is closed. So it has the same dimension as
its dual space (Z/imD(A,Φ))

∗ ∼= (imD(A,Φ))
⊥. Now let σ : S1 × Y → S1 × Y

denote the reflection σ(s, y) := (−s, y) on S1 ∼= R/Z, then we claim that
there is an isomorphism

(imD(A,Φ))
⊥ ∼−→ kerDσ∗(A,Φ)

(β, ζ) 7−→ (β ◦ σ, ζ ◦ σ).
(7.11)

Here Dσ∗(A,Φ) = D(A′,Φ′) is the linearized operator at the reflected connection

σ∗Ã = A′+Φ′ds with respect to the metric σ∗g̃ onX. Note that kerDσ∗(A,Φ) is
finite dimensional since the estimate in lemma 7.2 also holds for the operator
Dσ∗(A,Φ). So this would indeed prove that cokerDÃ is of finite dimension and
hence DÃ is a Fredholm operator.
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To establish the above isomorphism consider any (β, ζ) ∈ (imD(A,Φ))
⊥,

that is β ∈ Lp
∗

(S1 × Y,T∗Y ⊗ g) and ζ ∈ Lp
∗

(S1 × Y, g) such that for all
α ∈ E1,p

A and ϕ ∈ W 1,p(S1 × Y, g)
∫

S1×Y

〈D(A,Φ)(α, ϕ) , (β, ζ) 〉 = 0.

Iteration of lemma 7.3 implies that β and ζ are in fact W 1,p-regular: We start
with q = p∗ < 2, then the lemma asserts W 1,p∗-regularity. Next, the Sobolev
embedding theorem gives Lq1-regularity for some q1 ∈ (4

3
, 2) with q1 > p∗.

Indeed, the Sobolev embedding holds for any q1 ≤ 4p∗

4−p∗
, and 4

3
< 4p∗

4−p∗
as well

as p∗ < 4p∗

4−p∗
holds due to p∗ > 1. So the lemma together with the Sobolev

embeddings can be iterated to give Lqi+1-regularity for qi+1 = 4qi
4−qi

as long as

4 > qi > 2 or 2 > qi ≥ p∗. This iteration yields q2 ∈ (2, 4) and q3 > 4. Thus
another iteration of the lemma gives W 1,q3- and thus also Lp-regularity of β
and ζ. Finally, since p > 2 the lemma applies again and asserts the claimed
W 1,p-regularity of β and ζ. Now by partial integration

0 =

∫

S1×Y

〈D(A,Φ)(α, ϕ) , (β, ζ) 〉

=

∫

S1

∫

Y

〈∇sα− dAϕ+ ∗dAα , β 〉 +

∫

S1

∫

Y

〈∇sϕ− d∗
Aα , ζ 〉

=

∫

S1

∫

Y

〈α , −∇sβ − dAζ + ∗dAβ 〉 +

∫

S1

∫

Y

〈ϕ , −∇sζ − d∗
Aβ 〉

−
∫

S1

∫

Σ

〈α ∧ β 〉 −
∫

S1

∫

Σ

〈ϕ , ∗β 〉. (7.12)

Testing this with all α ∈ C∞
0 (S1 × Y,T∗Y ⊗ g) ⊂ E1,p

A and ϕ ∈ C∞
0 (S1 ×Y, g)

implies −∇sβ − dAζ + ∗dAβ = 0 and −∇sζ − d∗
Aβ = 0. Then furthermore

we deduce ∗β(s)|∂Y = 0 for all s ∈ S1 from testing with ϕ that run through
all of C∞(S1 × Σ, g) on the boundary. Finally,

∫

S1

∫

Σ
〈α ∧ β 〉 = 0 remains

from (7.12). Since both α and β restricted to S1 × Σ are continuous paths
in A0,p(Σ), this implies that for all s ∈ S1 and every α ∈ TAsL

0 =

∫

Σ

〈α ∧ β(s) 〉 = ω(α, β(s)),

where ω is the symplectic structure on A0,p(Σ) from (4.1). Since TAsL is
a Lagrangian subspace, this proves β(s)|∂Y ∈ TAsL for all s ∈ S1 and thus
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β ∈ E1,p
A , or equivalently β ◦ σ ∈ EA◦σ. So (β ◦ σ, ζ ◦ σ) lies in the domain

of Dσ∗(A,Φ). Now note that σ∗Ã = A ◦ σ − (Φ ◦ σ)ds, thus one obtains
(β ◦ σ, ζ ◦ σ) ∈ kerDσ∗(A,Φ) since

Dσ∗(A,Φ)(β ◦σ, ζ ◦σ) =
(

(−∇sβ−dAζ+∗dAβ)◦σ , (−∇sζ−d∗
Aβ)◦σ

)

= 0.

This proves that the map in (7.11) indeed maps into kerDσ∗(A,Φ). To see
the surjectivity of this map consider any (β, ζ) ∈ kerDσ∗(A,Φ). Then the
same partial integration as in (7.12) shows that (β ◦ σ, ζ ◦ σ) ∈ (imD(A,Φ))

⊥,
and thus (β, ζ) is the image of this element under the map (7.11). So this
establishes the isomorphism (7.11) and thus shows that D(A,Φ) is Fredholm.

2



Chapter 8

Bubbling

In this chapter we discuss the possible bubbling phenomena for sequences of
anti-self-dual instantons with Lagrangian boundary conditions and bounded
Yang-Mills energy. So as in chapter 6 let (X, τ, g) be a Riemannian 4-manifold
with a boundary space-time splitting and consider a G-bundle over X for a
compact Lie group G. Let (Aν)ν∈N ⊂ A(X) be a sequence of solutions of

{

∗FA + FA = 0,
τ ∗i A|{s}×Σi

∈ Li ∀s ∈ Si, i = 1, . . . , n.
(8.1)

Suppose that this sequence has bounded Yang-Mills energy,

E(Aν) :=

∫

X

|FAν |2 ≤ E < ∞ ∀ν ∈ N.

This means that the curvature of the connections is globally L2-bounded.
If the curvature was in fact locally Lp-bounded for some p > 2, then the
compactness theorem B would imply that modulo gauge there exists a C∞

loc-
convergent subsequence of the connections. So in order to compactify the
moduli space of solutions of (8.1) with bounded energy, it remains to analyse
the possible local blow-up of the curvature. We first discuss the standard
approach of local rescaling at a point x ∈ X where the curvature blows up.
This is the situation of the following lemma, in which we use a local trivi-
alization and geodesic normal coordinates near x – either in R4 if x ∈ intX
or in H4 = {y ∈ R4

∣

∣ y0 ≥ 0} if x ∈ ∂X. In the latter case due to the
compatibility of the metric with the space-time splitting the coordinates can
be chosen such that the slices {y0 = 0, y1 = c} correspond to the time-slices
of the boundary ∂X.

115
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Lemma 8.1 Let x ∈ X such that supν∈N

∥

∥FAν

∥

∥

L∞(Bε(x))
= ∞ for all ε > 0.

Then there exists a subsequence (again denoted (Aν)), a sequence xν → x,
and sequences 0 < εν → 0, Rν → ∞ such that ενRν → ∞ and

∣

∣FAν (xν)
∣

∣ = (Rν)2, sup
y∈Bεν (xν)

∣

∣FAν (y)
∣

∣ ≤ 4(Rν)2.

(i) If x ∈ intX or x ∈ ∂X and lim supν→∞Rνxν0 = ∞, then there exists
a subsequence (again denoted (Aν)) and possibly smaller 0 < εν ≤ xν0
such that still rν := ενRν → ∞. Define a sequence of embeddings
φν : Brν → X in the coordinates near x by φν(y) := xν + 1

Rν y. Then

the rescaled connections Ãν := φ∗
νA

ν ∈ A(Brν) are anti-self-dual with
respect to the metrics g̃ν := (Rν)−2φ∗

νg. Now for a further subsequence
there exist gauge transformations uν ∈ G(Brν ) such that

uν ∗Ãν −→
ν→∞

A∞ ∈ A(R4)

converges uniformly with all derivatives on every compact set. The
limit A∞ ∈ A(R4) is a nontrivial anti-self-dual instanton on R

4 of
finite energy E(A∞) ≤ E, hence

lim
ν→∞

E(Aν|Bεν (xν)) = lim
ν→∞

E(Ãν) = E(A∞) ≥ 8π2.

(ii) If x ∈ ∂X and lim supν→∞Rνxν0 = ∆ < ∞, then there exists a sub-
sequence (again denoted (Aν)) such that the εν can be replaced by
√

(εν)2 − (xν0)
2 > 0 and still rν := ενRν → ∞. Define the embed-

dings φν : Dν := Brν ∩ H4 → X, metrics, and rescaled connections
Ãν ∈ A(Dν) as in (i) with the exception that [φν(y)]0 := 1

Rν y0. Fix
p > 4, then for a further subsequence there exists a sequence of gauge
transformations uν ∈ G1,p(Dν) such that

uν ∗Ãν ⇀
ν→∞

A∞ ∈ A1,p
loc(H

4)

converges W 1,p-weakly on every compact subset. Moreover, the con-
vergence is uniformly with all derivatives on every interior compact
subset of H4. The limit A∞ ∈ A1,p

loc(H
4)∩A(int H4) is an anti-self-dual

instanton of finite energy E(A∞) ≤ E and with weakly flat boundary
conditions on each time-slice {y0 = 0, y1 = c}. In case ∆ > 0 it is
necessarily nontrivial. Moreover,

lim sup
ν→∞

E(Aν|Bεν (xν)) = lim sup
ν→∞

E(Ãν) ≥ E(A∞).
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Before we give the proof let us point out the significance of this lemma.
In case (i) the rescaled and gauge transformed connections converge to a
connection that extends to an anti-self-dual instanton on S4 = R4 ∩ {∞}.
One then says that ’an instanton on S4 bubbles off at x’. Note that this
can happen in the interior as well as on the boundary of X. If case (ii) was
ruled out by some reason, then this would show that a minimum energy of
8π2 concentrates at every blow-up point of the curvature. Hence for a suit-
able subsequence of the connections this bubbling off only happens at finitely
many points. On the complement of these points, the curvature is locally
L∞-bounded. Now theorem B applies on this complement (in the case of
bubbling at the boundary, one has to take away the full time-slice in which
the bubbling point lies). It asserts that a further subsequence of the connec-
tions converges modulo gauge with all derivatives on every compact subset
of this complement of the bubbling points. At the interior bubbling points,
Uhlenbeck’s removable singularity theorem, proposition 8.3, below asserts
that the limit connection extends over the bubbling point – to a connection
on a different bundle. (The gauge transformation in the proposition can be
seen as transition function between the trivialization of the original bundle
on a punctured neighbourhood of the bubbling point and the trivialization
of the new bundle on the full neighbourhood.) So if there was only interior
bubbling, then this would provide the desired compactification of the moduli
spaces of solutions of (8.1) of bounded energy. However, the bubbling at the
boundary poses two difficulties.

Firstly, in the case of instantons on S4 bubbling off at the boundary
one needs a generalization of Uhlenbeck’s removable singularity theorem to
points at the boundary.

Secondly, if case (ii) in lemma 8.1 occurs, then one does not even have a
minimum energy concentrating at the blow-up point of the curvature. This is
due to substantial flaws of the local rescaling: By cutting out only small balls
in each time-slice of the boundary one loses the global Lagrangian information
in the boundary condition. The slicewise flatness at the boundary does not
suffice to make the boundary value problem elliptic and hence obtain higher
regularity at the boundary. In the case ∆ > 0 one still obtains a nontrivial
instanton in the limit due to the C∞-convergence in the interior of the half
space. For such instantons Salamon conjectured in [Sa1, Conjecture 3.2] a
quantization of the energy that would imply that this instanton on the half
space bubbles off with a minimum energy of 8π2. In case ∆ = 0, however, one
does not have C0-convergence of the curvature at the rescaled blow-up points,
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so the limit connection might be trivial and thus have no energy although
some energy bubbles off ’very close to the boundary’.

So the results of the standard bubbling analysis in lemma 8.1 are far
from a complete understanding of the possible bubbling phenomena for the
boundary value problem (8.1). We still indicate its proof in the following
and give a further discussion of the bubbling at the boundary in a subsec-
tion below. Lemma 8.1 uses Hofer’s trick, [HZ, Ch.6,Lemma 5], as well as
Uhlenbeck’s removable singularity theorem, [U1, Theorem 4.1] (which holds
for Yang-Mills connections as well as for anti-self-dual connections).

Lemma 8.2 (Hofer’s trick)
Let f : X → [0,∞) be a continuous function on a complete metric space X.
Assume that x0 ∈ X and ε0 > 0 are given. Then there exists x ∈ B2ε0(x0)
and ε ∈ (0, ε0] such that

εf(x) ≥ ε0f(x0) and sup
y∈Bε(x)

f(y) ≤ 2f(x).

Proposition 8.3 (Uhlenbeck’s removable singularity theorem)
Let A ∈ A(B4\{0}) be an anti-self-dual connection over the punctured 4-ball.
If E(A) < ∞ then there exists a gauge transformation u ∈ G(B4 \ {0}) such
that u∗A extends to a smooth anti-self-dual connection over B4.

Proof of lemma 8.1 :
Fix sequences 0 < εν0 → 0 and Rν

0 → ∞ such that εν0R
ν
0 → ∞. By assumption

one finds a subsequence (again denoted (Aν)) and xν0 ∈ Bεν
0
(x) such that

|FAν(xν0)| ≥ (Rν
0)

2. Now apply Hofer’s trick to the function
√

|FAν | on X
for each ν ∈ N to obtain the required xν ∈ B2εν

0
(xν0), ε

ν ∈ (0, εν0], and

Rν :=
√

|FAν(xν)|.
Next, note that the metrics g̃ν smoothly converge to the Euclidean metric

on R4 since we used normal geodesic coordinates centered at x = lim xν . For
the rescaled connections one obtains FÃν (y) = (Rν)−2FAν (xν + 1

Rν y). Hence
for the norms with respect to the metrics g̃ν one has

∣

∣FÃν(0)
∣

∣ = 1,
∥

∥FÃν

∥

∥

L∞(Dν)
≤ 4.

(In the rescaling of case (ii) only the first identity has to be replaced by
∣

∣FÃν (tνRν, 0, 0, 0)
∣

∣ = 1.) The energy, however, is preserved by this rescaling,

E(Ãν) = E(Aν|Bεν (xν)).
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Now in case (i) the domains of Ãν can be chosen as balls that exhaust R4. So
the strong Uhlenbeck compactness theorem for noncompact manifolds with-
out boundary (see e.g. [We, Theorem 11.3] or its generalization, theorem B)
applies and proves the convergence claimed in (i). The nontriviality of the
limit connection is due to

|FA∞(0)| = lim
ν→∞

|(uν)−1FAνuν(0)| = 1.

Next, R4 is conformally equivalent to S4 \ {pt}, so A∞ can be seen as anti-
self-dual connection on the punctured S4 with finite energy. Uhlenbeck’s
removable singularity theorem, proposition 8.3, then asserts that A∞ extends
to an anti-self-dual connection Ā∞ on a bundle P → S4. Hence its energy is
a multiple of the second Chern number of the bundle P over S4,

E(A∞) =

∫

S4

〈FĀ∞ ∧ ∗FĀ∞ 〉 = −
∫

S4

〈FĀ∞ ∧ FĀ∞ 〉 = 8π2c2(P ).

Finally, this energy is at least 8π2 since the Chern number is integral and
the limit connection A∞ is nontrivial, so E(A∞) > 0.

In case (ii) the weak W 1,p-convergence is due to the weak Uhlenbeck
compactness theorem for noncompact manifolds, see e.g. [We, Theorem 8.5].
This weak convergence preserves the anti-self-duality equation as well as
the slicewise weak flatness at the boundary, and it gives the bound on the
energy of the limit connection. The interior C∞-convergence again follows
from the strong Uhlenbeck compactness theorem. In case ∆ > 0 this interior
convergence implies the nontriviality of the instanton since

|FA∞(∆, 0, 0, 0)| = lim
ν→∞

|FAν(tνRν, 0, 0, 0)| = 1.

2

Bubbling at the boundary

For the discussion of the possible bubbling phenomena at the boundary we
restrict our attention to the possible blow-up of the curvature at one space-
time slice τ({pt} × Σ) of the boundary. We use the decomposition induced
by the extended space-time splitting τ̄ : U × Σ → X. Here one can choose
U ⊂ H = {(s, t) ∈ R2

∣

∣ t ≥ 0} as a neighbourhood of 0 and then examine the
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possible blow-up of the curvature at {0}×Σ. So instead of the Aν above we
consider a sequence of connections

Φνds + Ψνdt+ Aν ∈ A(U × Σ)

with Φν,Ψν ∈ C∞(U × Σ, g), and Aν ∈ C∞(U × Σ,T∗Σ ⊗ g) for all ν ∈ N.
The boundary value problem (8.1) then becomes











Bν
s + ∗Bν

t = 0,

∂tΦ
ν − ∂sΨ

ν + [Ψν,Φν] = ∗FAν ,

Aν|(s,0)×Σ ∈ L ∀(s, 0) ∈ U .

Here we have introduced the following notation for the components of the
curvature (dropping the superscript ν):

Bs := ∂sA− dAΦ, Bt := ∂tA− dAΨ.

The Bianchi identity then takes the form

∇sFA = dABs, ∇tFA = dABt,

∇sBt −∇tBs = dA(∂tΦ − ∂sΨ + [Ψ,Φ]).

Moreover, the bound on the energy becomes

sup
ν∈N

∫

|Bν
s |2 + |FAν |2 ≤ 1

2
E < ∞.

Note that |Bs| = |Bt| and |FA| = |∂tΦ−∂sΨ+[Ψ,Φ]|. Now a first observation
is that |FA| cannot blow up faster that |Bs|, in particular if Bν

s is Lp-bounded
near {0}×Σ for p > 4, then there is no bubbling at all. This is made precise
by the following lemma.

Lemma 8.4 Let xν → (0, z) ∈ U × Σ be such that

|FAν (xν)| = (Rν)2 → ∞.

Then for all p > 4 and 0 < εν → 0 with ενRν → ∞ there exists a constant
c > 0 such that

∥

∥Bν
s

∥

∥

Lp(Bεν (xν))
≥ c(Rν)

2p−4
p .
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Proof: Let xν0, R
ν
0 , and εν0 be as supposed. Assume in contradiction that for

some subsequence and δν → 0

‖Bν
s ‖Lp(Bεν

0
(xν

0 )) ≤ δν(Rν
0)

2p−4
p .

Use Hofer’s lemma 8.2 for the functions
√

|FAν | to obtain xν ∈ B 2
3
εν
0
(xν0),

ε ∈ (0, 1
3
εν0], and Rν :=

√

|FAν(xν)| such that rν := ενRν → ∞,

|FAν(xν)| = (Rν)2, ‖FAν‖L∞(Bεν (xν)) ≤ 4(Rν)2,

and one still has

‖Bν
s ‖Lp(Bεν (xν)) ≤ δν(Rν

0)
2p−4

p ≤ δν(Rν)
2p−4

p .

Then one can pullback the connections and rescale the metrics as in lemma 8.1
to obtain Φ̃νds + Ψ̃νdt + Ãν ∈ A(Dν) with Dν = Brν or Dν = Brν ∩ H4 if
lim sup tνRν < ∞. Then ‖FÃν‖∞ is bounded and B̃ν

s converges to zero in
the Lp-norm on every compact set. (Here one writes xν = (sν , tν, zν) and
uses local coordinates for zν ∈ Σ, so H

4 = {(s, t, z) ∈ R
4

∣

∣ t ≥ 0}.) Now
Uhlenbeck’s weak compactness theorem on noncompact manifolds (e.g. [We,
Theorem 8.5]) gives a subsequence of gauge equivalent connections that con-
verge W 1,p-weakly on all compact subsets. The limit Φds + Ψdt + A is a
connection on R4 (if lim sup tνRν = ∞) or on H4. The convergence is ac-
tually in C∞ on every compact subset of the interior by Uhlenbeck’s strong
compactness theorem for anti-self-dual instantons (e.g. [We, Theorem 11.3]).
Furthermore, the proof of theorem B also provides a W 1,p-bound on the FAν .
(The proof only breaks down at the higher estimates in theorem 6.8 for the
s- and t-derivatives of the Aν , which require the Lagrangian boundary condi-
tion.) So for a further subsequence, the curvature converges locally in C0, and
hence the limit connection is nontrivial, |FA(0)| = 0 or |FA(0,∆, 0, 0)| = 1 if
lim tνRν = ∆ <∞. The limit connection moreover satisfies











∂sA− dAΦ = 0,

∂tA− dAΨ = 0,

∂tΦ − ∂sΨ + [Ψ,Φ] = ∗FA.

Here one can choose a gauge in which Ψ ≡ 0, then A is t-independent and
hence |FA(0, t, 0, 0)| = 1 for all t ≥ 0 in contradiction to the finite energy.
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Indeed, an a priori estimate for Yang-Mills connections with small energy
asserts that the curvature must decay as t→ ∞, see [U1, Theorem 3.5] . 2

Now let us assume that ‖Bν
s (s, t)‖Lp(Σ) blows up at (s, t) = 0 for some

p > 4. By Hofer’s lemma 8.2 one finds (sν, tν) → 0 and 0 < εν → 0 such
that rν := ενRν → ∞ and

‖Bν
s (s

ν, tν)‖Lp(Σ) = Rν → ∞, sup
(s,t)∈B2εν (sν ,tν)

‖Bν
s (s, t)‖Lp(Σ) ≤ 4Rν. (8.2)

Here we apply the Hofer trick to the functions ‖Bν
s ‖

1
2

Lp(Σ), so we in fact even

have εν
√
Rν → ∞. Then as a direct consequence of the above lemma one

has a bound on the rate at which FAν can blow up.

Corollary 8.5 Suppose that (sν, tν) → 0, Rν → ∞, and 0 < εν → 0 such
that rν := ενRν → ∞ and (8.2). Then

(Rν)−
2p

2p−4 ‖FAν‖L∞(Bεν (sν ,tν)×Σ) −→
ν→∞

0.

Proof: Assume in contradiction that (for a subsequence) there exist δ > 0

and xν ∈ Bεν(sν , tν)×Σ such that |FAν(xν)| ≥ (δRν)
2p

2p−4 . Since Σ is compact
one finds a further subsequence such that xν → (0, z) for some z ∈ Σ.

Then lemma 8.4 applies with Rν replaced by R̃ν := (δRν)
p

2p−4 . (Note that
ενR̃ν ≥ εν

√
δRν for sufficiently large ν, and thus converges to ∞.) Thus one

obtains for some constant c > 0 the following contradiction:

cδRν = c(R̃ν)
2p−4

p ≤ ‖Bν
s ‖Lp(Bεν (xν)) ≤ 4RνVol(B2εν (sν, tν))

1
p .

2

Let us try a 2-dimensional rescaling only in the (s, t)-variables. Define
embeddings φν : Dν × Σ → U × Σ for Dν := [−rν, rν] × [−min(rν, tνRν), rν]
by φν(σ, τ, z) := (sν + 1

Rν σ, t
ν + 1

Rν τ, z). (In the case lim sup tνRν → ∞ this
will have to be adapted by replacing tν + 1

Rν τ with 1
Rν τ .) Then define the

rescaled metrics g̃ν := g(sν + 1
Rν σ, t

ν + 1
Rν τ, z) on Dν × Σ and the following

connections in A(Dν × Σ):

Φ̃νds+ Ψ̃νdt + Ãν := φ∗
ν

(

Φνds+ Ψνdt + Aν
)

=
(

1
Rν Φνds+ 1

Rν Ψνdt + Aν
)

◦ φν. (8.3)
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These now satisfy the boundary value problem 1











∂sÃ
ν − dÃν Φ̃ν = − ∗

(

∂tÃ
ν − dÃν Ψ̃ν

)

,

∂tΦ̃
ν − ∂sΨ̃

ν + [Ψ̃ν, Φ̃ν] = (Rν)−2 ∗ FÃν ,

Ãν |(s,−tνRν)×Σ ∈ L ∀s ∈ [−rν, rν].

Moreover, one has ‖(∂sÃν − dÃν Φ̃ν)(0, 0)‖Lp(Σ) = 1 for all ν ∈ N and the
following estimates for some δν → 0

‖FÃν‖L∞(Dν ,Lp(Σ)) ≤ δν(Rν)
2p

2p−4 ,

‖∂sÃν − dÃν Φ̃ν‖L∞(Dν ,Lp(Σ)) ≤ 4, (8.4)

‖∂tΦ̃ν − ∂sΨ̃
ν + [Ψ̃ν, Φ̃ν ]‖L∞(Dν ,Lp(Σ)) ≤ δν(Rν)

2p
2p−4

−2 = δν(Rν)−
p−4
p−2 .

Note that due to p > 4 the last norm converges to 0 as ν → ∞. This hints
at a holomorphic curve in the space of connections as limit object. If the
connections would converge in some gauge, then in the limit one could find
a gauge such that Φ̃ and Ψ̃ vanish simultaneously, and thus be left with
∂sÃ + ∗∂tÃ = 0. This should yield a nontrivial finite energy holomorphic
curve in the complex Hilbert space (A0,2(Σ), ∗). If lim supν→∞ tνRν = ∞,
this plane should extend to a holomorphic sphere by a removable singu-
larity theorem. Otherwise one would obtain holomorphic halfplanes with
Lagrangian boundary conditions that should extend to a holomorphic disc
with Lagrangian boundary conditions. There are two indications that this
might be the right approach to the bubbling phenomena at the boundary.

Firstly, one expects for general reasons that there should not be any
holomorphic spheres bubbling off. All spheres in the space of connections
are contractible, so any holomorphic sphere u : S2 → A0,2(Σ) (extending
to ū : B2 → A0,2(Σ)) has zero energy

∫

S2 |∂su|2 =
∫

S2 u
∗ω =

∫

B2 ū
∗dω = 0.

Moreover, if the bubbling off of holomorphic spheres was possible, then this
should also happen at interior Σ-slices, where so far all blowing up of the
curvature has been explained as bubbling off of instantons on S4. In fact,
the 2-dimensional rescaling does not lead to holomorphic spheres (tνRν is
always bounded) if one excludes the cases where instantons on S4 bubble off
at the same boundary slice (or similarly at the same interior slice), as will

1This can be seen as anti-self-duality equation, where the metric on Σ is conformally
rescaled by the factor (Rν)2. An analogous equation without boundary conditions was
studied in [DS2, (3.5)], where the roles of A and Φds + Ψdt are interchanged.
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be shown in the subsequent lemma 8.6. Secondly, the convergence of the
rescaled connections to a holomorphic curve in the space of connections can
be made rigorous if one assumes an L∞-bound on FAν near the boundary,
see lemma 8.8 below.

So firstly, assume that there is no instanton on S4 bubbling off at {0}×Σ
(as described in lemma 8.1 (i)). This is equivalent to the assumption that for
all subsequences of the connections (still denoted (Aν)) and all (sν, tν) → 0
there is a bound

sup
ν∈N

(tν)2
∥

∥

(

FAν +Bν
s ∧ ds

)

(sν, tν)
∥

∥

L∞(B 1
2 tν

(sν ,tν)×Σ)
<∞.

Under this assumption the following lemma proves that in the above 2-
dimensional rescaling one always finds lim sup tνRν < ∞, which would give
rise to a holomorphic disc with Lagrangian boundary conditions – not a holo-
morphic sphere. (In fact, this lemma also holds if (sν, tν) converges to some
interior point (s, t) with t > 0, and that shows that there are no holomorphic
spheres bubbling off in the interior.)

Lemma 8.6 Let (sν, tν) → 0 and suppose that

sup
ν∈N

(tν)2‖FAν‖L∞(B 1
2 tν

(sν ,tν)×Σ) <∞.

Then there exists a constant C such that for all ν ∈ N

(tν)2‖Bν
s (s

ν, tν)‖L∞(Σ) ≤ C.

Proof: In a sufficiently small neighbourhood of (0, 0) one can assume that the
metric on Σ is independent of (s, t). (One only gets small additional terms
below that can be absorbed into others.) Then use the Bianchi identities
and the anti-self-duality equation to calculate (dropping the superscript ν)
∇sBs + ∇tBt = − ∗ dA ∗ FA and thus

(∇2
s + ∇2

t )Bs = ∇s

(

−∇tBt − ∗dA ∗ FA
)

+ ∇t

(

∇sBt − dA ∗ FA
)

=
(

∇t∇s −∇s∇t

)

Bt − ∗
(

∇sdA − dA∇s

)

∗ FA − ∗dA ∗ ∇sFA

−
(

∇tdA − dA∇t

)

∗ FA − dA ∗ ∇tFA

= [∗FA, Bt] − ∗[Bs, ∗FA] − ∗dA ∗ dABs − [Bt, ∗FA] − dA ∗ dABt

= −∆ABs − 3 ∗ [Bs, ∗FA].
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Fix any z ∈ Σ and abbreviate uν := |Bν
s |2. This satisfies on B 1

2
tν (s

ν, tν , z)
with some constant C

∆uν = |∇uν|2 + 2〈Bs , (∇2
s + ∇2

t + ∆A)Bs 〉
= |∇uν|2 + 6〈 [Bs ∧ Bs] , FA 〉
≥ −C(tν)−2uν.

Hence the a priori estimate in lemma 8.7 implies

uν(sν, tν, z) ≤ 32
π2

(

4
9
C2 + 16

)

(tν)−4

∫

B 1
2 tν

(sν ,tν ,z)

uν ≤ C ′(tν)−4E.

This proves the lemma since the constant C ′ is independent of z ∈ Σ. 2

Here we have used the following a priori estimate which is an adaptation
of [DS2, Lemma 7.3] to 4 dimensions.

Lemma 8.7 Let u : R
4 ⊃ Br → [0,∞) be a C2-function such that for some

constant c > 0
∆u ≥ −cu.

Then
π2

32
u(0) ≤

(

4
9
c2 + r−4

)

∫

Br

u.

Proof: The general case r > 0 of this lemma can be reduced to r = 1 by
rescaling, so it suffices to prove the lemma for r = 1. Consider the following
function f : [0, 1] → R,

f(ρ) = (1 − ρ)4 sup
Bρ

u.

Choose ρ∗ ∈ [0, 1) at which f attains its maximum, let δ := 1
2
(1 − ρ∗), and

choose w∗ ∈ Bρ∗ such that supBρ∗
u = u(w∗) =: c∗. Then for all w ∈ Bρ∗+δ

one has u(w) ≤ 16c∗ since

1
16

(1−ρ∗)4u(w) ≤ (1−(ρ∗+δ))4 sup
Bρ∗+δ

u = f(ρ∗+δ) ≤ f(ρ∗) = (1−ρ∗)4c∗.

Now ũ(w) := u(w) + 2cc∗|w − w∗|2 is a subharmonic function on Bδ(w
∗),

hence for all 0 < ρ ≤ δ

c∗ = ũ(w∗) ≤ 2

π2ρ4

∫

Bρ(w∗)

ũ = 4
3
cc∗ρ2 +

2

π2ρ4

∫

Bρ(w∗)

u.
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In case 4
3
cc∗δ2 > 1

2
choose ρ2 = 3

8
c−1 < δ2 to obtain

u(0) ≤ c∗ ≤ 2

π2ρ4

∫

Bρ(w∗)

u ≤ 128 c2

9 π2

∫

B1

u.

In case 4
3
cc∗δ2 ≤ 1

2
choose ρ = δ to find that

u(0) = f(0) ≤ f(ρ∗) = 16 δ4c∗ ≤ 32

π2

∫

Bρ(w∗)

u.

Putting this together yields the claim for r = 1,

π2

32
u(0) ≤

(

4
9
c2 + 1

)

∫

B1

u.

2

Now assume that no instantons on S4 bubble off at the boundary slice
{0} × Σ, then we have shown above that only holomorphic discs can re-
sult from the 2-dimensional rescaling. Under the additional assumption of
a bound on FAν near the boundary we now show that in fact one obtains
a holomorphic halfplane with Lagrangian boudary conditions. Its finite en-
ergy should allow for a removal of the singularity at infinity, giving rise to
a holomorphic disc. However, it is not yet clear whether this limit object
is necessarily nontrivial – this would require a stronger convergence in the
following lemma. 2

Lemma 8.8 Suppose that p > 4, (sν, tν) → 0, and 0 < εν → 0 such that

‖Bν
s (s

ν, tν)‖Lp(Σ) = Rν → ∞, sup
(s,t)∈B2εν (sν ,tν)

‖Bν
s (s, t)‖Lp(Σ) ≤ 4Rν

with rν := ενRν → ∞ and tνRν → ∆ < ∞. Moreover, assume that for all
T > 0 there exists a constant CT such that

sup
|s−sν |, t≤ T

Rν

‖FAν(s, t)‖Lp(Σ) ≤ CT ∀ν ∈ N.

Let Dν := [−rν, rν]×[0, rν] and define the rescaled metrics g̃ν and connections
Φ̃νds+Ψ̃νdt+ Ãν on Dν×Σ as in (8.3) with tν + 1

Rν τ replaced by 1
Rν τ . Then

2More precisely, one needs the convergence of Bν
s in C0(H, Lp(Σ)). This might follow

from an analogon of the curvature estimates in [DS2, Theorem 7.1].
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one finds a subsequence and a gauge such that Φ̃ν → 0 and Ψ̃ν → 0 converge
W 1,p-weakly on every compact subset of H := {(s, t) ∈ R2

∣

∣ t ≥ 0}, and

Ãν → Ã ∈ W 1,p(H,A0,p(Σ)). The limit Ã is a holomorphic curve in A0,2(Σ)
with Lagrangian boundary conditions and finite energy,

{

∂sÃ+ ∗∂tÃ = 0,

Ã|(s,0)×Σ ∈ L ∀s ∈ R,

∫

H

‖∂sÃ‖2
L2(Σ) ≤ E.

Proof: Except for a shift in the t-variable, this rescaling is the same as in
(8.3). One then has ‖(∂sÃν − dÃν Φ̃ν)(0, tνRν)‖Lp(Σ) = 1 for all ν ∈ N, and
the additional assumption on FAν yields the following estimates instead of
(8.4): For all T > 0

‖FÃν‖L∞([−T,T ]×[0,T ],Lp(Σ)) ≤ CT ,

‖∂sÃν − dÃν Φ̃ν‖L∞([−T,T ]×[0,T ],Lp(Σ)) ≤ 4,

‖∂tΦ̃ν − ∂sΨ̃
ν + [Ψ̃ν , Φ̃ν]‖L∞([−T,T ]×[0,T ],Lp(Σ)) ≤ CT (Rν)−2 −→

ν→∞
0.

Now Uhlenbeck’s weak compactness theorem on noncompact manifolds (e.g.
[We, Theorem 8.5]) applies and yields a subsequence and gauges such that
those connections converge in the weak W 1,p-topology and the strong L∞-
topology on every compact subset of H × Σ. The limit Φ̃ ds + Ψ̃ dt + Ã ∈
A1,p

loc(H × Σ) satisfies the following boundary value problem:










∂sÃ− dÃΦ̃ = − ∗
(

∂tÃ− dÃΨ̃
)

,

∂tΦ̃ − ∂sΨ̃ + [Ψ̃, Φ̃] = 0,

Ã|(s,0)×Σ ∈ L ∀s ∈ R.

One finds a further gauge transformation in W 1,p
loc (H,W 1,p(Σ,G)) that makes

Φ̃ and Ψ̃ vanish and preserves the convergence of Φ̃ν , Ψ̃ν. This gauge more-
over transforms Ã into a connection Ã ∈ W 1,p

loc (H,A0,p(Σ)) that is holomor-
phic with Lagrangian boundary conditions as claimed. However, the con-
vergence of Ãν only is locally in the weak W 1,p(H, Lp(Σ))- and the strong
L∞(H, Lp(Σ))-topology. Moreover, this rescaling and gauging preserves the
energy bound

∫

H

‖∂sÃ‖2
L2(Σ) ≤ lim sup

ν→∞

∫

H

‖∂sÃν − dÃν Φ̃ν‖2
L2(Σ)

≤ lim sup
ν→∞

∫

B2εν (sν ,tν)×Σ

|∂sÃν − dÃν Φ̃ν |2 ≤ E.

2
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Appendix A

Gauge theory

In order to set up notation and state some general facts that are used in this
thesis we give a short introduction to connections and curvature on principal
bundles.

We consider a principal G-bundle π : P → M , that is a manifold P
with a free right action P × G → P , (p, g) 7→ pg of a Lie group G such that
the orbits of this action are the fibres Px = π−1(x) ∼= G of a locally trivial
fibre bundle π : P →M . So M is a smooth manifold, the G-action preserves
the fibres, π(pg) = π(p), and there exists a bundle atlas M =

⋃

α∈A Uα with
equivariant local trivializations

Φα :
π−1(Uα) −→ Uα × G

p 7−→ (π(p), φα(p))
.

More precisely, the Φα are diffeomorphisms and their second component is
equivariant, φα(pg) = φα(p)g.

This atlas gives rise to transition functions φαβ : Uα ∩Uβ → G defined
by Φα ◦Φ−1

β (x, g) = (x, φαβ(x)g) for x ∈ Uα ∩Uβ, i.e. φαβ(x) = φα(p)φβ(p)
−1

for all p ∈ π−1(x).

Now for any other manifold F with a representation σ : G → Diff(F )
the associated bundle P ×σ F is the set of equivalence classes bp, fc in
P × F , where the equivalence is given by σ, i.e. bp, fc ∼ bpg, σ(g−1)fc
for all g ∈ G. (Here we write b·, ·c for the equivalence classes in order to
distinguish this notation from the Lie bracket [·, ·].) With the projection
π̃bp, gc = π(p) this is a principal bundle over M with fibre F . A local
trivialization Φα : π−1(Uα) → Uα × G of P naturally induces the following

129
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local trivialization of P ×σ F :

Φ̃α :
π̃−1(Uα) −→ Uα × F
bp, fc 7−→ (π(p), σ(φα(p))f)

.

We will, for example, encounter the associated bundle where F is the group
G itself and the representation is the conjugation c : G → Aut(G) given by

cg(h) = ghg−1 ∀ g, h ∈ G.

Another example is gP := P ×Ad g. Here g = T1lG is the Lie algebra of G
and Ad : G → End g, g 7→ Adg = d1lcg is the adjoint representation of G on
its Lie algebra g,

Adg(ξ) := gξg−1 ∀ξ ∈ g, g ∈ G.

This uses the following notation: For ξ ∈ g and g ∈ G

gξ := d1lLg(ξ) = d
dt

∣

∣

t=0
g exp(tξ) ∈ TgG.

Here Lg denotes left multiplication by g and exp : g → G is the usual
exponential map (with respect to any metric on G). The notation ξg is
defined analogously by right multiplication. This makes particular sense
when G ⊂ Cn×n is a matrix group since then gξ can be understood as matrix
multiplication.

Moreover, the adjoint representation of g on g is given by the Lie bracket
of vector fields as follows. We identify the Lie algebra elements ξ ∈ g with
left invariant vector fields g 7→ gξ on G, then for ξ, ζ ∈ g

adξ(ζ) := d1lAd(ξ) ζ = d
dt

∣

∣

t=0
exp(tξ)ζ exp(tξ)−1 = Lξζ(1l) = [ξ, ζ].

In the case of a matrix group note that the Lie bracket is given by the
commutator [ξ, ζ] = ξζ − ζξ.

Coming back to the principal bundle let Θ : G → Diff(P ), g 7→ Θg denote
the action of G on P . Then for v ∈ TpP , g ∈ G we write

vg := dpΘg(v).

Moreover, the infinitesimal action is defined for ξ ∈ g and p ∈ P by

pξ := d1lΘ(ξ) p = d
dt

∣

∣

t=0
p exp(tξ).
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Furthermore, a G-bundle isomorphism is a bundle isomorphism that pre-
serves the action of the Lie group G, and such isomorphic bundles are usually
identified. So when studying a fixed bundle we also have to consider its G-
bundle automorphisms, i.e. diffeomorphisms ψ : P → P such that π ◦ ψ = ψ
and that are equivariant, ψ(pg) = ψ(p)g for all p ∈ P, g ∈ G. Every such au-
tomorphism is given by ψ(p) = p u(p), where the smooth map u : P → G is a
unique element of the gauge group G(P). This means that u is equivariant,

u(pg) = g−1u(p)g ∀ p ∈ P, g ∈ G.

Obviously, composition ψ2 ◦ ψ1 of G-bundle isomorphisms corresponds to
group multiplication u1u2 of the corresponding gauge transformations. More-
over, the gauge group is isomorphic to the group of sections of the associated
bundle P×cG. Let u ∈ G(P ), then the corresponding section ū : M → P×cG
is given by

ū(π(p)) = bp, u(p)c ∀ p ∈ P.

In the local trivialization a gauge transformation u ∈ G(P ) is represented by
uα = φ̃α ◦ ū : M → G and acts by (x, g) 7→ (x, g uα(x)) on Uα × G. Here
φ̃α(bp, gc) = φα(p) g φα(p)

−1 is the second component of the trivialization Φ̃α

of P ×c G. Thus uα(x) = φα(p)u(p)φα(p)
−1 for all p ∈ π−1(x), and hence on

Uα ∩ Uβ one has the transition identity

uβ = φ−1
αβuαφαβ.

Finally, to introduce connections we first note that the G-bundle P has a
canonical vertical subbundle V ⊂ TP given as follows. For every p ∈ P
the vertical space Vp = ker(dpπ) ⊂ TpP is composed of all tangencies pξ,
ξ ∈ g to the orbits of G through p. Every complement of Vp is isomorphic
to im(dpπ) = Tπ(p)M , but there is no canonical choice of this horizontal
space in TpP . Now a connection of P defines such an equivariant horizontal
distribution H ⊂ TP as follows.

A connection on P is an equivariant g-valued 1-form with fixed values
in the vertical direction, i.e. A ∈ Ω1(P ; g) satisfies

Apg(vg) = g−1Ap(v)g ∀ v ∈ TpP, g ∈ G,

Ap(pξ) = ξ ∀ p ∈ P, ξ ∈ g.
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We denote the set of smooth connections by A(P). Now every connection
A ∈ A(P ) corresponds to a splitting TP = V ⊕ H, where the horizontal
distribution H is defined by Hp = kerAp.

Again, this can be formulated equivalently in terms of an associated bun-
dle. If we fix one connection Ã ∈ A(P ) then the space of connections is the
affine space A(P ) = Ã + Ω1

Ad(P ; g). Here Ωk
Ad(P ; g) denotes the space of

equivariant horizontal k-forms, i.e. τ ∈ Ωk(P ; g) that satisfy

Θ∗
gτ = g−1τg ∀ g ∈ G,

ιpξτp = 0 ∀ p ∈ P, ξ ∈ g.

Now this space is isomorphic to the space Ωk(M ; gP ) of k-forms on M with
values in the associated bundle gP = P ×Ad g. Indeed, for τ ∈ Ωk

Ad(P ; g) the
corresponding τ̄ ∈ Ωk(M ; gP ) is uniquely defined by

bp, τp(Y1, . . . Yk)c = τ̄π(p)(dpπ(Y1), . . .dpπ(Yk)) ∀Y1, . . . Yk ∈ TpP.

Consequently, in the local trivialization every τ ∈ Ωk
Ad(P ; g) is represented

by τα = φ̃α ◦ τ̄ ∈ Ωk(Uα; g). Here φ̃α(bp, ξc) = φα(p) ξ φα(p)
−1 is the second

component of the associated trivialization of gP . On the intersection Uα∩Uβ
of two charts these k-forms satisfy

τβ = φ−1
αβ τα φαβ. (A.1)

In the case of connections this local representation depends on the chosen
connection Ã and there is no canonical choice for this reference connection.
However, locally on π−1(Uα) a natural choice of the reference connection
is Ãα = φ−1

α dφα . This corresponds to the pullback of the splitting under
Φα : P → Uα × G. The local representative Aα ∈ Ω1(Uα; g) of A ∈ A(P ) is
then given by

Aα(dpπ(Y )) = φα(p)A(Y )φα(p)
−1 − dpφα(Y )φα(p)

−1 ∀Y ∈ TpP.

Note that the transition between different coordinate charts is different from
(A.1) since the reference connection is not globally defined. On Uα ∩ Uβ one
has

Aβ = φ−1
αβAαφαβ + φ−1

αβdφαβ.

One can think of this as the effect of a local gauge transformation. So next,
we discuss the action of the gauge group. Consider a gauge transformation
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u ∈ G(P ) and the corresponding G-bundle automorphism ψ : p 7→ p u(p).
Their action on a connection A ∈ A(P ) is given by

u∗A := ψ∗A = u−1Au+ u−1du.

This is the connection on ψ∗P ∼= P that corresponds to the connection A on
P . Hence u∗A and A are viewed as equivalent connections – they are gauge
equivalent. Finally, the local formula for the gauge action is

(u∗A)α = u−1
α Aαuα + u−1

α duα.

This shows that locally a gauge transformation can also be thought of as a
change of the trivialization.

Connections also induce covariant derivatives on associated vector bun-
dles. In particular, a connection A ∈ A(P ) defines the following covariant
derivative on gP :

∇A :
Γ(gP ) −→ Γ(T∗M ⊗ gP )
s 7−→ ds + [A, s].

Here and throughout, Γ(·) denotes the set of smooth sections of a bundle.
For X ∈ TxM with Y ∈ TpP such that dpπ(Y ) = X this evaluates as

∇As(X) = b p , dps(Y ) + [A(Y ), s(p)] c ∈ (gP )x,

where on the right hand side s ∈ Γ(gP ) is understood as map from P to g.
By a standard construction this covariant derivative can then be extended
to ∇A : Γ(⊗kT∗M ⊗ gP ) → Γ(⊗k+1T∗M ⊗ gP ) for all k ∈ N as follows. Let
∇ be the Levi-Civita connection on M , then for α ∈ Γ(⊗kT∗M ⊗ gP ) and
X0, . . . , Xk ∈ Γ(TM)

∇Aα(X0, . . . , Xk) = ∇A (α(X1, . . . , Xk)) (X0) − α(∇X0X1, X2, . . . , Xk)

− . . .− α(X1, . . . , Xk−1,∇X0Xk). (A.2)

But the covariant derivative on gP can also be understood as the special case
k = 0 of the exterior derivative

dA :
Ωk

Ad(P ; g) −→ Ωk+1
Ad (P ; g)

τ 7−→ dτ + [A ∧ τ ].
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Here [A∧τ ] denotes the wedge product of the two forms with the Lie bracket
used to combine the values in g. For example, for A,B ∈ Ω1

Ad(P ; g) and
X, Y ∈ TpP

[A ∧B](X, Y ) = [A(X), B(Y )] − [A(Y ), B(X)].

Now dA
2 does not vanish in general, but we obtain dAdAτ = [FA ∧ τ ] for all

τ ∈ Ωk
Ad(P ; g), with the curvature

FA = dA + 1
2
[A ∧ A] ∈ Ω2

Ad(P ; g).

The curvature satisfies the Bianchi identity (see e.g. [KN, II,Theorem 5.4])

dAFA = 0.

Locally, the exterior derivative dA on τ ∈ Ωk
Ad(P ; g) is represented by

(dAτ)α = dτα + [Aα ∧ τα].
Thus for the curvature in terms of the local representatives Aα of the con-
nection we obtain the same formula as globally,

(FA)α = dAα + 1
2
[Aα ∧ Aα].

In coordinates (x1, . . . , xk) of Uα and dropping the subscript α one has the
following formula for the components Fij := FA( ∂

∂xi ,
∂
∂xj ) of the curvature,

Fij = ∂Ai

∂xj − ∂Aj

∂xi + [Ai, Aj].

A change of the trivialization has the effect that on Uα ∩ Uβ the local repre-
sentatives of the curvature satisfy (FA)β = φ−1

αβ(FA)αφαβ. Analogously, gauge
transformations act on the curvature by the adjoint action,

Fu∗A = u−1FAu ∀A ∈ A(P ), u ∈ G(P ).

A connection A ∈ A(P ) is called flat if its curvature vanishes, FA = 0. This
is equivalent to dA ◦ dA = 0, and moreover one has the following characteri-
zation, see e.g. [DK, Section 2.2].

Theorem A.1 A connection A ∈ A(P ) is flat if and only if the associated
horizontal distribution H = kerA ⊂ TP is locally integrable. That is given
a fixed trivialization over a simply connected domain Uα ⊂ M there exists a
local gauge transformation u ∈ G(P |Uα) such that (u∗A)α = 0, or equivalently
if one changes the trivialization by uα, then H = TUα × {0}.
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Every connection A ∈ A(P ) also defines parallel transport in P . Along a
path γ : [0, 1] →M the parallel transport

Πγ : Pγ(0) → Pγ(1)

is given by s(0) 7→ s(1), where s : [0, 1] → P is a horizontal lift of γ, i.e.
π ◦ s = γ, such that ṡ(t) ∈ Hs(t) for all t ∈ [0, 1]. The parallel transport is
equivariant in the sense that Πγ(pg) = Πγ(p)g, so Πγ is determined by its
value on one fixed p ∈ Pγ(0). For loops γ starting at a fixed x and with fixed
p ∈ Px, the parallel transport can be identified with group elements hγ via
Πγ(p) = phγ. However, if p is allowed to vary, then hγ is welldefined only up
to conjugation.

If the connection is flat, i.e. H is locally integrable, then the parallel trans-
port is invariant under homotopies of the path with fixed endpoints. Thus
for fixed x ∈M and p ∈ Px every flat connection determines a representation
of π1(M,x) in G, the holonomy based at x,

ρx,p(A) :
π1(M,x) −→ G

γ 7−→ hγ .

Variation of x in a connected component or another choice of p results in a
conjugation of ρx,p. In the case of a trivial bundle P = M × G, there is a
natural choice p = (x, 1l) which leads to a natural welldefined based holonomy

ρx :
A(P ) −→ Hom(π1(M,x),G)
A 7−→ ρx(A).

If M is connected then the conjugacy class of ρ := ρx,p is welldefined inde-
pendently of the choice of x and p. Moreover, gauge transformations also act
on the holonomy by conjugation,

ρx,p(u
∗A) = u(p)−1ρx,p(A) u(p).

One even finds that two flat connections are gauge equivalent if and only
if their holonomies are conjugate. Conversely, given a representation of the
fundamental group in G one can construct a G-bundle and a connection on
it that has this holonomy map. So denote the space of flat connections on
a G-bundle over a fixed base manifold M by Aflat(M), the group of gauge
transformations on such bundles by G(M), and the conjugacy equivalence
relation by ∼, then this leads to the following observation (see e.g. [DK,
Proposition 2.2.3]).
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Theorem A.2 Let M be connected, then the holonomy induces a natural
bijection of sets

Aflat(M)/G(M) ∼= Hom(π1(M),G)/ ∼ .

Next, one would like to have a gauge invariant quantity measuring the
nonflatness of a connection. Note that the norm of the curvature is indeed
gauge invariant if g is equipped with an inner product that is invariant under
the adjoint action of G. So from now on we restrict ourselves to compact Lie
groups G because of the following proposition. Its proof can be found in [K,
Proposition 4.24].

Proposition A.3 Let G be a compact Lie group and let g be its Lie algebra.
Then there exists an inner product 〈·, ·〉 on g that is invariant under the
adjoint action of the Lie group,

〈 gξg−1, gζg−1 〉 = 〈 ξ, ζ 〉 ∀ξ, ζ ∈ g, g ∈ G. (A.3)

Remark A.4

(i) The G-invariant inner product on g moreover satisfies for all ξ, ζ, η ∈ g

〈 [ξ, η], ζ 〉 = 〈 ξ, [η, ζ] 〉.

(ii) The G-invariant inner product on g induces a metric on G by

〈X , Y 〉G := 〈 g−1X , g−1Y 〉 ∀X, Y ∈ TgG.

In this metric the left and right multiplications are isometries of G.
Denote by expg the exponential map with base point g ∈ G and set
exp := exp1l, then for all ξ ∈ g and g ∈ G

expg(gξ) = g exp(ξ), exp(g−1ξg) = g−1 exp(ξ)g.

Moreover, the geodesics are the flow lines of the left invariant vector
fields, hence they are 1-parameter subgroups: For all s, t ∈ R and ξ ∈ g

exp((s+ t)ξ) = exp(sξ) exp(tξ).
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Here (i) follows from differentiating (A.3) with g = exp(tη). In (ii) one has
used that for all ξ ∈ g and g ∈ G both t 7→ expg(tgξ) and t 7→ g exp(tξ) are
geodesics with identical initial values. The same holds for t 7→ exp(tg−1ξg)
and t 7→ g−1 exp(tξ)g.

A flow line γ(t) satisfies γ̇(t) = γ(t)ξ for some ξ ∈ g. One checks the
geodesic equation ∇γ̇ γ̇ = 0 with Z(t) = γ(t)η for all η ∈ g,

g(∇γ̇ γ̇, Z) = Lγ̇ g(γ̇, γη) − 1
2
LZ g(γ̇, γ̇) − g(γ̇, [γ̇, γη])

= Lγ̇〈 ξ , η 〉 − 1
2
LZ〈 ξ , ξ 〉 − 〈 ξ , [ξ, η] 〉 = 0.

Throughout this thesis every compact Lie group G is equipped with the
metric from proposition A.3 and remark A.4. Furthermore, fix a metric
on M . This defines a volume element dvolM and the Hodge operator ∗ on
differential forms. Together with the inner product of g this moreover defines
an inner product on the fibres of ⊗kT∗M ⊗ gP for all k ∈ N0 as follows. In
the first component of the fibre, ⊗kT∗

xM , use the standard inner product on
T∗M in each factor. On (gP )x = {bp, ξc

∣

∣ p ∈ π−1(x), ξ ∈ g} the G-invariant
inner product of g induces the welldefined

〈 bp, ξc , bp, ζc 〉gP
:= 〈 ξ , ζ 〉.

For σ, τ ∈ Ωk(M ; gP ) this pointwise inner product equals the inner product
of the local representatives σα, τα in every trivialization over Uα ⊂M ,

〈 σ , τ 〉ΛkT∗M⊗gP
= ∗〈 σ ∧ ∗τ 〉gP

= ∗〈 σα ∧ ∗τα 〉g = 〈 σα , τα 〉ΛkT∗M⊗g.

In the second and third expression the values of the differential forms are
paired by the inner product idicated by the subscript. For example, for
g-valued 1-forms σ = σ1dx

1 + σ2dx
2 and τ = τ1dx

1 + τ2dx
2 on R2 one has

〈 σ ∧ τ 〉g =
(

〈 σ1, τ2 〉g − 〈 σ2, τ1 〉g
)

dx1 ∧ dx2.

Usually the inner product is clear from the context, so we drop all subscripts.
Furthermore, ∗ denotes the obvious Hodge operator on gP - or g-valued dif-
ferential forms. (When written in local coordinates as a sum of products
of sections (or g-valued functions) and differential forms dxi1 ∧ . . .dxik the
Hodge operator only operates on the differential form.)

Now the curvature FA can be viewed as a section of ⊗2T∗M ⊗ gP , so the
norm induced by above inner product defines a function |FA| : M → R that
can be integrated to give the Yang-Mills energy

YM(A) =

∫

M

|FA|2 dvolM .
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Due to the invariance of the metric (A.3) this functional on A(P ) is gauge
invariant,

YM(u∗A) = YM(A) ∀ u ∈ G(P ).

Its extrema solve the weak Yang-Mills equation

∫

M

〈FA , dAβ 〉 = 0 ∀ β ∈ Ω1(M ; gP ). (A.4)

Here Ω1(·) denotes the smooth 1-forms. When the base manifold M is com-
pact and has no boundary then for smooth connections (A.4) is equivalent
to the usual Yang-Mills equation d∗

AFA = 0. If the base manifold is allowed
to have boundary then (A.4) for smooth connections is equivalent to the
following boundary value problem:

{

d∗
AFA = 0,

∗FA|∂M = 0.
(A.5)

Here the operator d∗
A : Ωk(M ; gP ) → Ωk−1(M ; gP ) is the formally adjoint

differential operator of dA : Ωk−1(M ; gP ) → Ωk(M ; gP ) defined in the usual
sense: For ω ∈ Ωk(M ; gP ) and all β ∈ Ωk−1(M ; gP ) compactly supported in
the interior of M

∫

M

〈 d∗
Aω , β 〉 =

∫

M

〈ω , dAβ 〉.

From this one sees that d∗
A = −(−1)(n−k)(k−1) ∗ dA∗ on Ωk(M ; gP ), where

n = dimM , and locally for all ω ∈ Ωk(M ; gP )

(d∗
Aω)α = d∗ωα − (−1)(n−k)(k−1) ∗ [Aα ∧ ∗ωα]. (A.6)

The weak and strong Yang-Mills equation are preserved under gauge transfor-
mations. For the weak equation this is obvious from the gauge invariance of
the Yang-Mills functional – the extrema come in gauge orbits. For the strong
(i.e. pointwise) equation (A.5) one can check that d∗

u∗AFu∗A = u−1(d∗
AFA)u.

So far this is all well defined since we only considered smooth connections.
The Yang-Mills energy might however be infinite if the base manifold M
is not compact. In that case there also are no natural Sobolev spaces of
connections. So for the rest of this appendix we assume both M and G to
be compact and explain how above concepts generalize to the appropriate
Sobolev spaces.



139

Firstly, for 1 ≤ p <∞ and k ∈ N the Sobolev space of connections

Ak,p(P ) := Ã+W k,p(M,T∗M ⊗ gP ),

is independent of the choice of a smooth reference connection Ã ∈ A(P ).
Only the corresponding Sobolev norm ‖·‖W k,p onW k,p(M,T∗M⊗gP ) depends
on Ã unless k = 0. This norm is defined as usual – using the Levi-Civita
connection on M and the above norm on ⊗`T∗M ⊗ gP . The Sobolev space
then is the completion of the space of smooth connections with respect to
this norm. In a local trivialization over U ⊂ M the connections in A1,p(P )
are represented by 1-forms in

A1,p(U) := W 1,p(U,T∗U ⊗ g),

and the corresponding Sobolev norm is the usual W 1,p-norm on this space.
The gauge action can also be defined for a suitable Sobolev space of gauge
transformations for kp > n. (The definition of this Sobolev space requires
the choice of an atlas for G, but for kp > n it is independent of this choice.)

Gk,p(P ) := W k,p(M,P ×c G).

This space consist of all those gauge transformations u = s · exp(ξ), where
s ∈ G(P ) is smooth and ξ ∈ W k,p(M, gP ) is understood as equivariant map
ξ : P → g. In a trivialization over U ⊂ M gauge transformations in Gk,p(P |U)
are represented by maps u ∈ Gk,p(U), i.e. u = s · exp(ξ) : U → G with
s ∈ C∞(U,G) and ξ ∈ W k,p(U, g). For more details on these Sobolev spaces
see e.g. [We, Appendix B].

These sets are Banach manifolds in the topological space of continuous
gauge transformations and they are actual groups with continuous group
operations. A proof of the following lemma can for example be found in [We,
Appendix A].

Lemma A.5 Let k ∈ N and 1 ≤ p < ∞ be such that kp > n. Then group
multiplication and inversion are continuous maps on Gk,p(P ), and the gauge
action is a continuous map

Gk,p(P ) ×Ak−1,p(P ) −→ Ak−1,p(P )
(u,A) 7−→ u∗A.

If the base manifold M is noncompact, then one considers the Sobolev
spaces Ak,p

loc(P ) and Gk,ploc (P ) of locally W k,p-regular connections and gauge
transformations respectively – these are required to be of class W k,p on every
compact subset of M .
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