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1. Introduction.

This paper is an expanded version of the Courant Lectures I gave at NYU during
March, 2002, and provides a idiosyncratic overview of some partial differential equations
methods recently developed for “weak KAM theory”. I am pushing here the viewpoint that
useful information can be extracted from (i) examining two coupled PDE, a generalized
“eikonal” equation and a related “continuity” equation, and (ii) exploiting elementary
convexity arguments.

I adopt throughout an expository, heuristic style, with the particular aim of emphasizing
these two principles: Consult the original papers for precise assertions and full proofs. 1
discuss mostly my own work (much joint with D. Gomes) and leave out details about the
discoveries of Mather, Fathi, and many others. This omission is entirely due to my lack of
expertise. While it is currently not so certain that really new dynamical information can
be extracted from these arguments, this PDE approach seems to me interesting, at the
very least pouring old wine into new bottles.

I thank everyone at the Courant Institute for their kindness and hospitality during my
visit. My thanks also to the referee for his/her comments, all of which I have carefully
considered, if not fully implemented.

1.1 Lagrangian and Hamiltonian dynamics. We start with a quick and absolutely
low-tech review of Lagrangian and Hamiltonian dynamics.

Lagrangian. We begin with a smooth Lagrangian L : R" xT" — R, L = L(v,x), where
v in R™ denotes velocity®, and x in T™, the flat torus in n dimensions, denotes position.
Our primary hypotheses will be that

(1.1) the mapping x — L(v,x) is T™ periodic
for each v € R", and

(1.2) the mapping v — L(v, z) is uniformly convex
for each x € T".

Given a time 7" > 0 and a Lipschitz continuous curve x(-) : [0,7] — R™, the correspond-
ing classical action is

Ar[x()] == /0 L(%,x) dt.

We call x() a critical point of the action if it solves the Euler-Lagrange system of ODE
— 4 (DyL(%,%)) + Dy L(%,x) = 0. In this formula and below, D, := (3%, ..., 3%), D, :=
(8%1, ce %), etc.

Hamiltonian. We next define the momentum p := D, L(%,x) and the Hamiltonian
H:R"xR"— R, H= H(p,x), by the formula

(1.3) H(p,z) = mﬁx{p -v— L(v,z)}.

*See the Appendix for a translation between our notation and that more customary in physics and in
dynamics.
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Under reasonable assumptions, H is uniformly convex in the variable p.
The pair x, p solves Hamilton’s equations

% = D, H(p,x)
(14) { -
p=—D.H(p,x).
Generating function, canonical change of variables. To attempt to integrate
these Hamiltonian ODE, we introduce a generating function u : R® xR" — R, u = u(P, ).
We propose a change of variables (p, ) — (P, X), implicitly defined by the formulas

(L5) { p= D,u(P,x)

X = Dpu(P, x).

Hamilton—Jacobi equations. Assume next u solves the stationary Hamilton—Jacobi
type PDE

(1.6) H(D,u(P,z),z) = H(P) inR",

where at this point in the exposition the right hand side simply denotes some function of
the variable P alone. Suppose as well that we can invert the relationships (1.5) to solve
for P, X as smooth function of p, z. A calculation shows that we thereby transform (1.4)
into the trivial dynamics

(1.7)

X = DH(P)
P=0.

In the language of mechanics, P is an “action” and X an “angle” or “rotation” variable.
See Goldstein [Gd] or Arnold-Kozlov—Neishtadt [A-K-N] for more.

Integrability and weak KAM theory. But we cannot carry out this classical proce-
dure in general, since the PDE (1.6) does not usually admit a smooth solution and, even if
it does, the canonical transformation (p,z) — (P, X) is not usually globally defined. Only
very special Hamiltonians are integrable in this sense: see for instance Deift [D].

What remains is the possibility of coming up with some sort of weak interpretation of
the classical program outlined above. Indeed Aubry[Au], Mather [Mt1-4], Fathi [F1-4], E
[EW] and others have shown that certain solutions of (1.4), those arising from appropriate
minimizers of the action, correspond to sorts of “integrable” structures within the full
dynamics, generalizing the classical notion of invariant tori. Weak KAM theory (so named
by A. Fathi) is the attempt to bring to bear global PDE techniques to continue this analysis,
with particular emphasis upon problems with many degrees of freedom.

Let me emphasize also that, unlike conventional KAM theory, weak KAM theory is
not perturbative. PDE and measure theory together provide us with solutions of the
cell equation (C) and the transport equation (T'), explained later, in the large. The
fundamental technical issue is rather that these generalized solutions are not necessarily
smooth, and so the classical calculations above are not obviously justified.
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Some references. Good introductory lecture notes on Mather’s variational principle
in dynamics have been written by Contreras—Iturriaga [C-I] and by Fathi [F5]; and Forni-
Mather [Fo-M] is another nice reference. See as well Mané [Mn1-3|, Fathi-Mather [Fa-M]
and also Bernard [Be|. Different sorts of PDE methods are discussed in Jauslin-Kreiss—
Moser [J-K-M] and E [EW].

Other recent developments of the PDE methods include these papers: Alvarez—Bardi
[A-B], Barles—Souganidis [B-S], Concordel [C1,C2], [E-G2], Fathi-Maderna [F-Ma], Fathi—
Siconolfi [F-S1,2], Gomes [G1-4], etc. See also Lions-Souganidis [L-S] for probabilistic
methods and interpretations. One omission in this survey is any discussion of Fathi’s PDE
methods for “Peierls barriers” [F1-4].

1.2 An action minimization principle. Suppose that we have at hand a curve x :
[0,00) — R™ that minimizes for each time T" > 0 the action Ap[-], among Lipschitz curves
y(-) with x(0) = y(0), x(T) = y(T). We call such a curve an absolute minimizer, and are
interested in absolute minimizers which satisfy for a given vector V' € R™ the asymptotic
growth condition

(1.8) lim =~ =V,

However in general absolute minimizing curves with these given asymptotics will not exist.
This is shown by a famous example of Hedlund, discussed for instance in reference [EW].

A relaxed problem. As suggested by Mather, we can however “relax” the problem
and look instead for a measure y on the configuration space R™ x T™ that minimizes the
generalized action

(1.9) A= [ [ Levz)d

subject to the constraints that

(1.10) / / v-D¢du=0 forall ¢ € C(T"),
(1.11) p(R™ xT™) =1, u>0,
and

(1.12) /n/nvdu:V.

Condition (1.11) says of course that u is a probability measure and (1.12) generalizes (1.8).
Requirement (1.10), a “weak” flow invariance condition on pu, generalizes the classical
idea that the action be computed along a curve. We will later reexamine this particular
formulation of flow invariance, and will show that for a minimizer it implies an apparently
stronger notion.
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Mather has shown that in general there exist minimizing measures in this sense. We
want to study their properties, in hopes of discovering some sort of “integrable structure”
consistent with the foregoing classical formulation in terms of action-angle variables. For
later reference, we define

(1.13) L(V):= m&n{A[u] | conditions (1.10) — (1.12) hold}.

The function L : R® — R so defined is the effective Lagrangian, and will reappear in
another context later.

2. Linear programming insights.

Mather’s variational interpretation in effect “linearizes” our problem: we are asked to
minimize the linear functional (1.9), given the linear equality and inequality constraints
(1.10) — (1.12). This is a linear programming problem in infinite dimensions, for which, as
we show in this section, following [E-G3], a remarkable amount of useful information can
be formally extracted from duality theory.

2.1 Review.

Finite dimensional linear programming. (Bertsimas-Tsitsiklis [B-T], Lax [L]) If
r € RY is a vector, x = (z1,22,...,TN), we write > 0 to mean x; > 0 fori =1,..., N.

We are given vectors ¢ € RV, b € RM and an M x N matrix A. The primal problem is
finding & € RY to

(P) minimize c¢-x, subject to Ax =b, x > 0;
and the corresponding dual problem is finding § € RM to

D maximize y - b, subject to ATy < c.
( y j y

Suppose that problem (P) has a solution & and (D) has a solution 3. A basic theorem
of finite dimensional linear programming asserts that

(2.1) c-T=79Y-b
or, equivalently,
(2.2) & (ATg—c)=0.

This last equality expresses the complementary slackness condition, and implies for each
i=1,...,N, that either #; = 0 or (AT —¢); = 0, or both. Think of this as saying that if
a constraint is inactive, the corresponding Lagrange multiplier is zero.

Infinite dimensional linear programming. (Anderson-Nash [A-N]) For our ap-
plication to (1.9) — (1.12), we move to a more general setting. So suppose X,Y denote
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real vector spaces, and assume X is endowed with a partial ordering, inducing a partial

ordering on its dual space X*. The pairing between a space and its dual is denoted (, ).
Fix ¢* € X*, b€ Y and suppose A : X — Y is a bounded linear operator, with adjoint

A*:Y* — X*. The primal problem is to find & € X to

(P) minimize (¢*,z), subject to Az =b, x > 0;

and the dual problem is to find g* € Y* to

(D) maximize (y*,b), subject to A*y* < c*.

Suppose that Z is optimal for (P) and ¢* is optimal for (D). If it happens that

(2.3) (g7,b) = (c", 1),
then
(2.4) (A*yg* —c*,2) = 0

and the identity (2.4) is another form of the complementary slackness condition.

2.2 Application to Mather’s variational problem. Next we cast our variational
problem into the foregoing framework and see in particular what complementary slackness
implies. So let us take X = M(R™ x T™), the space of Radon measures on R” x T", and
Y =CHT")* x R xR™ Let ¢* =L e X* b= (0%1,V) € Y, where 0* denotes the zero
functional. If p € X, we write

(2.5) Ap = (LM,N(R” x T”),/n /nvd,u) .

In this expression L, denotes the linear functional defined for each ¢ € C(T") by the
formula L,¢ == [p. [pn v Dé(x) dp.

Primal problem. The primal problem (P) is therefore to find a measure p to

(2.6) minimize (¢*, u) :/ / Ldpu,
subject to the requirements that
(2.7) >0, Au="b.

Dual problem. Let y* = (v(:),wp,w) € Y* = CHT")** x R x R". We will vastly
simplify this heuristic discussion, by just assuming hereafter that in fact v(-) is a C*
function. (There is a notational pitfall here, since v also denotes the velocity variable; and
I will therefore carefully distinguish below between the variable v € R™ and the function

v(-) € C1(T™). Accepting this for the moment resolves many notational problems later.)
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We compute A*y* by calculating for x = p that

(A*y* ) = (y*, Az) = / / v+ Dv(x) + wo +w - vdpy,
and deduce
(2.8) A*y* =wo +v - (w+ Dv(x)).
So the dual problem is to find y* = (v(-), wp, w), to
(2.9) maximize (y*,b) =wo+V - w,
subject to the pointwise constraints that

(2.10) wo 4+ v+ (w+ Dv(x)) < L(v,z) in R™ x T".

2.3 Interpretations of complementary slackness. We now assume that & = 4 and
7* = (v(+), wp, w) are optimal. We continue simply to suppose that v(-) € C!, and also for
heuristic purposes hypothesize that the complementary slackness condition is valid. This

says
(2.11) wo +v - (w+ Dv(x)) = L(v,z) on spt(u).

I write “spt” for support.
Geometry of the support of u. For each fixed x € T™, define the function

Y(v) :=L(v,x) —v- (w+ Dv(x)) —wy (veR").
Then
(2.12) >0 onR" and 1 =0 on spt(u).

Since L and therefore v are uniformly convex in the variable v, it follows for each x € T"
that the support of 1 in R™ x {z} consists of at most one point v € R™. Since the gradient
of 1 vanishes at its minimum, we in fact have D, L(v,z) = w + Dv(z). Consequently, the
support of the measure p lies on the n-dimensional graph v = (D,L(-,x))~!(w + Dv(z))
over T™. This is a sort of regularity assertion for the structure of the minimizing measure
L.

Solutions of a generalized eikonal PDE. Owing to (2.10), we have

(2.13) H(w+ Dv(z),x) = max {v-(w+ Dv(z)) — L(v,x)} < —wy on T",

with equality on the support of o := proj, 1, the projection of p onto the x-variables. We
change notation, now to write

(2.14) P:=w, H(P):=—wo.
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Now writing Dv = Dv(x), we have

(2.15) H(P+ Dv,z) < H(P) onT",
with
(2.16) H(P + Dv,z) = H(P) on spt(o).

The support of our measure consequently lies within the graph v = D, H (P + Dv(z),z) =
D,H(Du(z),z), for

(2.17) u:=P- x40

Weak flow invariance implies flow invariance. Next we show that the weak flow
invariance condition (1.10) implies actual flow invariance for our minimizer u. To do so,
it is most convenient to switch to the Hamiltonian formulation. We consequently use the
mapping p = D,L(v,x) to push forward p from the configuration space with variables
(v, ) to a measure v on the phase space with variables (p,z). Since v = D,H (p, z), (1.10)
says for ¢ € C1(T"), ¢ = ¢(x), that

0:/ / v-qud,u:/ D,H(Du,z) - D¢ dv.
n n Rn T’VL

Now take ® € CH(R™ x T"), ® = &(p,z), and write ¢(x) := ®(Du(z),z). Then D¢ =
D,® + D,®D?*u. Furthermore (2.15),(2.16) imply that D,H + D,HD?u = 0 on the
support of o. Therefore, letting {-} denotes the Poisson bracket, we deduce

/ RUDTE / [ D,H(Du(a).) - Do = D, H(Du(w).2) - Dy do
:/ : D,H(Du(z),z) - D,® + D,H(Du(x),z)D*u - D,® dv

= / D,H(Du(z),z) - D¢ dv = 0.
n Jn

This identity says that v is invariant under the full Hamiltonian flow (1.4). This is a
variant of an observation due originally to Mané.

What is linear programming telling us? The foregoing formalism suggests strongly
that we focus attention on the generalized eikonal equation (2.16), the right hand side of
which is an unknown function of the variable P alone. Recalling (2.17), we note that this
is formally the same as (1.6).

For future reference, we restate the eikonal equation:

(2.18) H(Du,z) = H(P) on spt(o),
8



the right hand side of which will turn out to be the effective Hamiltonian (about which
more later) evaluated at P € R™. Furthermore, we can check that ¢ = proj, u = proj, v
solves the transport (or continuity) equation

(2.19) div(eD,H(Du,x)) = 0.

The point is that the formalism of linear programming has identitified these PDE as being
somehow relevant. It suggests also these interpretations:

(i) The vector P is the Lagrange multiplier for the constraint (1.12) that the measure
1 have the rotation, or average velocity, vector V.

(ii) The number H(P) is the Lagrange multiplier for the constraint (1.11) that p be a
probability measure.

(iii) The function u, solving the generalized eikonal equation, is the Lagrange multiplier
for the constraint (1.10) that u be weakly flow invariant.

We emphasize that all the calculations and conclusions of this section are purely formal:
our goal now is extracting some rigorous theory. But it is interesting, and I think surprising,
that the “soft” principles of linear programming predict such detailed structure.

3. The effective Hamiltonian.

3.1 How to construct H. We can rigorously build appropriate weak solutions of
(2.18), as shown in the unpublished, but classic, paper Lions—Papanicolaou—Varadhan [L-
P-V] . Consider for fixed P € R" the cell problem

{H(P—i—Dv,x):)\ in R”,

x +— v is T"-periodic.

As proved in [L-P-V] (and recounted in [E1]), there exists a unique real number \ for which
there exists a viscosity solution v = v(z), in the sense of Crandall-Lions. We may then
define H(P) := X\ and set

(3.1) u:=P x4+,

to recast the foregoing as

() H(Du,z)=H(P) inR"

The label “C” stands for either “cell problem” or “corrector problem”. This PDE is of
course a rigorously derived form of (2.18).

We understand v to solve (C) in the sense of viscosity solutions, but actually will
mostly need only that v is differentiable a.e. and that v solves the PDE at any point of
differentiability. It turns out that the function u is semiconcave, meaning that u¢e < o in
the sense of distributions, for all unit vectors £ and some constant a. We will sometimes
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think of u,v as depending only upon x, with P fixed, and will sometimes instead imagine
u, v as depending upon both x and P.

Let us call the function H : R™ — R so defined the effective Hamiltonian. Given H as
above, we define also the effective Lagrangian

(3.2) L(V):= s%p(P -V — H(P))

for V€ R™. Later we will show that this agrees with our previous definition (1.13). The
mappings H and L are convex, real-valued and superlinear.

Numerical computations. As we will see in following sections, the idea is that the
effective Hamiltonian H “encodes” information about certain dynamics: it is consequently
important to understand the structure of this function of P. It has however proved difficult
to obtain explicit formulas in dimensions n > 2, and hence numerical calculations seem
useful.

Gomes and Oberman [G-O] and Qian [Q] have numerically computed H for n = 2 in
several interesting cases, including H(p,z) = 5|p|* + W(z). See also Bourlioux-Khouider
[B-K], Oberman [O], etc.

3.2 Minimizing measures. ([E-G1]|) Having now at hand a weak solution of the
eikonal equation, we want to use it to study the minimizing measure . To do so, it is
most convenient to switch as in §2 to the Hamiltonian formulation. We therefore assume

we have a compactly supported Radon probability measure v on phase space R™ x T", for
which

(3.3) V= / D,H (p,x)dv
n Tn
and

(3.4) / UL T

for each C! function ® that is T"-periodic, where {-} again is the Poisson bracket. We
also suppose

(3.5) L(V) = /n /n L(D,H(p, ), ) dv.

We assume afterwards that the Hamiltonian H = H (p, z) is T"-periodic in x and uniformly
convex in p, meaning that DI%H > ~I as symmetric matrices for some constant v > 0. Note
that H(p,x) + L(v,z) > p - v, with equality if and only if p = D,L(v,x),v = D,H (p, z).
The projection of v onto the z—variables is denoted o.

Take now any P € OL(V) and let u = P -z + v be any viscosity solution of the
corresponding cell problem (C).
10



Theorem 3.1. (i) The function u is differentiable in the variable x o-a.e., and o-a.e.
point is a Lebesgue point for D u.

(ii) We have
(3.6) p = Dyu(P,z) v-a.e.

(iii) Furthermore,
(3.7) / H(p,z)dv = H(Dyu,r)do = H(P);
and if H is differentiable at P,

(3.8) / D,H(p,z)dv = D,H(D,u,z)do = DH(P).

Thus v is supported on the graph p = D,u(P,x) = P + D,v(P,z), which is single-valued
o-a.e. Also, the corrector PDE (C') holds pointwise, o-a.e. Compare assertion (ii) with
the classical canonical change of variables (1.5). Also,

(T) div(cDpH(Dyu,z)) =0 in T",

the label “T” standing for “transport equation”; and this is identical with the PDE (2.19)
formally derived earlier.

Idea of proof. We do not display the dependence of u on the variable P, and also write
Du for D u.

Take n. to be a smooth, nonnegative, radial convolution kernel, supported in the ball
B(0,¢), and set u® := n.*u. Using the uniform convexity of H in p and Jensen’s inequality,
we find that

(3.9) Be(x) + H(Dus(x),z) < H(P) + Ce

for each x € T", where
g
(3.10) 6.(0)i= 3 [ nele = p)IDuly) - Du(a) P dy
for some constant v > 0. Recalling again the strict convexity of H, we have

1/ | Duf (x) —p\QdV
2 n Tn

< [ [ D)0~ B0 - DH ) (D0 @) v
11
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Now Du® = P+Duv®, where v® = 1. v is periodic. Consequently [p,, [r. DpH-Dv®dv =0,
according to (3.4). Then

g / |Duf — p|* dv + B do
(3.12) O o

SE(P)—/ H+ D,H - (P —p)dv + Ce.
n T’VL

Next, P € 9L(V) implies L(V) + H(P) = P -V. Furthermore L(D,H (p,x), ) +
H(p,x) = DpH(p, x) - p. Recalling that V = [, [, DpH dv and substituting into (3.12),
we find

%/ / |Du — p|* dv + Be do
n n Tn

(3.13)
<L) +/ / L(D,H,z)dv + Ce = Ce.

Now send € — 0. Passing as necessary to a subsequence, we deduce first that 3. — 0 o-
a.e. Thus g-a.e. point x is a point of approximate continuity of Du. Since u is semiconcave
as a function of z, it follows that w is differentiable in z, o-a.e. Hence Du® — Du pointwise,
o-a.e., and so (3.13) also forces p = Du(z) = P 4+ Dv(x) v-a.e. O

3.3 A minimax formula. The following characterization of the effective Hamiltonian
will be useful later:

Theorem 3.2. We have

(3.14) H(P)= inf maxH(P+ Duv,x).
veC(T™) xz€Tn

Proof. Let u be a viscosity solution of H(Du,x) = H(P) and let ¢ be a corresponding
measure; so that div(oeD,H (Du,z)) = 0. As before, we think of u as depending only on
x. Take & = P -x + 0, where © any T"-periodic, C! function. Then convexity implies
H(Du,z) + DpH(Du,z) - (Dt — Du) < H(Du,z). We integrate with respect to o:

H(P) = H(Du,z)do < H(Du,z)do < max H(Du,x).
Tr Tr zeTn

Thus H(P) < infyecr maxgern H(P + D9, ).
On the other hand, the smoothed function u® := 7. x u = P - 2 4 v° satisfies as above
H(Duf,z) < H(P) + O(e) uniformly. And so infscc1 maxgepn H(P + Do, x) < H(P).
O

This quick proof is due to A. Fathi. Several authors, among them Mané, Contreras—
Iturriaga—Paternain and Gomes, have independently derived this identity. Fathi and
Siconolfi [F-S] have recently shown that there exists a C1 subsolution of (C).
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3.4 Homogenization. The effective Hamiltonian first arose in the PDE literature
in consideration of periodic homogenization problems for Hamilton—Jacobi equations, as
introduced by Lions—Papanicolaou—Varadhan [L-P-V]. (See also [E-1].) These authors look
at the initial value problem:

S

u; + H (Du®,2) =0 inR" x (0,0
u® =g onR"™ x {t =0},

under the primary assumption that the mapping = +— H (p, z) is T"-periodic. Consequently
as € — 0 the nonlinearity in (3.15) is rapidly oscillating; and the problem is to understand
the limiting behavior of the solutions u®. Lions, Papanicolaou and Varadhan show that
u® — u, the limit function v solving the intial value problem

{ut+H(Du):0 in R™ x (0, c0)
u=g¢g onR"x {t=0}.
Majda and Souganidis [M-S] discuss an interesting application of these ideas to turbulent

premixed flames: see also Bourlioux—Khouider [B-K]| for numerical studies.

Convexity of H. It is worth remarking that Lions et al. do not need to assume that
p+— H(p,x) be convex, and indeed their solution of the cell problem (C') requires only the
coercivity condition that H(p,x) — oo as p — oo. It is a major open problem to interpret
what H means for dynamics, should H be nonconvex in the momenta.

4. Partial regularity theory.
We devote this section to showing as in [E-G1] that our solution u of the cell problem
is “smoother” on the support of ¢ than it may be elsewhere in T".

4.1 Derivative estimates in the variable x. We provide first some purely formal
L? and L estimates for D2u on the support of o.

L2-inequalities. We assume that u is smooth, differentiate the cell PDE (C) twice
with respect to x;, and add:

Hpkpl (Dwu’ x)uwkxiumzwi + Hpk (Dﬂfu’ x)uﬂfszwz
+ 2Hpkl‘z‘ (Da?u? m)uﬂﬂkmz + Hl‘ixi(DIua .’13) =0.

By uniform convexity, the first term on the left is greater than or equal to v|D2u|?. Thus

’y/ |D2u|? do + DyH - Dy(Azu)do < C’+C’/ |D2u)| do.
n T"l

Tn

Since Ayu = A,v is periodic, the second term on the left equals zero, according to (7).
We consequently conclude

(4.1) / \D2u2do < C,
Tn
13



for some constant C' depending only on H and P. 0

L°°-inequalities. We can similarly differentiate the cell PDE twice in any unit direc-
tion &, to find

Hpkpl (DIUJ x)ul‘kfuﬂﬁzf + Hpk (Da?u7 «T)u$k§§
+2H,, ¢ (D, x)ug, ¢ + Hee(Dyu, x) = 0,
for uge = Z?,j:1 Uz, &i&j. Take a nondecreasing, function ® : R — R, and write ¢ :=

®’ > 0. Multiply the above identity by ¢(uee), and integrate with respect to o. After some
simplifications, we find

2 [ 1Dafotuce) o+ [ Dy Do(@uee) do < C [ otuge)do

Since uge = vge is periodic, the second term on the left is zero. We select ¢(z) = 1 if
z < —f and ¢(z) =0 if z > —f, for a constant 8 > 0. Since |Dju¢|* > ugg, we conclude
that o({uge < —B}) = 0 if p is large enough. Because semiconcavity provides the opposite
estimate uge < o, we thereby derive the formal bound

(4.2) luge|] < C o-ace.,

the constant C' depending only upon known quantities. 0

We next state a rigorous analog of estimates (4.1), (4.2), with difference quotients re-
placing some of the derivatives.

Theorem 4.1. (i) There ezists a constant C, depending only on H and P, such that
(4.3) / Dyu(P,x + ) — Dyu(P,2)2 do < C|h]2

for h € R™.
(ii) In addition, there exists a constant C such that

(4.4) lu(P,z + h) — 2u(P,z) + u(P,x — h)| < C|hJ?
for all h € R™ and each point x € spt(o).
If Dyu(P,z + h) is multivalued, we interpret (4.3) to mean

(4.5) / € — Dyul2do < C|hJ2
Tn

for some o-measurable selection & € D, u(P, -+ h).

Application: Lipschitz estimates for the support of v. We next note that spt(v)
lies on a Lipschitz continuous graph.
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Theorem 4.2. There exists a constant C' such that

(4.6) u(P,y) — u(P,z) — Dyu(P,z) - (y — x)| < Clz —y|?
for all y € T™ and o-a.e. point x € T™. Furthermore,

(4.7) |Dyu(P,y) — Dyu(P,x)| < Clz — vyl

for all y € T™ and for o-a.e. point x € T".

In fact, u is differentiable at each point x € spt(o), and estimates (4.6), (4.7) hold for all
y € T, x € spt(o). When D, u(P,y) is multivalued, (4.7) asserts |{ — Dyu(P, z)| < Clz—1y|
for all £ € D, u(P,y). In particular, for multivalued D, u(P,y) we have the estimate
diam(D,u(P,y)) < Cdist(y,spt(c)), providing a quantitative justification to the informal
assertion that “the support of o misses the shocks in Du”.

As an application of these bounds, we observe next that the set M = spt(v) lies on an
n-dimensional Lipschitz continuous graph. This important theorem (in position-velocity
variables) is due to Mather.

Theorem 4.3. ([Mt2]) There exists a constant C' for which
(4.8) |Dyu(P,x1) — Dyu(P,x2)| < Clzy — 22|
for o-a.e. pair of points x1,x2.

4.2 Derivative estimates in the variable P. We turn next to some bounds involving
variations in P, and as before begin with a heuristic calculation. So for the moment suppose
u and H are smooth, differentiate the cell PDE (C) twice with respect to P;, and sum:

Hpkpz (Dmua m)ul‘kPiuﬂElPi + Hpk (Dmua 'T)ul’kPiPi = HP1P1<P)

The first term is greater than or equal to | D2 ,ul?. Consequently
7/ | D2 pu|? do + DyH - D, (A u)do < AH(P),
T" T"

where AH is the Laplacian of H in P. Since A,u = A_,v is periodic, (T) implies the
second term on the left equals zero. Therefore

(4.9) / |D? pul? do < CAH(P) < C,
’I[‘n

if D2H (P) exists and is bounded. (I do not know how even formally to derive a sup-norm
bound for |D? pu| on the support of o.)

We next state a rigorous version of this calculation, which replaces derivatives by dif-
ference quotients.
15



Theorem 4.4. There exists a positive constant C' such that
(4.10) / |Dyu(P,z) — Dyu(P,z)|>do < C(H(P) — H(P) -V - (P — P))

for all P € R™.

If Dyu(P,x) is multivalued, we interpret (4.10) to mean
[ = Dau(Pa) P do < CHP) ~ B(P) ~ V- (P - P)

for some o-measurable selection &€ € Dyu(P,-).

Application: strict convexity of H in certain directions. The next estimate
allows us to deduce certain strict convexity properties of H.

Theorem 4.5. There exists a positive constant C such that if H is twice differentiable at
P, then

(4.11) |DH(P) - R| < C(R- D*H(P)R)"/?

for each R € R™.

So if D?H(P) exists, the effective Hamiltonian is strictly convex in any direction R
which is not tangent to its level set {H = H(P)}.

Idea of proof. We provide only the relevant formal calculations here. Differentiating the
cell problem with respect to P gives D, HD,pu = DH. Therefore

2

|DH(P) - R| < c/ |Dypu-R|do < C (/ |Dypu - Ry2da> < C(R-D*H(P)R)'/?,
Tn T~

the last inequality following from calculations as above. See [E-G1] for details. O

5. A new variational principle.

5.1 Calculus of variations in the sup—norm. The minimax formula (3.14) suggests
that we can compute H (P) by trying to minimize the sup-norm of H(P + Dv, x) over T".
This viewpoint is strongly reminiscent of “Aronsson’s variational principle” in the calculus
of variations: see Barron [B] for more about this. The idea is that we should not just try
to minimize the sup—norm of H(P 4 Dv,x) over T", but should rather look for a function
v which minimizes

|H(P + Do, )l 1= 0.

relative to its boundary values, for each open subdomain U C T™. We then call v an
absolute minimizer.
16



In this section we take inspiration from these ideas, to construct a new approximation
using an exponential expression, as in [E3]. An advantage is that this technique will
simultaneously build a (sub)solution u of the eikonal equation (C') and a measure solution
o of the transport equation (7). So given a positive integer k, we look for v* € C*(T") to
minimizing the functional

(5.1) I [v] ::/ hH(P+Dv"2) o

Under usual assumptions on H, there exists a minimizer v¥ € C°°(T"), which is unique
once we require an vk dx = 0.

PDE interpretations. The Euler-Lagrange equation for our minimizer of Iy [-] is
(5.2) div(ekH(D“k’m)DpH(Duk, x)) =0,

where we have as usual set u* := P -z + v*. Define

kH Duk,m _
(53) O'k = f € k;I-I((D % )) — ek(H(Duk7w)_Hk(P))’
Tn € utr)dx

for
_ 1
(5.4) H*(P) := z log (/ ekH(D“k’m)dx) .

Then ¢¥ > 0 and fw do* = 1, where do* := o*dx. Observe that the Euler-Lagrange
equation (5.2) now reads

(5.5) div(c” D, H(Du", 2)) = 0.

This is a form of our transport equation (7).

5.2 Convergence, approximating the effective Hamiltonian. Passing if necessary
to a subsequence, we have u¥ — u = P2+ v uniformly, and Du* — Du = P+ Dv weakly
in LV(T";R"), where v € W1>(T"). In addition, we may also suppose that ¢ — o
weakly as measures, where o is a Radon probability measure on T".

Theorem 5.1. (i) We have

_ _ 1
(5.6) H(P)= lim H*(P) = Jim_—-log ( / ekH(D“k’x)d:c> :
(ii) The function u is a viscosity solution of Aronsson’s equation

(5.7) —Hp, (Du,z)Hp, (Du, &) Ug,2; = Hy,(Du,x)Hp, (Du, x).
17



(iii) Furthermore,

(5.8) H(Du,z) < H(P) a.e. in T".

The mysterious PDE (5.7) is in effect the Euler-Lagrange equation for our limit “varia-
tional problem in the sup-norm”. Several authors have proposed so naming this equation
to honor G. Aronsson’s pioneering contributions.

Idea of proof. We will only prove (i). Take u = P - x + v solving (C). Then
/ 6kH(P—|—ka,a:)dw < / ek H(P+Dv.x) 1, — ekFI(P)y

and consequently

lim sup — ? log (/ ekH(D“k’f”)dw> < H(P).

k—o0

Suppose next that

k—o0

lim inf % log (/ ekH(D“k’x)dx> < H(P) -

for some ¢ > 0. Let LE k= {z €T | H(Du" z) > H(P) — £} . Then for some sequence

k; — oo, we have o Llog|Le k| + H(P) — % < H(P) — e. This implies |Lc,| < e k5.
Hence for each measurable set A C T™ with |A| > 0,
f H(Du,x dm<11m1nf][ H(Du" x)dr < H(P) — ;,

the slash through the integral denoting an average, and so H(Du,z) < H(P) — 5 a.e.
~ We now set u® := ns * u, where 15 denotes a standard mollifier. Then H(Du’, z) <
H(P)—% in T" for sufficiently small 6 > 0. This however contradicts the minimax formula

(3.14), as u® = P - 2 + v° for some smooth, periodic function v°. O
5.3 Minimizing measures again. To understand more about the structure of the
measure o, it is convenient to lift into R™ x T™, as follows. Define

(5.9) W= S p, H(Dur )} O

that is, [pn [fpn ®(v,2) dp” = [, ®(D,H(DuF, z),z) do" for each C* function ®.

It is not hard to check that the family of probability measures {u*}2°, on R™ x T"
is tight. Passing to a subsequence if necessary, we may suppose that ¥ — u weakly as
measures, for p a probability measure on R™ x T". Note that o = proj, u, the projection
of u into T™. Define also the vector

(5.10) Vo /n/nvdu.

18



Theorem 5.2. (i) The measure p is weakly flow invariant; that is,

(5.11) /n/nv-Dqﬁdu:O

for all ¢ € CH(T™).
(ii) The limit

(5.12) klim H(Du"*, z)do" = H(P)
— 00 Tn
holds.
(iii) Furthermore,

(5.13) Al :/ / Lv,2)dp = L(V), V € dH(P).
(iv) The function w is differentiable o-almost everywhere and
(5.14) v = D,H(Du,x) p-almost everywhere.

In particular, V := [, DyH(Du,x) do.

(v) We have

: u,x) = H o-almost everywhere
5.15 H(D H(P [ h
and
(5.16) div(eD,H) =0 in T".

Note we are only asserting that the eikonal PDE (5.15) holds on the support of o. This
is the primary difference between our approach and that of §3-4. Equations (5.15) and
(5.16) are forms of our basic PDE (C) and (7).

Remark: the two definitions of L. We can now show that the effective Lagrangian
L, defined in (3.12) as the convex dual of H, agrees with the earlier definition (1.13) (as
the value of Mather’s variational problem).

For this, let i be any measure satisfying (1.10) — (1.12) and suppose temporarily that
u = P-x+ v built above is smooth. Then we calculate upon recalling (1.9) that for any P

Alji) + H(P / / (v,2) + H(Du, ) dji

2//v-(P+Dv)dﬂ:P-//vdﬁ:P~V.

Alfi) = max{P -V = H(P)} = L(V).

Consequently

By smoothing u as usual with a mollifer, we obtain this inequality in general. But in view
of (5.13) we also have equality for the measure p built above, and this establishes the
identity (1.13). (The proof of (5.13) as written in [E3] invokes (1.13), but this fact is not
really used.)

5.4 Useful formulas. We compute next the first and second derivatives of H*:
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Theorem 5.3. Fork=1,... and P € R", we have the formulas

(5.17) DH"(P)= | D,H(Du*, z)do"
Tn

and

D?*H*(P) :k:/ (D,H(Du", x)D2pu* — DH*(P))
(5.18) ® (DpH(Du*, x)D? pu* — DH*(P)) do®

+ | D2H(Du"* 2)D2pu* @ D2pu® do*.
']I‘n

In particular, H* is a convex function of P.

Proof. We have ekH"(P) — an ekH(Du*2) 4o Differentiate with respect to Fj:

k:ekaI:IP = / ekH(Duk’x)kaiullglm dz

(5.19) "
k k

= / ekH(Du ’m)kai (5l,i + vllgzxi) dx = / ekH(Du ’I)]{;le d,

n

the last equality holding by (5.5). We cancel the k and rearrange, to derive (5.17).
As above, write out the I** component of (5.17), and differentiate with respect to P,,,:

6kﬁk<-ﬁ1]glpm +kH]lng£m):/ kH(Du x)(H UP Px; +Hp1pyu];31xlu]1€3mxj)dx

n

+k/ ekH(D“k’m)H quH upmmj dzx.

The integral of the first term on the right is zero, and we can refashion the remaining
expressions into formula (5.18). O

Application: nonresonance and averaging. Assume that H is differentiable at P
and that V = DH(P) satisfies the nonresonance condition:

(5.20) V.m0 for each vector m € Z", m # 0.

Theorem 5.4. Suppose also that D2H*(P) is bounded as k — oo. Then

(5.21) lim CID(Dpuk(P,x))dak:/ d(X)dX

k—oo Jrn

for each continuous, T™-periodic function ®.
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Proof. Observe first that the function 27 DPru” — g2mim-zo2rim-Dpv™ jg Tn_periodic.
Hence we have

0= | DH(Du* z)- D, (P do*
Tn

= 27Ti/ e2mim Dput D,H(Du",2) D2 pu" do*
P / 2rim et D LR (P) do®
+ 2mi / e2mim et (D H(DuP, 2) D2 pu® — DpH*(P)) do®.

Consequently if m # 0, the identity (5.18) implies

(m - Dp*(P)) / e2mim Dp gok| <\l [ 1D H(Dub, 2) D2 put — Dp H*(P))| do®
']I"I’L

n

< |m|(k"' AE*(P))2.

Since DH*(P) — DH(P) =V and m-V # 0, we deduce that limj,_o [, e2mim-Dpu® gok —
0, and so limy_oo [p. ®(Dpu®(P,z))do” = [}, ®(X)dX for each periodic function ®
whose Fourier expansion contains only finitely many nonzero terms. Such functions are
dense in the sup—norm. O

Interpretation. Suppose that we regard u = u(P,z) as a smooth generating func-
tion, inducing as in (1.5) the canonical change of variables (p,z) — (P, X), where p =
D, u(P,z),X = Dpu(P,x). Then the corresponding Hamiltonian dynamics become (1.7)
and consequently X (¢) = Vt+ Xy. According to the nonresonance condition, we then have

1T B
lim /O ®(X (1)) dt = / B(X)dX.

Assertion (5.21) is consistent with this interpretation.

An important challenge for weak KAM theory is understanding further analytic conse-
quences of (5.20), and stronger Diophantine conditions, beyond conventional application
to small-divisor problems.

6. Quantum analogs.

This final section records a some observations and comments concerning the possible
implications for quantum mechanics of weak KAM theory. I believe that investigating how
to “quantize” weak KAM theory is definitely important, although it is not so clear whether
these particular ideas will prove really useful. (A more honest title for this section would
be “Quantum analogs 777”.)

21



We will discuss only the Hamiltonian
L o
(6.1) Hp,w) i= 3 lpl* + W(a),

in which the smooth potential W is T"-periodic. The corresponding stationary Schrodinger
equation is

2
(6.2) —%A¢ LW =By in R,

FE denoting the energy level and h Planck’s constant.

6.1 Action minimizers. We propose as a quantum version of Mather’s minimization
principle to find a complex-valued state ¥ minimizing the action

h2
(63 A= [ SIDUE - Wi,
subject to the constraints that

(6.4) /[rn (YD — D)) - Dopdx =0 for all ¢ € CH(T"),

(6.5) /T =1,

and

h _ _
(6.6) — YDy — YDy dr = V.
21 Tn
If 1) is smooth, condition (6.4) reads div(j) = div(y)D1) — D) = 0: this is the analog of
the flow invariance.
Let us take the complex-valued state in polar form

(6.7) Y = ae'/h,

where the phase u = P -x + v for some T"-periodic function v. Thus v has the Bloch wave
form

(68) w = 6. h ¢7
for a periodic function ¢. The action is then
h? a?
(6.9) Alp] = / ?|Da|2 + 5|Du|2 — Wa? dz,
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and the constraints (6.4)—(6.6) become

(6.10) div(a®Du) = 0,
(6.11) / a’dr =1,

(6.12) / a*Dudx =V.

Quantum and classical action. We first present from [E2] an inequality between the
effective Lagrangian L and the quantum action of a state v satisfying (6.4) — (6.6), for
which a?Du = %D’QZJ’QD is periodic. To do so, we reintroduce our solution of the eikonal
equation:

Dal? _
©) DU w = ap)
where 4 = P - x + ¥ and v is periodic. To simplify notation later we are now introducing
a circumflex for the solution of (C).

Theorem 6.1. For each P € R™ we have the equality

_ _ B2

(6.13) Al] — L(V)+ H(P)+L(V)-P-V 5 |Da|*dz + 1 / |Dit — Dul? a*du.
Tn Tn

In particular, if we take P € OL(V), then

_ h?
(6.14) Ap] — L(V) = 7/ |Dal? dz + %/ |Di — Dul? a®dz.

Proof. The left-hand side of (6.13) is

h? Dul?
7]Da]2 + Maz — Wa?dx

A[¢]+FI(P)—P-V:/ .

n

DA2
+/ (| 2u| +W)a2dx—/ P - Dua*dz.

This equals

h2
— Dal?dz + 1 Dii|? + |Dul?)a’dx — P+ D?) - Dud’dz,
2 T?L 2 ’]I"VL n

since 9, a®?Du are periodic and div(a?Du) = 0. The foregoing simplifies to become the
right hand side of (6.13). O
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Observe that since H(P) + L(V) > P -V, with equality if and only if P € OL(V), this
should be our optimal choice for P. Then (6.14) asserts that

L(V) < Al

for all quantum states 1 satisfying (6.4) — (6.6), for the given average flux. So the classical
minimum of the action is a lower bound for the quantum action. It would be extremely
interesting to understand if and when this lower bound is approached as h — 0.

The appendix of a recent paper by Gosse and Markowich [G-MKk] considers somewhat
similar issues for the one-dimensional case.

First and second variation. ([E4]) We turn to a more careful analysis of our quantum
action minimization problem. Let {(u(7),a(7))}_-1<r<1 be a smooth one-parameter family

satisfying (6.10)—(6.12), with (u(0),a(0)) = (u,a). Define

)= [ patm)P + S pur)? - war) da

a
dr*

Theorem 6.2. (i) We have j'(0) = 0 for all variations if and only if

and write /' =

h? <|Du|2

(6.15) —?Aa:a +W—E>

for some real number E.

(ii) If (6.15) holds and a > 0, then
7"(0) = / a®|Du'|? + a®|D(d' Ja)|” da.

Thus 3"(0) > 0, provided a’ # 0.
We interpret (6.15) as the Fuler—Lagrange equation for our minimization problem.

Idea of proof. We will prove only assertion (i). First, compute
g = / h*Da - Da’ + ad’|Du|? + a®*Du - Du' — 2Wad'dz.

Next, differentiate (6.10), (6.12):

(6.16) div(2aa’ Du + a*Du') =0

(6.17) / 2aa’ Du + a*Du'dx = 0.
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Recall that Du = P + Dv. Multiply (6.16) by v, integrate by parts, then take the in-
ner product of (6.17) with P. Adding the resulting expressions gives us the identity
Jpn 2aa’|Dul? + a*Du’ - Dudx = 0. Hence

y 2 / / 2 / / h? | Dul?
j = h*Da - Da' — aa'|Du|* — 2Wad'de =2 | a —7ACL— 5 +Wa)dx.

Then j/(0) = 0 for all such a/, provided —’12—2Aa - <% + W> a = —Fa for some real

constant £. This is so since the variation o’ must satisfy the identity [, a’adz = 0, had
upon differentiating (6.11). O

6.2 Quasimodes. Our task now is constructing an explicit state v, which will turn
out to be a critical point of A[], subject to (6.4) — (6.6). Many of our computations are
similar to those in the interesting paper of Anantharaman [A].

Dual eigenfunctions. We start with two linear problems. Consider the dual eigenvalue
problems:

—2Aw+hP-Dw—Ww=E% inT"
(6.18) { w is T™-periodic
and
_%ZAU,* — hP - Dw* — Ww* = EOw* inT"
(6.19) { w* is T"-periodic,

where E = E°(P) € R is the principal eigenvalue. We take the real eigenfunctions w, w*
to be positive in T” and normalized so that an ww*dxr = 1. Define
v:= —hlogw, v*:=hlogw®.
Then
(6.20) w=e VM wt=e"

and a calculation shows that

(6.21) —BAv+ L P+ Dv?P+ W =H,(P) inT"
6.21

v is T™-periodic,
(6.22) bAV' + 3P+ Do+ W = Hy(P) inT"

v* is T"-periodic,
for
; P2 o

Transport and eikonal equations. Write
(6.24) U::ww*:ev*iv, u::x-P+v+v

Then ¢ > 0 and [, odz = 1.
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Theorem 6.3. (i) We have

(6.25) div(eDu) =0 in T".
Furthermore,

1 2 [ h * 1 * |2 . n
(6.26) §’DU’ +W — Hp(P) = ZA(U—U )—§|DU—DU | in T

(ii) In addition, these integral identities hold:

1 _ 1
(6.27) / §|DU|2+WdU:Hh(P)—|—§/ |Dv — Dv*|? do
and
1
(6.28) / |D?ul? + Z\D% — D*v*|*do =~ | AW do.
T T

(iii) Assume next that G = P - x + 0 solves (C). Then

1 1 1 _
(6.29) 5 / 5D +0") - D> do + 3 / |Dv — Dv*|*do = H(P) — Hy,(P).

We call (6.25) the transport equation, and regard (6.26) as an eikonal equation with an
error term.

It turns out that H(P) — Hj(P) as h — 0. In addition, the measure o = oy, converges
weakly to a minimizing measure in the sense of §2. Anantharaman [A] provides much more
interesting and detailed information about the limit measure, characterized in her paper
as maximizing an entropy functional.

A quantum state. Now we define

(6.30) Y :=aehr
for
(6.31) a:=ol/? = "7t

We can calculate explicitly that
1 _
(6.32) 5|Du|2+W—1LIh(P) =——— inT"

According then to Theorem 6.2, our 1 is a critical point of the action A[-]. We can also
introduce Ly, the Legendre transfor_m of Hp, and write V}, := DHy(P). It turns out that
the quantum action of ¢ is A[y)] = Lp(V},).
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An approximate solution. We study next to what extent our ¢ is an approximate
solution of the stationary Schrédinger equation (6.2). Calculate:

h? 1 ih div(a®D h? A
~ A+ W By = (§]Du|2 +W—E) b — Z—Lgu)w— 77%

(6.33) 9 a
= A+ B+C.

In view of (6.25), B = 0. Now take E = Hy(P). According to (6.32), A = C; that is,
the formal O(1)—term identically equals the formal O(h?®)—term in the expansion (6.33).
Therefore

2
(6.34) —%A¢+W¢—E¢:2(%|Du|2+W—Hh(P));Z)

for E = Hy(P).
Theorem 6.4. If E = Hy,(P),

2
(6.35) —%M + W — Evp = O(h),

the right hand side estimated in L*(T™).
Idea of proof. Define the remainder term R := 2(3|Du|?> + W — Hj(P))y. Then

4/@;3; da:_/n(4A(v v*) - 51D v)|) do

h2 *\\ 2 h * *\ |2 1 *\ |4
_/Tn1_6(A(U_U ) = A = 0")|D(w =07 + [ D(o — )| do

Integrating by parts in the middle term on the right leads after some simple estimates to
the inequality

(6.36) / |R|2dx+/ |D(v—v*)|4d0§0h2/ |D?(v — v*)|? do.
n Tn n

We then deduce from (6.28) that R is of order at most O(h) in L?(T™). O

The final inequality shows that if E = Hj(P) and if
(6.37) / |D?(v —v*)|?do = o(1),

then —%QAzp + W1 — By = o(h) in L?(T™). We may hope that assertion (6.37) is true in

some generality, although it can certainly fail, as has been shown by Y. Yu [Y]. Further

progress for this approach depends upon our indentifying conditions under which estimate
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(6.37) holds, and it is unclear to me what the prospects for this are. The nonresonance
condition (5.20) will possibly be relevant for this.

Comparison with stochastic mechanics. I note in passing that there are striking
formal connections with the Guerra-Morato and Nelson variational principle in stochastic
quantum mechanics, as set forth in Nelson [N], Guerra-Morato [G-M], etc. See [E4] for
some more discussion. I thank A. Majda for these references.

6.3 More homogenization. This section works out some relationships between Hj, and
homogenization theory for divergence—structure, second order elliptic PDE. (Cf. Bensoussan—
Lions—Papanicolaou [B-L-P] and especially Capdeboscq [Cp]).

Let A = ((aij)) be symmetric, positive definite, and T"-periodic. Consider then this
boundary value problem for an elliptic PDE with rapidly varying coefficients:

{ —(aij () i), =f U

u® =0 on U,

Then u® — u weakly in H}(U), u solving the limit problem

—C_Lijuxixj = f in U
u=0 on oU.

The effective diffusion coefficient matriz A = ((a;;)) is determined this way. For j =
1,...,n, let x? solve the corrector problem

(6 38) _<aklxgck)wz = (ajl)wl in T"
' x? is T™-periodic.
Let us then for ¢,5 =1,...,n, set
(6.39) Gij = / (ij = ARIXG, X0, AT
’H‘TL

Theorem 6.5. Define Vi, = DHy,(P). Then
(6.40) AP =V,

where A = ((@i;)) is the effective coefficient matriz corresponding to A := a*I = ((a%4;5)).
Proof. For the special case of the diagonal matrix A, the corrector PDE (6.38) reads
{ _(QQX;;C)M = (a2)wj in T"

x? is T™-periodic.
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Now u =z - P4 1(v + v*) solves div(sDu) = 0, and therefore
- 21 x 2 2
—div (a §D(v +v )> =div(a*P) = D(a”) - P.
Hence # = P;x". Consequently for j =1,...,n:

Vj:/ qudo-:/ (Xi"f‘xi)mjpidUZPj_/ Xipigmjdx

=F; +/ X'Pi(a*X], )y dz = Pj — / P,a*x%, X}, dx = (AP);.

n

Appendix: On notation.

This chart translates between some of our notation and that more customary in physics.

this paper meaning typical physics notation

action function
position
momentum
velocity
‘angle’ variable

action variable

E N DB Q W0

‘rotation’ vector

S < Ux " B

potential \%

This paper modifies some of the notation from earlier work, by now using “v,V” for
variables previously denoted “q, Q" in the papers_[E—G1—3, E2-3]. Our effective Hamiltonian
H corresponds to Mather’s function o and our L corresponds to his j.
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