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Abstract. We show that for the Lindblad evolution defined using (at most) quadrat-

ically growing classical Hamiltonians and (at most) linearly growing classical jump

functions (quantized into jump operators assumed to satisfy certain ellipticity con-

ditions and modeling interaction with a larger system), the evolution of a quantum

observable remains close to the classical Fokker–Planck evolution in the Hilbert–

Schmidt norm for times vastly exceeding the Ehrenfest time (the limit of such agree-

ment with no jump operators). The time scale is the same as in the recent papers

[HRR23a, HRR23b] by Hernández–Ranard–Riedel but the statement and methods

are different.

1. Introduction

In quantum mechanics a system is often described using a density matrix, that is a

positive operator of trace one on a Hilbert space. In this paper the Hilbert space will

be given by L2(Rn) so that the density operator is then

Au(x) =
∑
j

pj〈u, uj〉uj(x), pj ≥ 0,
∑
j

pj = 1, 〈uj, ui〉 = δij.

If the system evolves according to the Schrödinger equation (ih∂t +P )v(t) = 0, where

P is a self-adjoint unbounded operator on L2(Rn) then (note the sign convention) the

density matrix evolves by the Schrödinger propagation of uj’s. That gives the following

equation:

∂tA(t) = L0A(t), L0A :=
i

h
[P,A], A(t) = etL0A(0) = eitP/hA(0)e−itP/h. (1.1)

This evolution clearly preserves density matrices. Gorini–Kossakowski–Sudarshan

[GKS76] and Lindblad [Li76] generalized this by showing (in the setting of matri-

ces and of bounded operators, respectively) that semigroups preserving the trace and

complete positivity are generated by operators of the form

LA :=
i

h
[P,A] +

γ

h

J∑
j=1

(
LjAL

∗
j − 1

2
(L∗jLjA+ AL∗jLj)

)
, γ ≥ 0. (1.2)

1
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The corresponding evolution equation is called the Lindblad master equation or the

GKLS equation and, following the long tradition which favours short northern Eu-

ropean names, we refer to L as the Lindbladian – see [ChPa17] for a history of this

discovery and pointers to the literature. The operators Lj are called jump operators

and they describe a dissipative (see (1.4) below) interaction of a system evolving ac-

cording to (1.1) with a larger “open” system. (Hence the term “jump” as Lj describe

the effect of moving to that larger system.)

1.1. Assumptions on P and Lj and Fokker–Planck evolution. In this paper

we will consider (1.2) with P and Lj’s given by pseudodifferential operators (see (2.1)

for the notation aw(x, hD)), that is semiclassical quantizations of classical observables,

satisfying the following assumptions:

P = pw(x, hD), |∂αp(x, ξ)| ≤ Cα, |α| ≥ 2, p = p̄,

Lj = `w
j (x, hD), |∂α`j(x, ξ)| ≤ Cα, |α| ≥ 1, 1 ≤ j ≤ J.

(1.3)

If in (1.2), A = aw(x, hD), then the leading part of the semiclassical expansion of

LA (see the derivation in §5) is given by the action, Qa, of the following Fokker–Planck

operator

Q := Hp +
γ

2i

J∑
j=1

(2{`j, ¯̀
j} − `jH¯̀

j
+ ¯̀

jH`j) +
hγ

4

J∑
j=1

(H¯̀
j
H`j +H`jH¯̀

j
). (1.4)

Here, Hf :=
∑n

j=1 ∂ξjf∂xj − ∂xjf∂ξj is the Hamiltonian vector field of f = f(x, ξ), and

{f, g} := Hfg is the Poisson bracket. We note that Hp is anti-selfadjoint with respect

to the standard measure on Rn × Rn. Since

1
2i

(
2{`j, ¯̀

j} − `jH¯̀
j

+ ¯̀
jH`j

)
=: 1

i
{`j, ¯̀

j}+Bj, B∗j = −Bj, (1.5)

the self-adjoint contribution to the second term is given by the real valued function

µ :=
1

2i

J∑
j=1

{`j, ¯̀
j}. (1.6)

It is interpreted as friction. Finally, the last term in (1.4) is self-adjoint and non-

negative. Assumptions (1.3) show that µ is bounded (µ ∈ S(1) in the notation of

§2).

Example. Suppose J = 2n and `j = xj, `j+n = ξj for j ≤ n. Then

Q = Hp + 1
2
γh(∆x + ∆ξ). (1.7)

When γ = 0 (that is, when we consider (1.1)) classical quantum correspondence in

the evolution is described using Egorov’s theorem – see [Zw12, Theorem 11.12, §11.5]

and references given there. Here we present it slightly differently, using the Hilbert–

Schmidt norm of the operator – see Theorem 3 for a general version. For the evolution
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(1.1) with A(0) = (2πh)n/2aw
0 (x, hD) where a0 ∈ C∞c (R2n) is h-independent (so that

‖A(0)‖L2 = ‖a0‖L2) we have

‖A(t)−Op((exp tHp)
∗a0)‖L2 ≤ Ce3Γth2, (1.8)

where ‖ • ‖L2 denotes the Hilbert–Schmidt norm and

Γ := sup
|α|=2

sup
R2n

|∂αp(x, ξ)|. (1.9)

For a more precise version of Γ, under additional assumptions on p, in terms of Lya-

punov exponents of the flow of Hp see [OlBo23, Appendix C] and references given

there. For a relation between (1.9) and the flow see Lemma 3.1.

The estimate (1.18) is not optimal, but as ‖aw(x, hD)‖L2 = (2πh)−n/2‖a‖L2(R2n),

(1.18) indicates the basic principle that the agreement with classical evolution breaks

down at times proportional to log(1/h), the Ehrenfest time.

Motivated by recent papers [HRR23a, HRR23b] by Hernández–Ranard–Riedel we

consider the question of an agreement with classical evolution for much longer times:

the quantum evolution is given by etL where L is the Lindblad operator (1.2) and the

classical evolution by etQ, where Q is the Fokker–Planck operator (1.4). The results

are shown in Theorem 1 for the special case of h-independent symbols, and in Theorem

4 for the more general situation of initial condition in exotic symbol classes. We show

that agreement holds in Hilbert–Schmidt norms. The main advantage lies in an easy

characterization of Hilbert–Schmidt pseudodifferential operators and in the simplicity

of L2 estimates for the Fokker–Planck evolution defined using (1.4).

Remark. As was shown by Davies [Da77], the operator of the form (1.2) generates a

positivity preserving contraction on the Banach space of self-adjoint trace class oper-

ators provided that

Y := iP − 1
2

J∑
j=1

L∗jLj

is the infinitesimal generator of a strongly continuous one parameter contraction semi-

group on L2(Rn). In our case, this follows from the Hille–Yosida theorem and Propo-

sition A.2 (see the proof of Proposition 4.6 for a similar argument with L2 playing the

role of L2).

As in [HRR23a, HRR23b] we make a strong non-degeneracy assumption:

HH∗ ≥ cIC2n , H := [H`1 , · · · , H`J , H¯̀
1
, · · · , H¯̀

J
] ∈M2n×2J(C). (1.10)

This cumbersome looking condition corresponds to ellipticity of the second order op-

erator appearing in the classical Fokker–Planck equation (1.4) corresponding to (1.2)

– see example (1.7) and Remark 5 after Theorem 1. We also need a more technical

condition

|∂α Im `j||`j|+ | Im `j||∂α`j| ≤ Cα, |α| ≥ 2. (1.11)
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1.2. Lindblad propagation for h-independent observables. With this notation

in place we have a special case of Theorem 4 in §6:

Theorem 1. Suppose that L is given by (1.2), assumptions (1.3), (1.10), and (1.11)

hold and h
1
3 ≤ γ ≤ h−1. If a0 ∈ C∞c (R2n) is h-independent and A(t) satisfies

∂tA(t) = LA(t), A(0) = (2πh)n/2aw
0 (x, hD), ‖A(0)‖L2 = ‖a0‖L2(R2n),

then for some constant C,

‖A(t)−Op(a(t))‖L2 ≤ Ce(M0+C0h)γtth
1
2γ−

3
2 (1 + γ)(1 + tγ

3
2h

1
2 ), (1.12)

where

(∂t −Q)a(t) = 0, a(0) = (2πh)n/2a0, M0 := supµ.

When µ ≡ 0 (see (1.6)) then (1.12) improves to

‖A(t)− a(t)w(x, hD)‖L2 ≤ CeCh
2γtth

1
2γ−

3
2 (1 + γ). (1.13)

Remarks. 1. When in (1.3) p is quadratic and `j’s are linear than the agreement of

the two evolutions is exact. This corresponds to the same phenomenon in the case of

Egorov’s theorem – see [Zw12, Theorem 11.9].

2. When p(x, ξ) is confining (for instance p(x, ξ) ≥ |x|2 + |ξ|2 and subharmonic outside

of a compact set) then Proposition 7.4 shows that in Example (1.7) (and most likely

in greater generality), ‖aw(t)‖L2 ≥ ‖aw(0)‖L2/C for t ≤ h−ν , ν > 0. That means that

the estimates (1.12) and (1.13) are meaningful for long times.

3. To see the reason for the powers of h, γ, and t in (1.12) consider the simplest case

given in (1.7). The classical (Fokker–Planck) evolution is then

(∂t −Hp − ε2∆x,ξ)a(t) = 0, ε :=
√
γh/2, a(t) = a(t, x, ξ).

The solutions satisfy the following estimate (immediate if Hp = 0), see Proposition 5.1

(see (5.6)): ∑
|α|≤k

‖(ε∂x,ξ)αa(t)‖L2
x,ξ
≤ C

∑
|α|≤k

‖(ε∂x,ξ)αa(0)‖L2
x,ξ
. (1.14)

The key fact is that there is no dependence on t – that is not the case for the evolution

by Hp alone, see (3.7). The composition formula for pseudodifferential operators in

Lemma 2.2 shows that L [a(t)w(x, hD)] ≡ (Qa(t))w(x, hD) modulo terms quantizing

functions bounded by the size of (1 + γ)h2∂3a(t). These can be estimated using (1.14)

where in the case of (1.16) and for |α| = 3,

(1 + γ)h2‖∂αx,ξa(t)‖L2
x,ξ
≤ C(1 + γ)h2ε−3

∑
|α|≤3

‖(ε∂x,ξ)βa(0)‖L2
x,ξ

≤ (2πh)
n
2C(1 + γ)γ−

3
2h

1
2 .

(1.15)
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To get (1.21) we write

A(t)− a(t)w(x, hD) =

∫ t

0

e(t−s)L(La(t)w(x, hD)− (Qa(t))w(x, hD))ds,

which together with (1.15) and the fact that ‖A(0)‖L2 = ‖a0‖L2 , gives (1.21). The

extra growth in (1.12) results from friction which is absent in this example. We used

here the fact that in the example etL is a contraction – in general there could be

exponential growth produced by the friction term; this is reflected by the exponential

prefactor in (1.12).

4. The class of operators P satisfying (1.3) includes Schrödinger operator whose clas-

sical dynamics exhibits chaotic behaviour. In that case one expects optimality of

t ∼ log(1/h) limit for classical–quantum correspondence for (1.1). For instance we

could take

p(x, ξ) = ξ2
1 + ξ2

2 + x2
1 + x2

2 + λ(x)(x2
1x2 − 1

3
x3

2),

where λ ∈ C∞c (R2; [0, 1]) and λ = 1 near 0.

5. Compared to the models used in the physics literature – see Unruh–Zurek [UnZu89]

for the pioneering discussion of the classical/quantum correspondence for open systems

– the ellipticity hypothesis (1.10) made in [HRR23a] and here is too strong. Rather

than (1.7), one should consider `j = xj, 0 ≤ j ≤ J = n so that the Fokker–Planck

operators is given by Q = Hp + 1
2
γh∆ξ. This would require more subtle subelliptic

estimates (see Smith [Sm20] for a recent treatment with an asymptotic parameter)

than (1.14). Gong–Brumer [GoBr99] showed numerically that for such operators with

chaotic classical dynamics for p, the classical/quantum correspondence persists for long

times.

1.3. Lindblad propagation for mixtures of Gaussian states. We now state a

special case of our theorem where we consider mixtures of Gaussian states in the sense

similar to that in [HRR23a]. For that we define the standard coherent states:

ψ(x0,ξ0) = (2πh)−
n
4 e−(x−x0)2/2hei(x−x0)ξ0/h, ‖ψ(x0,ξ0)‖L2(Rn) = 1.

The corresponding density operator is

A(x0,ξ0)u := ψ(x0,ξ0)〈u, ψ(x0,ξ0)〉, A(x0,ξ0) = aw
0 (x, hD),

a(x0,ξ0)(x, ξ) = 2n exp

(
−1

h

(
(x− x0)2 + (ξ − ξ0)2

))
.

(1.16)

We note that in our result the Gaussian (2πh)−
n
4 e−(x−x0)2/2h could be replaced by

αh−n/4ψ((x− x0)/
√
h) where ψ ∈ S (R2n) and α = 1/‖ψ‖L2 .
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For a probability measure λh on Rn ×Rn we define the mixture of Gaussian states:

Aλhu :=

∫
ψ(x0,ξ0)〈u, ψ(x0,ξ0)〉dλh(x0, ξ0), Aλh = aw

λh
(x, hD),

aλh(x, ξ) = 2n
∫

exp

(
−1

h

(
(x− x0)2 + (ξ − ξ0)2

))
dλh(x0, ξ0).

(1.17)

We note that ‖Aλh‖L1 = 1. For the Hilbert Schmidt norm we calculate

(2πh)−n22n

∫
e−

1
h

((x−x0)2+(x−y0)2+(ξ−ξ0)2+(ξ−η0)2)dxdξ = e−
1
h

((x0−y0)2+(ξ0−η0)2),

so that

‖Aλh‖2
L2

=

∫∫
exp

(
−1

h

(
(x0 − y0)2 + (ξ0 − η0

)2
)
dλh(x0, ξ0)dλh(y0, η0).

If λh = µ(x, ξ)dxdξ, where µ is smooth and h independent we are close to the case

considered in Theorem 1 and ‖Aλh‖L2 ∼ hn/2.

As in (1.18) when γ = 0, we obtain a version of Egorov’s Theorem: for the solution

of (1.1) with A(0) = aw
λh

(x, hD),

‖A(t)−Op((exp tHp)
∗aλh)‖L2 ≤ Ce3Γth

1
2‖A(0)‖L2 . (1.18)

On the other hand, for the Lindblad evolution, the quantum– classical agreement

lasts substantially longer as can be seen from the following special case of Theorem 4

Theorem 2. Suppose that L is given by (1.2), assumptions (1.3), (1.10), and (1.11)

hold and γ < h−1. If, in the notation of (1.17), A(t) satisfies

∂tA(t) = LA(t), A(0) = Aλh , (1.19)

then for some constant C,

‖A(t)− a(t)w(x, hD)‖L2 ≤ Ce(M0+Ch)γtt(γ + γ−
3
2 )h

1
2 (1 + tγ

3
2h

1
2 )‖Aλh‖L2 , (1.20)

where

(∂t −Q)a(t) = 0, a(0) = aλh , M0 := supµ.

When µ ≡ 0 (see (1.6)) then (1.20) improves to

‖A(t)− a(t)w(x, hD)‖L2 ≤ CeCh
2γtt(γ + γ−

3
2 )h

1
2‖Aλh‖L2 , (1.21)

Remark. The time scales appearing in Theorems 1, 2 and 4 agree with the time scales

in [HRR23a], as long as γ ≤ 1: Theorem 3.1 there gives the bound C max(1, γ−
3
2 )h

1
2 t

for a two tier comparison of evolution of specially constructed Gaussian states. Under

the assumptions in Theorem 1 it reads as

‖A(t)− ã(t)w(x, hD)‖L1 ≤ C max(1, γ−
3
2 )h

1
2 t,

h−n‖ã(t)− a(t)‖L1(R2n) ≤ C max(1, γ−
3
2 )h

1
2 t,

(1.22)
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where ‖•‖L1 is the trace class norm. Remarkably, since the semigroup etL is contracting

on trace class operators, there is no exponential growth even when friction is positive.

The estimate does not provide a bound on A(t) − a(t)w(x, hD) in any norm, but has

the following natural consequence [HRR23a, (1.7)]:

tr (A(t)bw(x, hD))− (2πh)−n
∫
R2n

a(t, x, ξ)b(x, ξ)dxdξ

= O
(
tmax(1, γ−

3
2 )h

1
2

)
(‖bw(x, hD)‖L2→L2 + ‖b‖L∞).

This is (typically) stronger than the corresponding consequence of (1.20):

tr (A(t)bw(x, hD))− (2πh)−n
∫
R2n

a(t, x, ξ)b(x, ξ)dxdξ

= O
(
e(M0+Ch)γtt(γ + γ−

3
2 )h

1
2 (1 + tγ

3
2h

1
2 )
)
(2πh)−n/2‖b‖L2 .

We stress, however, that Theorem 4 below applies to very general initial states A(0)

of which Gaussian states or their mixtures are an example. In addition, at the cost

of further terms in the expansion, it gives approximation of the Lindblad evolution

modulo O(e(M0+Ch)γt(th1/2γ−
3
2 )N(1 + γ)N(1 + tγ

3
2h

1
2 )

N+2
2 for any N . For instance,

when

γ = hδ, δ < 1
3
, t ≤ h−ν , ν < 1

2
min(2δ, 1− 3δ),

this gives an expansion modulo O(h∞).

This paper is self-contained except for some basic facts about semiclassical quantiza-

tion from [Zw12, Chapter 4]. It is organized as follows. In §2 we review the definition

of pseudodifferential operators and symbol classes. We introduce a new L2-based sym-

bol class which is natural for the study of Hilbert–Schmidt operators, and show the

properties of the corresponding pseudodifferential calculus. In §3 we present a variant

of Egorov’s theorem with Hilbert–Schmidt norm and in §4 we prove mapping proper-

ties of etL. §5 is then devoted to estimates on the Fokker–Planck evolution. A general

result about agreement of classical and quantum dynamics in Hilbert–Schmidt norm

is proved in §6. In §7, we consider situations where we can effectively control the

Hilbert–Schmidt norm of the Lindblad evolution from below. Finally, in the appen-

dix, we review some properties of pseudodifferential operators with quadratic symbol

growth.
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2. Symbol spaces and quantization

The operators introduced in §1 are defined using pseudodifferential operators which

are obtained by a Weyl quantization process: at first for a ∈ S (Rn
x × Rn

ξ ) (here S

denotes Schwartz functions, that is functions u for which xα∂βu are bounded for all

multiindices α and β; S ′ denotes its dual, the space of tempered distributions – see

[Zw12, Chapter 3]) we define

Op(a)u = aw(x, hD, h)u :=
1

(2πh)n

∫
a

(
x+ y

2
, ξ

)
e
i
h
〈x−y,ξ〉u(y)dydξ. (2.1)

The Hilbert–Schmidt norm has a clean expression in terms of the symbol a (PDE

parlance for classical observables):

‖Op(a)‖2
L2

= tr Op(a) Op(a)∗ =
1

(2πh)n

∫
R2n

|a(x, ξ)|2dxdξ.

This is in contrast with the trace class norm which does not have an easy characteri-

zation in terms of a and its estimates require L1 norm of derivatives of a – see [DiSj99,

Chapter 9].

In this paper we consider different classes of symbols for which (2.1) remains valid

and has interesting composition properties (as an operator Op(a) : S → S ′ the

operator (2.1) is well defined for a ∈ S ′(R2n) – see [Zw12, Theorem 4.2]). We first

recall the standard symbol class: for m : R2n → [0,∞) satisfying m(z)/m(w) ≤
C(1 + |z − w|)N ,

a ∈ Sδ(m) =⇒ |∂αz a(z, h)| ≤ Cαh
−δ|α|m(z), z = (x, ξ) ∈ R2n. (2.2)

When δ = 0 we write S(m) and when m = 1, Sδ.

The next class corresponds to the conditions in (1.3): for smooth function on R2n,

u(z, h) ∈ S(k) ⇐⇒ |∂αz u(z, h)| ≤ Cα, |α| ≥ k, (2.3)

with constants Cα independent of h. The seminorms are given by the best constants

Cα.

In dealings with Hilbert–Schmidt operators it is natural to consider symbols whose

bounds are defined using L2 norms. For smooth functions on C∞(R2n) depending on

parameters h we define, for 0 ≤ ρ < 1,

a ∈ SL2

ρ ⇐⇒ h−
n
2 ‖∂αz a‖L2(R2n) ≤ Cαh

−ρ|α|. (2.4)
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with the obvious seminorms. We note that the Sobolev embedding theorem and an

interpolation argument show that |∂αz a| ≤ C ′αh
−ρ(|α|+n+δ)+n

2 , for any δ > 0. Hence for

ρ = 0 the L2 based spaces are contained in h
n
2 S(1) defined above, and in general

SL
2

ρ ⊂ h−ρ(n+)+n
2 Sρ(1). (2.5)

It will also be useful to consider mixed spaces obtained by taking tensor products:

c(z, w) ∈ S ⊗ SL2

ρ ⇐⇒ h−
n
2 ‖ sup

z
∂αz ∂

β
wc(z, •)‖L2 ≤ Cαβh

−ρ|β|, z, w ∈ R2n. (2.6)

We stress that we always demand that 0 ≤ ρ < 1.

Remark Another choice of the norm could be given by supz ‖∂αz ∂βwc(z, •)‖L2 and

both agree on products. The choice in definition (2.6) is motivated by the fact that

‖f(w,w)‖L2
w
≤ ‖ supz |f(z, w)|‖L2

w
which does not work for the other choice.

For the properties of operators which are quantizations of a ∈ Sδ(m) see [Zw12,

Chapter 4]. The same methods apply to operators obtained from a ∈ S(k) and are

reviewed in the appendix. In particular we obtain spectral properties of operators

quantizing S(2). Since the properties of SL
2

ρ and 0 ≤ ρ < 1 are more unusual we

present them in this section. We start with

Lemma 2.1. Suppose that Q : R2n × R2n → R is a non-degenerate bilinear quadratic

form. Then, using definition (2.6),

eihQ(Dz ,Dw) : S ⊗ SL2

ρ → S ⊗ SL2

ρ , (2.7)

is continuous and for every N

eihQ(Dz ,Dw)a− e
iπ
4

sgnQ

N−1∑
k=0

(h
i

)k 1

k!
Q(Dz, Dw)ka(z, w) ∈ hN(1−ρ)S ⊗ SL2

ρ , (2.8)

where sgnQ is the signature of Q considered as a quadratic form on R2n × R2n.

Proof. We denote by B the symmetric matrix corresponding to our quadratic form:

Q(ζ, ω) = 1
2
〈B(ζ, ω), (ζ, ω)〉. For a ∈ S(1) ⊗ SL2

ρ ⊂ h−ρ(n+)+n
2 S(1) ⊗ Sρ(1), hence the

expression

c(z, w) := eihQ(Dz ,Dw)a(z, w)

makes sense as an element in S ′ (to see this, we apply e.g. [Zw12, Theorem 4.17] with

for each fixed value of h) and by [Zw12, Theorem 4.8], for a ∈ S ,

c(z, w) =
| detB|− 1

2

(2πh)2n

∫
R2n

∫
R2n

e
i
h
ϕ(z1,z2)a(z + z1, w + w1)dz1dw1,

where

ϕ(z1, w1) = −1
2
〈B−1(z1, w1), (z1, w1)〉.
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Since a ∈ h−ρ(n+)+n
2 S(1) ⊗ Sρ(1), this integral can be understood in the sense of

oscillatory integrals and defines an element of S ′ – see [Zw12, §3.6]. Recall also that

oscillatory integrals allow for integrations by parts.

Set v1 = h−ρw1, and χ ∈ C∞c (R2n × R2n) with χ ≡ 1 near 0 and suppχ ⊂ B(0, 1).

Then using the fact that w1 7→ ϕ(z1, w1) is linear, we obtain

c(z, w) =
| detB|− 1

2

(2πh1−ρ)2n

∫
R2n

∫
R2n

e
i

h1−ρ
ϕ(z1,v1)a(z + z1, w + hρv1)dz1dv1,

=
| detB|− 1

2

(2πh1−ρ)2n

∫
R2n

∫
R2n

e
i

h1−ρ
ϕ(z1,v1)χ(z1, v1)a(z + z1, w + hρv1)dz1dv1

+
| detB|− 1

2

(2πh1−ρ)2n

∫
R2n

∫
R2n

e
i

h1−ρ
ϕ(z1,v1)(1− χ(z1, v1))a(z + z1, w + hρv1)dz1dv1

=: c1(z, w) + c2(z, w)

We start by considering c1. In this case, the integrand is compactly supported and we

may apply the method of stationary phase [Zw12, Theorem 3.16 and Theorem 3.17].

That gives∣∣∣∂α1
z ∂

α2
w

(
c1(z, w)− e

iπ
4

sgnB

N−1∑
k=0

(h1−ρ

i

)k 1

k!

(
Q(Dz1 , Dv1)

ka(z + z1, w + hρv1)|z1=v1=0

))∣∣∣
≤ CNh

(1−ρ)N
∑

|β1|+|β2|≤2N+4n+1

h−ρ|α2| sup
|(z1,v1)|<1

|∂β1+α1
z1

∂β2+α2
v1

a(z + z1, w + hρv1)|

=: CNh
(1−ρ)N

∑
|β1|+|β2|≤2N+4n+1

Rαβ(z, w),

with the estimates on the remainder provided by Sobolev’s embedding:

|Rαβ(z, w)|2 ≤ h−2ρ|α2|
∑

γ≤2n+1

‖∂β1+α1+γ1
z1

∂β2+α2+γ2
v1

a(z + ·, w + hρ·)‖2
L2(BR2n (0,1)).

Hence, with B := BR4n(0, 1),∫
R2n

sup
z
|Rαβ(z, w)|2dw ≤ h−2ρ|α2|

∑
γ≤2n+1

∫
R2n

∫
B

sup
z
|∂α+β+γ

(z1,v1) a(z + z1, w + hρv1)|2dz1dv1dw

≤
∫
B

h2ρ(|γ2|+|β2|)‖ sup
z
|∂α+β+γ

(z,w) a(z, ·)|‖2
L2dz1dv1

≤ C
∑

γ≤2n+1

h2ρ(|γ2|+|β2|)‖ sup
z
|∂α+β+γ

(z,w) a(z, ·)|‖2
L2 .

In particular, this implies that

c1(z, w)− e
iπ
4

sgnB

N−1∑
k=0

(h1−ρ

i

)k 1

k!

(
Q(Dz1 , Dv1)

ka(z + z1, w + hρv1)
)
|v1=z1=0
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is in h(1−ρ)NS ⊗ SL2

ρ .

We now consider the remaining term in c, c2, and note that on supp(1 − χ),

|∂(z1,v1)ϕ(z1, v1)| ≥ c〈(z1, v1)〉. Hence, integration by parts (justified by the definition

of the oscillatory integral) yields, for N > 2n+ 1,

h(ρ−1)(2N−4n)‖ sup
z
∂α(z,w)c2(z, ·)‖2

L2

≤ CN

∫
sup
z

(∫∫ ∑
|β1|+|β2|≤N

〈(z1, v1〉−N
∣∣∣∂α(z,w)

(
∂β1z (hρ∂w)β2a(z + z1, w + hρv1)

)∣∣∣dz1dv1

)2

dw

≤ CN

∫∫∫ ∑
|β1|+|β2|≤N

〈(z1, v1)〉−2N+2n+1 sup
z

∣∣∣∂α(z,w)∂
β1
z (hρ∂w)β2a(z + z1, w + hρv1)

∣∣∣2dz1dv1dw

≤ CN

∫∫ ∑
|β1|+|β2|≤N

〈(z1, v1)〉−2N+2n+1
∥∥ sup

z
∂α(z,w)∂

β1
z (hρ∂w)β2a(z, ·)

∥∥2

L2dz1dv1

≤ CN
∑

|β1|+|β2|≤N

∥∥ sup
z
∂α(z,w)∂

β1
z (hρ∂w)β2a(z, ·)

∥∥2

L2 .

Hence, we have c2 ∈ h(N−2n)(1−ρ)S ⊗ SL
2

ρ for arbitrary N and c ∈ S ⊗ SL
2

ρ . The

argument also shows that that the map from a to c is continuous, and (2.8) holds. �

We can write the composition law for operators in SL
2

ρ with S(k).

Lemma 2.2. Let 0 ≤ ρ < 1, k ≥ 0, a ∈ S(k), b ∈ SL
2

ρ . Then,

Op(a) Op(b) = Op(c),

where c has the following expansion: for N ≥ k,

c(x, ξ)−
N−1∑
j=0

1

j!

(
h

2i
σ(Dx, Dξ, Dy, Dη)

ja(x, ξ)b(y, η)

)
|y=x
η=ξ
∈ hN(1−ρ)SL

2

ρ . (2.9)

Proof. Writing z = (x, ξ), w = (y, η), we have

Op(a) Op(b) = Op(c), c(z) := eihA(Dz,w)a(z)b(w)|z=w,

where A(Dz,w) := −1
2
σ(Dx, Dξ, Dy, Dη). By Taylor’s formula

c(z, h) =
N−1∑
`=0

1

`!
(ihA(D))`(a(z)b(w))|z=w +RN(z, h)

where

RN(z, h) :
1

(N − 1)!

∫ 1

0

(1− t)N−1eithA(D)(ihA(D))N((a(z)b(w))|z,wdt.

For N ≥ k,

A(Dz,w)Na(z)b(w) ∈ h−NρS ⊗ SL2

ρ .
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Hence, Lemma 2.1 applies and eihtA(D) : S ⊗ SL2

ρ → S ⊗ SL2

ρ has uniform bounds in

t ∈ [0, 1]. Now, for e ∈ S ⊗ SL2

ρ , we have

‖∂αwe(w,w)‖L2 ≤ C
∑
|β|≤|α|

‖∂β(z,w)e(z, w)|w=z‖L2
w
≤ C

∑
|β|≤|α|

‖ sup
z
|∂β(z,w)e(z, ·)|‖L2 .

We conclude that RN ∈ h(1−ρ)NSL
2

ρ which is (2.9). �

3. Egorov’s theorem revisited

We give a variant of Egorov’s theorem which is analogous to Theorems 1 and 4 and

uses propagation of quantum observables in symbol classes SL
2

ρ introduced in §2. In

fact, the proof of Theorem 4 follows the same strategy with improved estimates coming

from diffusion estimates: Lemma 3.1 below (see also (3.7)) is replaced by Proposition

5.1.

We start with a lemma relating the constant Γ in (1.9) to the properties of the flow

(see [Zw12, Lemma 11.11] for a slightly different version)

Lemma 3.1. Let ϕt := exp tHp where p satisfies (1.3). Then

|∂αϕt(x, ξ)|`∞(R2n) ≤ Cαe
Γ|α|t, α ∈ N2n, |α| > 0. (3.1)

In the proof of Lemma 3.1 we use the following version of Grönwall’s inequality:

Lemma 3.2. Let Γ ∈ R and suppose that u : R→ R is continuous and satisfies

u(t) ≤ v(t) + Γ

∫ t

0

u(s)ds. (3.2)

Then,

u(t) ≤ v(t) + Γ

∫ t

0

eΓ(t−s)v(s)ds, t ≥ 0.

Proof. Define w(t) :=
∫ t

0
u(s)ds. Then, w is continuously differentiable and satisfies

w′(t) ≤ v(t) + Γw(t), w(0) = 0.

Hence, conjugating by e−Γt and integrating gives

w(t) ≤
∫ t

0

eΓ(t−s)v(s)ds,

which, after substitution in (3.2), finishes the proof. �

Proof of Lemma 3.1. The proof of (3.1) is an induction on |α|. The first step is the

case of |α| = 1. Since (d/dt)ϕt = Hp(ϕt),

d

dt
(∂αϕt) = ∂Hp(ϕt)∂

αϕt, ∂αϕ(0) = α. (3.3)
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Since the entries of the matrix ∂Hp are bounded by Γ, integration gives

sup
R2n

|∂αϕt|`∞ ≤ 1 + Γ

∫ t

0

sup
R2n

|∂αϕs|`∞ds.

Lemma 3.2 then gives (3.1) for |α| = 1.

Now assume |α| = ` and suppose the estimate (3.1) is valid for all multiindices β

with 1 ≤ |β| < `. We differentiate (3.3), to find

d

dt
(∂αϕt) = ∂Hp(ϕt)∂

αϕt + g(t), (3.4)

where g(t) is a sum of terms having the form

gαβ ◦ ϕt ∂β1ϕt · · · ∂βkϕt, gαβ ∈ S(1),

for β1 + · · · βk = α and 0 < |βj| < |α| = ` (j = 1, . . . , k). The induction hypothesis

implies supR2n |g(t)|`∞ ≤ CeΓ|α||t|. Integrating as above, we obtain

sup
R2n

|∂αϕt|`∞ ≤ CeΓ|α|t + Γ

∫ t

0

sup
R2n

|∂αϕs|`∞ds.

and we can use Lemma 3.2 to obtain (3.1). �

Theorem 3. Suppose that L0 is given by (1.1) with P satisfying (1.3) and 0 ≤ ρ < 2
3
.

If A(t) satisfies (in the notation of §2)

∂tA(t) = L0A(t), A(0) = Op(a0), a0 ∈ SL
2

ρ ,

Then, for every N there exist CN > 0 and a(t) ∈ SL2

ρ(t) such that for Γ given by (1.9)

and

ρ(t) := ρ+
Γt

| log h|
≤ 2

3
, (3.5)

a(t)− (exp tHp)
∗a0 ∈ h2−3ρe3ΓtSL

2

ρ(t) and

‖A(t)−Op(a(t))‖L2 ≤ CNe
3NΓthN(2−3ρ). (3.6)

Proof. We define

U0(t)b := (exp tHp)
∗b, ∂tU0(t) = HpU0(t), U0(0) = I,

and note that using the definition (3.5) and Lemma 3.1 we have

U(t− s) : SL
2

ρ(s) → SL
2

ρ(t), (3.7)

To construct a(t) we start with a0(t) := U0(t)a0 so that a0(t) ∈ SL
2

ρ(t). Set A0(t) :=

Op(a0(t)). Then, using Lemma 2.2 we obtain

Ȧ0(t) = Op(ȧ0(t)) = Op(Hpa0(t)) = L0A0(t) + Op(e0(t)), e0(t) ∈ h(2−3ρ)e3ΓtSL
2

ρ(t).
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Suppose now that we found

aj(t) ∈ h(2−3ρ)je3jΓtSL
2

ρ(t) j = 0, . . . , N − 1

such that, with AN−1 :=
∑N−1

j=0 Op(aj(t)), we have

ȦN−1 = L0AN−1(t) + Op(eN(t)), eN(t) ∈ h(2−3ρ)Ne3NΓtSL
2

ρ(t).

Using eN we define

aN(t) := −
∫ t

0

U0(t− s)eN(s)ds, ∂taN = HpaN − eN , aN(0) = 0.

Then, using (3.7),

aN(t) ∈ h(2−3ρ)Ne3NΓtSL
2

ρ(t),

and hence, with AN(t) = AN−1(t) + Op(aN(t)), we have

ȦN(t) = L0AN−1(t) + Op(eN(t)) + Op(ȧN(t))

= L0AN−1(t) + Op(HpaN(t))

= L0AN(t) + Op(eN+1(t)), eN+1(t) ∈ h(2−3ρ)(N+1)e3(N+1)ΓtSL
2

ρ(t).

Note that in the last line we used Lemma 2.2 to obtain the estimates on eN+1. This

gives a =
∑

j≤N aj.

To compare AN(t) := Op(a(t)) to A(t), we use the fact that etL0 preserves the

Hilbert–Schmidt norm (see (1.1)):∥∥A(t)− AN(t)
∥∥

L2
≤
∫ t

0

∥∥∥e(t−s)L0 Op(eN+1(s))
∥∥∥

L2

ds ≤ h(2−3ρ)(N+1)e3(N+1)Γt.

This completes the proof �

4. The semigroup generated by the Lindbladian.

We prove here that the Lindblad evolution is well defined in the space of Hilbert–

Schmidt operators. This is done under the assumption (1.3) alone.

To describe the action of L on operators S → S ′, we identify such operators with

their Schwartz kernels in Rn × Rn and consider

L1 : S ′(Rn × Rn)→ S ′(Rn × Rn), L0 : S (Rn × Rn)→ S (Rn × Rn). (4.1)

More precisely, for K ∈ S ′(Rn × Rn), and χ ∈ S (Rn × Rn) we denote by K(χ)

the distributional pairing, formally equal to
∫
K(x, y)χ(x, y)dxdy. Then for A,B :

S (Rn)→ S (Rn) we define, (A⊗B)K ∈ S ′(Rn × Rn) by

(A⊗B)K(ϕ⊗ ψ) := K(Atϕ⊗Bψ), ϕ, ψ ∈ S (Rn), (ϕ⊗ ψ)(x, y) := ϕ(x)ψ(y),
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where At is the transpose of A: for f, g ∈ S (Rn), (Af)(g) = f(Atg) (this also defines

the action of A on S ′). We note that if we identify the Schwartz kernels with operators

then (A×B)K = AKB.

In this notation

L1 :=
i

h

(
Op(p)⊗ I − I ⊗Op(p)

)
+
γ

h

∑
j

(
(Op(`j)⊗ I)(I ⊗Op(¯̀

j))
)

− 1
2

∑
j

(
Op(¯̀

j) Op(`j)⊗ I + I ⊗Op(¯̀
j) Op(`j)

)
,

(4.2)

and L0 := L1|S (R2n .

The following lemma describes L1 in a way that allows an application of Proposition

A.2, which in turn provides the definition of L as an unbounded operator on L2.

Lemma 4.1. The operator L1 : S ′(R2n) → S ′(R2n) defined by (4.2) is given by

L1 = Op(L), where where L = L(x, ξ, y, η) ∈ C∞(R4n) satisfies

|∂αL| ≤ Cα(1 + |x|+ |ξ|+ |y|+ |η|), |α| ≥ 1. (4.3)

Moreover, identifying the Hilbert–Schmidt class L2(L2(Rn)) with L2(Rn × Rn) using

Schwartz kernels, the Lindbladian L with the domain

D(L) := {A ∈ L2(L2(Rn)) : L1A ∈ L2(L2(Rn))}, (4.4)

satisfies

L = L0, L∗ = L∗0,

where L∗0 : S (Rn × Rn)→ S (Rn × Rn) is the formal adjoint of L0.

Proof. Using coordinates ((x, ξ), (y, η)) ∈ R2n × R2n and denoting OpR2n the Weyl

quantization on R2n, the definitions above show that

Op(a)⊗ I = OpR2n(a(x, ξ)), I ⊗Op(a) = OpR2n(ã(y, η)), ã := ei〈hDy ,Dη〉a.

(See [Zw12, Theorem 4.13]: if Op(a) = Op1(a1), then Op(ã) = Op(a)t = Op0(a1).)

Consequently a ∈ C∞(R2n) satisfies, |∂α(x,ξ)a(x, ξ)| ≤ Cα(1 + |x|+ |ξ|) for |α| ≥ 1, and,

by [Zw12, Theorem 4.17], so does ã.

Since `j ∈ S(1), by Proposition A.1 we have Op(¯̀
j) Op(`j) = Op(cj), for cj satisfying

|∂α(x,ξ)cj(x, ξ)| ≤ Cα(1 + |x| + |ξ|) for |α| ≥ 1. Together with the facts that `j ∈ S(1)

and p ∈ S(2), this implies L1 = OpR2n(L), where L satisfies (4.3). Thus we can apply

Proposition A.2 and the lemma follows. �

The next lemma describe the adjoint of L:
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Lemma 4.2. The adjoint of the Lindblad operator L, L∗, is given by

L∗B = − i
h

[P,B] +
γ

h

∑
j

L∗jBLj −
1

2
(L∗jLjB +BL∗jLj), (4.5)

with domain

D(L∗) = {A ∈ L2 : L∗A ∈ L2},

where for any A ∈ L2, L∗A is defined as an operator S → S ′.

Proof. By Proposition A.2 it is sufficient to compute the formal adjoint in the action

on operators S ′ → S . Observe that, using cyclicity of the trace, for A,B : S ′ → S ,〈
i
h
[P,A], B

〉
L2

= tr
(
i
h
[P,A]B∗

)
= i

h
tr
(

(PA− AP )B∗
)

= i
h

tr
(
A[P,B]∗

)
= tr

(
A
(
− i

h
[P,B]

)∗)
= 〈A,− i

h
[P,B]〉L2 ,

〈LjAL∗j , B〉L2 = tr
(
LjAL

∗
jB
∗
)

= tr
(
AL∗jB

∗Lj

)
= 〈A,L∗jBLj〉L2 ,

〈L∗jLjA,B〉L2 = tr
(
L∗jLjAB

∗
)

= tr
(
AB∗L∗jLj

)
= 〈A,L∗jLjB〉L2 ,

and similarly for 〈AL∗jLj, B〉L2 . �

We next record some properties of L and its adjoint.

Lemma 4.3. For A : S ′ → S ,

2 Re〈LA,A〉L2 = −γ
h

∑
j

‖[Lj, A]‖2
L2

+
γ

h
〈
∑
j

[Lj, L
∗
j ]A
∗, A∗〉L2 , (4.6)

and

2 Re〈L∗A,A〉L2 = −γ
h

∑
j

‖[L∗j , A]‖2
L2

+
γ

h
〈
∑
j

[Lj, L
∗
j ]A,A〉L2 . (4.7)

Proof. First, observe that (1.2) and (4.5) show

(LA)∗ = LA∗, (L∗A)∗ = L∗A∗.
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Thus, we compute

2 Re〈LA,A〉L2 = tr((LA)A∗ + A(LA∗))

= tr
( i
h

[P,A]A∗ + A
i

h
[P,A∗] +

γ

h

∑
j

(
LjAL

∗
jA
∗ + ALjA

∗L∗j

)
− γ

2h

∑
j

(L∗jLjAA
∗ + AL∗jLjA

∗ + AL∗jLjA
∗ + AA∗L∗jLj)

)
= tr

( i
h

[P,A]A∗ + A
i

h
[P,A∗]

)
+
γ

h

∑
j

tr
(
LjAL

∗
jA
∗ + ALjA

∗L∗j − L∗jLjAA∗ − AL∗jLjA∗
)
.

Now,

tr
(

[P,A]A∗ + A[P,A∗]
)

= tr
(
PAA∗ − AA∗P

)
= 0,

and

tr
(
LjAL

∗
jA
∗ + ALjA

∗L∗j − L∗jLjAA∗ − AL∗jLjA∗
)

= tr
(
− [Lj, A]([Lj, A])∗ + LjAA

∗L∗j + ALjL
∗
jA
∗ − L∗jLjAA∗ − AL∗jLjA∗)

= tr
(
− [Lj, A]([Lj, A])∗ + [Lj, L

∗
j ]A
∗A).

Hence, (4.6) follows.

The computation for (4.7) is similar. Since the commutator part of L∗ has the same

form as that of L, we only need to compute

tr
(
L∗jALjA

∗ + AL∗jA
∗Lj − L∗jLjAA∗ − AL∗jLjA∗

)
= tr

(
− [L∗j , A]([L∗j , A])∗ + L∗jAA

∗Lj − L∗jLjAA∗
)

= tr
(
− [L∗j , A]([L∗j , A])∗ + [Lj, L

∗
j ]AA

∗
)
,

and (4.7) follows. �

The next lemma will be used to control the second terms on the right hand sides of

(4.6) and (4.7).

Lemma 4.4. Let C0 ∈ R and suppose that E : S → L2 is a self-adjoint operator on

L2(Rn) satisfying E ≤ C0. Then, for B : S ′ → S ,〈
EB,B

〉
L2

≤ C0‖B‖2
L2
. (4.8)
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Proof. To see this, observe that exists an L2-orthonormal basis uj and λj ≥ 0,

BB∗ =
∑
j

λjuj ⊗ uj, (f ⊗ g)(ϕ) := f〈ϕ, g〉.

We also note that if λj > 0 then uj ∈ S ⊂ D(E). Then,〈
EB,B

〉
L2

= tr(EBB∗) =
∑
j

〈EBB∗uj, uj〉L2 =
∑
j

λj〈Euj, uj〉L2

≤ C0

∑
j

λj = C0‖B‖2
L2
,

which is (4.8). �

Next, we provide an estimate

Lemma 4.5. Suppose that, as a bounded self-adjoint operator on L2(Rn) (see (1.6))∑
j

[Lj, L
∗
j ] ≤

2Mh

γ
. (4.9)

Then, for A : S → S ′ and λ > 0,

λ‖A‖L2 ≤ ‖(L −M − λ)A‖L2 , λ‖A‖L2 ≤ ‖(L∗ −M − λ)A‖L2 , (4.10)

Proof. Observe that by Lemma 4.3, and Lemma 4.4

2 Re〈(L −M − λ)A,A〉L2 ≤ −2λ‖A‖L2 − 2M‖A‖L2 +
γ

h

〈∑
j

[Lj, L
∗
j ]A
∗, A∗

〉
L2

≤ −2λ‖A‖L2 .

Hence,

2λ‖A‖L2 ≤ |2 Re〈(L −M − λ)A,A〉L2| ≤ 2‖(L −M − λ)A‖L2‖A‖L2 ,

from which the first estimate in (4.10) follows. The argument for the second estimate

is identical. �

Proposition 4.6. Suppose that (4.9) holds. Then the operator L with domain D(L) :=

{A ∈ L2 : LA ∈ L2} generates a strongly continuous semigroup

etL : L2 → L2 and ‖etL‖L2→L2 ≤ eMt, t ≥ 0.

Proof. By Proposition A.2, or rather its proof (see (A.4)), and Lemma 4.1, for A ∈
D(L) there exists a sequence of operators An : S ′ → S such that An

L2−→ A and

LAn
L2−→ LA. Hence, for A ∈ D(L) and λ > 0, Lemma 4.5 gives

λ‖A‖L2 = λ lim
n→∞

‖An‖L2

≤ lim
n→∞

‖(L −M − λ)An‖L2 = ‖(L −M − λ)A‖L2 .
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Similarly, for A ∈ D(L∗), we have An : S ′ → S such that An
L2−→ A and L∗An

L2−→
L∗A. This implies that for A ∈ D(L∗), and λ > 0

λ‖A‖L2 ≤ ‖(L∗ −M − λ)A‖L2 .

In particular, (L −M − λ)−1 : L2 → D(L) exists and satisfies,

‖(L −M − λ)−1‖L2→L2 ≤ λ−1, λ > 0.

The Hille-Yosida theorem then implies that L −M generates a strongly continuous

semigroup et(L−M) satisfying

‖et(L−M)‖L2→L2 ≤ 1,

from which the proposition follows. �

We conclude this section by showing how condition (4.9) is related to a lower bound

on the friction (1.6)

Lemma 4.7. Let

M0 := sup
R2n

µ, µ :=
1

2i

J∑
j=1

{`j, ¯̀
j}. (4.11)

Then there is C0 > 0 such that (4.9) holds with

M = γM0 + C0hγ, (4.12)

for 0 < h < 1. Furthermore, if µ ≡ 0, then (4.9) holds with

M = C0h
2γ (4.13)

for 0 < h < 1.

Proof. Since (1.3) shows that µ ∈ S(1), the first estimate is a straightforward appli-

cation of sharp G̊arding inequality for the class S(1) – see [DiSj99, Theorem 7.1] or

[Zw12, §4.7.2]. When µ ≡ 0, we use that [Lj, L
∗
j ] = Op( h

2i
{`j, ¯̀

j} + h3e) for some

e ∈ S(1) and hence the second estimate follows. �

5. The Classical Dynamics

It will be convenient to rewrite the Lindbladian as

LA =
i

h
[P,A] +

γ

2h

∑
j

(
[LjA,L

∗
j ] + [Lj, AL

∗
j ]
)
.

Our first goal is to motivate the classical Fokker–Planck equation (1.4) from the evo-

lution equation for L.

Observe that for 0 ≤ ρ < 1, and a ∈ SL2

ρ ,

LjA = Op(`ja+
h

2i
{`j, a}+ h2−2ρe1), AL∗j = Op(a¯̀

j +
h

2i
{a, ¯̀

j}+ h2−2ρe2),
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with ej ∈ SL
2

ρ . Hence for a ∈ SL2

ρ

LA = Op(Hpa) +
γ

2i

∑
j

Op((2{`j, ¯̀
j}a− `jH¯̀

j
a+ ¯̀H`a))

+
hγ

4

∑
j

Op(H¯̀
j
H`ja+H`jH ¯̀

j
a) + h2−3ρ(1 + γ) Op(e),

(5.1)

with e ∈ SL2

ρ . Heuristic arguments in the physics literature – see [HRR23a] and the

discussion and references given there – suggest that the natural classical evolution

should be given by the equation up to the diffusion term
∑

j H¯̀
j
H`j +H`jH ¯̀

j
which is

a non-positive differential operator acting on the classical observable a (see (1.7) for a

striking example). Hence as the generator of the classical flow (a form of Fokker–Planck

operator) we take Q ∈ Diff2(R2n) given by

Q := Hp +
γ

2i

∑
j

(2{`j, ¯̀
j} − `jH¯̀

j
+ ¯̀

jH`j) +
hγ

4

∑
j

(H¯̀
j
H`j +H`jH¯̀

j
).

The key estimate for evolution by Q is given as follows. We need here the additional

technical assumption (1.11). To state the next estimate we recall the definition of

semiclassical Sobolev norms:

‖u‖2
Hs
ε

:=

∫
(1 + |εζ|2)s|û(ζ)|2dζ, û(ζ) :=

∫
u(z)e−izζdz. (5.2)

Proposition 5.1. Suppose that (1.11) holds, and γ ≤ h−1. Let U(t) : L2(R2n) →
L2(R2n) be defined by

(∂t −Q)U(t) = 0, U(0) = Id . (5.3)

Then, for all s ≥ 0, there is C > 0 such that for all t ≥ 0,

‖U(t)‖Hs
ε→Hs

ε
≤ CeM0γt

√
1 + tγε, ‖U(t)‖L2→L2 ≤ CeM0γt. (5.4)

where M0 is given in (4.11), the norms are defined in (5.2), and

ε :=
√
γh. (5.5)

If,
∑

j{¯̀j, `j} ≡ 0, that is there is no friction (1.6), then

‖U(t)‖Hs
ε→Hs

ε
≤ C. (5.6)

Remark. The estimates (5.4) and (5.6) do not address the smoothing effect of the

evolution by (5.3). Obtaining quantitative estimates seems to require stronger assump-

tions than (1.3) and we restrict ourselves to that case.
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Proof. Recall from (1.4) and (1.5) that Q is given by Hp + γ
∑

j Bj + µ plus a second

order divergence form operator and the first two terms are anti-selfadjoint. Hence, for

u ∈ H2,

Re〈Qu, u〉 =
γ

2i

∑
j

〈{`j, ¯̀
j}u, u〉 −

hγ

4

∑
j

(
‖H`ju‖2

L2 + ‖H¯̀
j
u‖2

L2

)
.

We start with an estimate on the solution, v, to

e−tM0γ(∂t −Q)(etM0γv(t)) = (∂t −Q+M0γ)v(t) = f, v(0) = v0. (5.7)

We have

〈f, v〉 = Re〈(∂t −Q+M0γ)v, v〉

=
1

2
∂t‖v‖2

L2 + γ〈(M0 −
∑
j

1
2i
{`j, ¯̀

j})v, v〉+
hγ

4

∑
j

(‖H`jv‖2
L2 + ‖H¯̀

j
v‖2

L2).

Hence,

∂t‖v‖2
L2 +

hγ

2

∑
j

(
‖H`ju‖2

L2 + ‖H¯̀
j
u‖2

L2

)
≤ 2|〈f, v〉|.

For T > 0 the ellipticity hypothesis (1.10) then gives

‖v(T )‖2
L2 + γhc

∫ T

0

‖∇v‖2
L2 ≤ ‖v(T )‖2

L2 +
hγ

2

∫ T

0

∑
j

(
‖H`jv‖2

L2 + ‖H¯̀
j
v‖2

L2

)
≤ 2

∫ T

0

‖f(t)‖L2‖v(t)‖L2dt+ ‖v0‖2
L2 .

(5.8)

Now let u solve

(∂t −Q+M0γ)u = 0, u(0) = u0.

Then, applying (5.8), we obtain

‖u(T )‖2
L2 + c

∫ T

0

‖ε∇u(t)‖2
L2ds ≤ ‖u0‖2

L2 , ε =
√
γh. (5.9)

To proceed by induction let us assume that for k ≥ 0∑
0≤|α|≤k

‖(ε∂)αu(T )‖2
L2 +

∫ T

0

∑
1≤|α|≤k+1

‖(ε∂)αu(t)‖2
L2

≤ C
∑
|β|≤k

‖(ε∂)βu0‖2
L2 + CTγε‖u0‖2

L2 .

(5.10)
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We set

Q1 :=
∑
j

i{¯̀j, `j}, Q2 :=
1

2i

∑
j

(−`jH¯̀
j

+ ¯̀
jH`j),

Q3 :=
1

4

∑
j

(H¯̀
j
H`j +H`jH¯̀

j
).

so that

(∂t −Q+M0)∂αu = [Hp, ∂
α]u+ γ[Q1, ∂

α]u+ γ[Q2, ∂
α]u+ γh[Q3, ∂

α]u,

∂α(0) = ∂αu0.
(5.11)

We have the following estimates on the commutators appearing on the right hand side:

‖[Hp, ∂
α]u‖L2 ≤ C

∑
1≤|β|≤|α|

‖∂βu‖L2 , ‖[Q1, ∂
α]u‖L2 ≤ C

∑
0≤|β|≤|α|−1

‖∂βu‖L2 ,

‖[Q2, ∂
α]u‖L2 ≤ C

∑
1≤|β|≤|α|

‖∂βu‖L2 , ‖[Q3, ∂
α]u‖L2 ≤ C

∑
1≤|β|≤|α|+1

‖∂βu‖L2 .
(5.12)

It is important here that in the estimates not involving Q1, we have |β| ≥ 1 on the right

hand sides. To obtain the estimate on commutators with Q2, we use assumption (1.11).

Applying (5.8) to (5.11) and using (5.12) we obtain∑
|α|=k+1

‖∂αu(T )‖2
L2 + cγh

∫ T

0

∑
|α|=k+1

‖∇∂αu‖2
L2dt

≤ C

∫ T

0

∑
|α|=k+1

( ∑
1≤|β|≤k+1

‖∂βu‖L2 + γ‖u‖L2 + γh
∑

1≤|β′|≤k+2

‖∂β′u‖L2

)
‖∂αu‖L2dt

+
∑
|α|=k+1

‖∂αu0‖2
L2

≤ C

∫ T

0

∑
|α|=k+1

( ∑
1≤|β|≤k+1

‖∂βu‖L2 + γh
∑

|β′|=k+2

‖∂β′u‖L2

)
‖∂αu‖L2dt

+
∑
|α|=k+1

‖∂αu0‖2
L2 + CTγ‖u0‖2

L2 .

Young’s inequality (2ab ≤ δ−1a2 + δb2) allows us to move the highest order terms from

the right hand side to the left hand side and that gives∑
|α|=k+1

‖∂αu(T )‖2
L2 + cγh

∫ T

0

∑
|α|=k+1

‖∇∂αu‖2
L2dt

≤ C

∫ T

0

∑
1≤|β|≤k+1

‖∂βu‖2
L2dt+

∑
|α|=k+1

‖∂αu0‖2
L2 + CTγ‖u0‖2

L2 .
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We now use the inductive hypothesis (5.10) (with ε =
√
γh ≤ 1) to obtain∑

|α|=k+1

‖(ε∂)αu(T )‖2
L2 + c

∫ T

0

∑
|β|=k+2

‖(ε∂)βu‖2
L2dt

≤ C
∑

1≤|β|≤k+1

εk+1−|β|
∫ T

0

‖(ε∂)βu‖2
L2dt+

∑
|α|=k+1

‖(ε∂)αu0‖2
L2

+ CTγεk+1‖u0‖2
L2 .

≤ C
( ∑

1≤|β|≤k+1

εk+1−|β|(
∑
|α|≤|β|

‖(ε∂)αu0‖2
L2 + CTγ(γh)‖u0‖2

L2)

+
∑
|α|=k+1

‖(ε∂)αu0‖2
L2 + CTγεk+1‖u0‖2

L2

≤ C
∑
|α|≤k+1

‖(ε∂)αu0‖2
L2 + CTγε‖u0‖2

L2 .

Combined with the inductive hypothesis this shows that (5.10) holds with k replaced

by k + 1.

Returning to (5.7) we see that (5.10) gives (5.4). When
∑

j{¯̀j, `j} ≡ 0 then we

can take M0 and Q2 ≡ 0 in the proof and that gives (5.6) (note that in this case Q1

vanishes and hence the last term on the right hand side of (5.10) does not appear). �

6. Agreement of quantum and classical dynamics

In this section we obtain an accurate approximation to the solution of the Lindblad

master equation which is a far reaching strengthening of Theorem 1 in §1.

Theorem 4. Suppose that L is given by (1.2), assumptions (1.3), (1.10), and (1.11)

hold, h2ρ−1 ≤ γ ≤ h−1 for some 0 ≤ ρ ≤ 2
3
. There is C0 > 0 such that if A(t) satisfies

(in the notation of §2)

∂tA(t) = LA(t), A(0) = Op(a0), a0 ∈ SL
2

ρ ,

then, for every N there exist CN > 0 and a(t) ∈ SL2

ρ such that

‖A(t)−Op(a(t))‖L2 ≤ CNe
(M0+C0h)γt(1 + γ)N+1(1 + γ

3
2h

1
2 t)

N+2
2 tN+1h(2−3ρ)(N+1),

a(t)− U(t)a0 ∈ eM0γtth(2−3ρ)(1 + γ)(1 + tγ
3
2h

1
2 )SL

2

ρ ,

(6.1)

where U(t) was defined by (5.3).

If
∑

j{`j, ¯̀
j} ≡ 0, that is there is no friction (1.6), then

‖A(t)−Op(a(t))‖L2 ≤ CNe
C0h2γt(1 + γ)N+1tN+1h(2−3ρ)(N+1),

a(t)− U(t)a0 ∈ h(2−3ρ)t(1 + γ)SL
2

ρ ,
(6.2)
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Proof of Theorem 2 assuming Theorem 4. Let a0 ∈ SL2

1/2. Then observe that by Propo-

sition 4.6 and Lemma 4.7, together with the fact that for a0 ∈ SL2

1/2, ‖Op(a0)‖L2 ≤ C,

‖A(t)‖L2 ≤ Ce(M0+C0h)γt.

Next, using Proposition 5.1

‖Op(U(t)a0)‖L2 ≤ CeM0γt.

Therefore, since our estimates are trivially valid when t(γ + γ−
3
2 )h

1
2 , we may assume

without loss of generality that t(γ + γ−
3
2 )h

1
2 ≤ 1.

We now consider two cases: γ = h2ρ−1 for some ρ ≥ 1
2

and ρ = 1
2

with γ ≥ 1. Observe

that when γ = h2ρ−1 for some ρ ≥ 1
2
, then, using that γ ≤ 1, the estimate (6.1) reads

‖A(t)−Op(a(t))‖L2 ≤ CNe
(M0+C0h)γt(th

1
2γ−

3
2 )N+1(1 + tγ

3
2h

1
2 )

N+2
2

a(t)− U(t)aλh ∈ e(M0+C0h)γt(th
1
2γ−

3
2 )(1 + tγ

3
2h

1
2 )SL

2

ρ .
(6.3)

Hence, since tγ−
3
2h

1
2 ≤ 1, the estimate (1.20) follows in this case. On the other hand,

when γ ≥ 1 and we set ρ = 1
2
, the estimate (6.1) reads

‖A(t)−Op(a(t))‖L2 ≤ CNe
(M0+C0h)γtth

1
2γN+1tN+1h

1
2

(N+1)(1 + tγ
3
2h

1
2 )

N+2
2 ,

a(t)− U(t)aλh ∈ e(M0+C0h)γtth
1
2γ(1 + tγ

3
2h

1
2 )SL

2

1
2
,

(6.4)

Taking N = 0 and using tγh
1
2 ≤ 1, we obtain

‖A(t)−Op(U(t)aλh)‖L2 ≤ Ce(M0+C0h)γtth
1
2 (1 + tγ

3
2h

1
2 ).

�

Proof of Theorem 4. Define a0(t) := U(t)a0, with U given in (5.3). Then, recalling

that ε =
√
γh/2, hρ ≤ ε ≤ 1, (5.4) gives

a0(t) ∈ eM0γt(1 + tγ
3
2h

1
2 )

1
2SL

2

ρ , uniformly in t ≥ 0.

Set A0(t) := Op(a0(t)). Then, using Lemma 2.2 as in the derivation of (5.1), we obtain

Ȧ0(t) = Op(ȧ0(t)) = Op(Qa0(t)) = LA0(t) + Op(e1(t)),

where

e1(t) ∈ h2−3ρ(1 + γ)eM0γt(1 + tγ
3
2h

1
2 )

1
2SL

2

ρ .

Suppose, by induction that we have found

aj(t) ∈ eM0γttjh(2−3ρ)j(1 + γ)j(1 + tγ
3
2h

1
2 )

j+1
2 SL

2

ρ , j = 0, . . . , N − 1

such that, with AN−1 :=
∑N−1

j=0 Op(aj(t)), we have

ȦN−1 = LAN−1(t) + Op(eN(t)),
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with

eN(t) ∈ eM0γttN−1(1 + tγ
3
2h

1
2 )

N
2 (1 + γ)NSL

2

ρ .

Using eN we define

aN(t) = −
∫ t

0

U(t− s)eN(s)ds.

Since,∫ t

0

sN−1(1 + γ
3
2h

1
2 s)

N
2 (1 + γ

3
2h

1
2 (t− s))

1
2ds ≤ (1 + γ

3
2h

1
2 t)

N+1
2 tN/(N + 1),

aN(t) ∈ eM0γttNh(2−3ρ)N(1 + γ
3
2h

1
2 t)

N+1
2 SL

2

ρ ,

and hence, with AN(t) = AN−1(t) + Op(aN(t)), we have

ȦN(t) = LAN−1(t) + Op(eN(t)) + Op(ȧN(t))

= LAN−1(t) + Op(QaN(t))

= LAN(t) + Op(eN+1(t)),

with

eN+1 ∈ eM0γttN(1 + γ)N+1h(2−3ρ)(N+1)(1 + γ
3
2h

1
2 t)

N+1
2 SL

2

ρ .

Note that in the last line we used Lemma 2.2 to obtain the estimates on eN+1. This

gives a =
∑

j≤N aj.

We next use Proposition 4.6 and Lemma 4.7 to compare A(t) and AN(t):

∥∥A(t)− AN(t)
∥∥

L2
≤
∫ t

0

∥∥e(t−s)LOp(eN+1(s))
∥∥

L2
ds

≤ CNe
(M0+C0h)γt(1 + γ)N+1tN+1h(2−3ρ)(N+1)(1 + γ

3
2h

1
2 t)

N+2
2 .

The stronger version under the assumption that
∑

j{`j, ¯̀
j} = 0 follows from the

stronger estimates in (4.13) and (5.6). �

7. Bounds on the Hilbert–Schmidt norm of Lindblad Evolution

In this section we use Theorem 4 to give lower bounds on the Hilbert–Schmidt norm

of the Lindblad evolution in the case of Example (1.7). We will consider two special

cases: quadratic hamiltonians and confining Hamiltonians.
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7.1. Quadratic Hamiltonians. We first show that when p is quadratic and the initial

condition is Gaussian, it is possible to solve (1.4) exactly. For the purposes of this

section, we let B be a real, symmetric, matrix and suppose that

p(x, ξ) :=
1

2
〈Bρ, ρ〉, ρ :=

(
x

ξ

)
. (7.1)

We also use the notation Ω :=

(
0 I

−I 0

)
for the standard symplectic form.

Lemma 7.1. Let p as in (7.1), A0 be a real, symmteric, positivie definite matrix.

ρ0 ∈ R2n, and u solve

(∂t −Hp − 1
2
γh∆x,ξ)u = 0, u(0) = exp

(
− 1

2h
〈A0(ρ− ρ0, ρ− ρ0)〉

)
. (7.2)

Then,

u(t) = ef(t) exp
(
− 1

2h
〈A(t)(ρ− ρ0(t), ρ− ρ0(t))〉

)
,

where A(0) = A0, ρ0(0) = ρ0, f(0) = 0, and

ρ̇0(t) = −ΩBρ0

Ȧ(t) = (A+ At)ΩB − γ
4
(A+ At)2 ḟ(t) = −γ

4
tr(A(t) + At(t)).

(7.3)

Proof. We compute

∂tu = u
(
ḟ − 1

2h
〈Ȧ(ρ− ρ0), ρ− ρ0〉+

1

2h
〈Aρ̇0, ρ− ρ0〉+

1

2h
〈A(ρ− ρ0), ρ̇0〉

)
,

= u
(
ḟ − 1

2h
〈Ȧ(ρ− ρ0), ρ− ρ0〉+

1

2h
〈(A+ At)ρ̇0, ρ− ρ0〉

)
,

Hpu = u
(
− 1

2h
〈AΩBρ, (ρ− ρ0)〉 − 1

2h
〈A(ρ− ρ0),ΩBρ〉

)
= u

(
− 1

2h
〈(A+ At)ΩBρ0, ρ− ρ0〉 −

1

2h
〈(A+ At)ΩB(ρ− ρ0), ρ− ρ0〉

)
γh∆u = uγh

( 1

4h2
〈(A+ At)(ρ− ρ0), (A+ At)(ρ− ρ0)〉 − 1

2h
2 tr(A+ At)

)
= uγh

( 1

4h2
〈(A+ At)2(ρ− ρ0), ρ− ρ0〉 −

1

2h
tr(A+ At)

)
.

Then, using that u satisfies (7.2), and equating terms by homogeneity in ρ − ρ0, we

obtain (7.3). �

Remark. As an easy corollary of Lemma 7.1, we see that if A0 = 2I, B = 0, then

u(t) =
1

(1 + 2γt)n
e−

1
h(1+2γt)

〈ρ−ρ0,ρ−ρ0〉, ‖u(t)‖L2 =
( πh

2(1 + 2γt)

)n
2
.
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When p = 0, the Lindblad evolution is exactly given by the Fokker–Planck evolution,

and thus the solution A(t) to (1.19), satisfies

‖A(t)‖L2 =
( 1

1 + 2γt

)n
2
.

7.2. Confining Hamiltonians. We next consider the case where the Hamiltonian p

is confining. We assume in this subsection that there are c,m > 0 and M ∈ R such

that
∆p ≥ 0, p ≥ c|∇p|2, on |p| ≥M,

|p| ≥ c〈(x, ξ)〉m − 1/c, (x, ξ) ∈ R2n.
(7.4)

We show in Proposition 7.4 that under this assumption, for sufficiently dispersed initial

data, the Hilbert–Schmidt norm of the Lindblad evolution is bounded from below in

the Hilbert–Schmidt norm.

We will use a maximum principle type argument that, in the presence of a con-

fining hamiltonian, the Fokker–Planck evolution remains well confined in L1 for long

times. We start by constructing an effective barrier with which to apply the maximum

principle.

Lemma 7.2. Suppose that (7.4) holds. Then for any f ∈ C∞(R), such that supp f ′ ⊂
(M,∞), f, f ′′ ≥ 0, f ′′ ∈ C∞c , there is C > 0 such that, defining

g(t) :=
g(0)

Cγhtg(0) + 1
, v(t, x, ξ) := exp(−g(t)f(p(x, ξ))), (7.5)

we have

(∂t −Hp − 1
2
γh∆)v ≥ 0, t ≥ 0. (7.6)

Proof. We calculate

vt − γh∆v = [−g′(t)f(p) + γh((−g2[f ′(p)]2 + gf ′′(p))|∇p|2 + gf ′(p)∆p)]v

≥ [−g′(t)f(p) + γh(−g2[f ′(p)]2|∇p|2)]v

≥ [−g′(t)f(p) + Cγh(−g2[f ′(p)]2p)]v.

(7.7)

Since f ≥ 0 and |f ′′(p)| ≤ C,

|f ′(p)| ≤ C
√
f(p).

Hence, using that f ′′ ∈ C∞c , we have that there is p0 such that f ′(p) = L for p ≥ p0

large enough and f ′(p) = 0 for p < M ,

f(p) ≥ max(c[f ′(p)]2, L(p− p0) + f(p0)) ≥ c[f ′(p)]2p.

Thus, for C > 0 large enough, and g given in (7.5) (so that −g′(t) − Cγhg2 = 0) the

last inequality in (7.7) gives (7.6). �
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Figure 1. The ‖u(t)‖L2/‖u(0)‖L2 for the solution to (7.2) with A = 2I

for various choices of B in (7.1).
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In the next lemma, we show that, given some apriori assumptions on the Fokker–

Planck solution, we are able to confine the majority of its L1 mass to a bounded set.

As a consequence, we obtain that the L2 norm cannot decay for long times.

Lemma 7.3. Suppose that (7.4) holds. Then, ∀R0, c1 > 0∃R1 > 0∀ δ,N > 0 ∃CN,δ
such that if

0 ≤ a0(x, ξ) ≤ e−c1〈(x,ξ)〉
2/h, |(x, ξ)| ≥ R0, 0 ≤ a0 ≤ 1 (7.8)

then for any solution a(t) ∈ L∞({t > 0} × R2n
(x,ξ)) to

(∂t −Hp − 1
2
γh∆)a = 0, a(0) = a0,

we have

‖a(t)‖L1(Rd\B(0,R1)) = CN,δh
N 0 ≤ t ≤ h−1+δγ−1. (7.9)

In particular,

‖a0‖L1 − CN,δhN ≤ C‖a(t)‖L2 , (7.10)

Proof. Let M1 ≥ 0 such that

p ≥M1 =⇒ c〈(x, ξ)〉m/2 ≤ p ≤ C1〈(x, ξ)〉2 and |(x, ξ)| ≥ R0.

Then, set M0 = max(M,M1), letψ ∈ C∞c ((M0,M0 +1); [0,∞) with
∫
ψ = 1 and define

f(x) :=
∫ x

0

∫ s
0
ψ(t)dtds so that f ′′(x) = ψ(x), supp f ⊂ (M0,∞) with f, f ′′ ≥ 0. Let

R1 ≥ 0 such that p ≥M0 + 1 on |(x, ξ)| ≥ R1.

Since f(p(x, ξ)) = 0 on |(x, ξ)| ≤ R0, f(p) ≤ Cp ≤ C〈(x, ξ)〉2 there exists c0 > 0

such that

exp(−c0f(p(x, ξ))/h) ≥ a0.

We now apply Lemma 7.2 with g(0) = c0/h: for v in (7.5)

(∂t −Hp − 1
2
γh∆)(v − a) ≥ 0, t ≥ 0.

The maximum principle [Co80, Theorem 1] then shows that 0 ≤ a ≤ v and conse-

quently, using that f(p) ≥ cp ≥ c〈(x, ξ)〉m on R2n \B(0, R1),

‖a(t)‖L1(R2n\B(0,R1)) ≤ ‖v(t)‖L1(R2n\B(0,R1)

≤
∫
R2n\B(0,R1)

e−c0〈(x,ξ)〉
m/(Cγt+h)dxdξ ≤ Ce−c0/(Cγth+h),

from which (7.9) follows.

To obtain (7.10), observe that

∂t

∫
adxdξ =

∫
(Hp + 1

2
γh∆)adxdξ = 0.
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Hence,

‖a0‖L1 = ‖a(t)‖L1 ≤ ‖a(t)‖L1(B(0,R1)) + CN,δh
N

≤ CRn
1‖a(t)‖L2(B(0,R1)) + CN,δh

N

≤ CRn
1‖a(t)‖L2 + CN,δh

N .

�

Finally, we show that the Hilbert–Schmidt norm of the Lindblad evolution with a

confining Hamiltonian can, in many cases, be effectively controlled from below. We

Proposition 7.4. Suppose that L is given by (1.2), assumptions (1.3), and (7.4) hold,

that `j’s are as in (1.7). If h2ρ−1 ≤ γ ≤ h−1 for some 0 ≤ ρ ≤ 2
3

then

∃C0 > 0 ∀ c1 > 0, R0 > 0, a0 ∈ SL
2

ρ with a0/‖a0‖L∞ satisfying (7.8), N, δ > 0 ∃C > 0

such that if A(t) satisfies (in the notation of §2)

∂tA(t) = LA(t), A(0) = Op(a0),

then, for 0 ≤ t ≤ h−1+δγ−1,

(2πh)
n
2 trA(0)− ChN‖a0‖L∞ − CeC0h2γt(1 + γ)th(2−3ρ) ≤ C‖A(t)‖L2 .

Proof. By Theorem 4,

‖A(t)−Op(a(t))‖L2 ≤ CeC0h2γt(1 + γ)th(2−3ρ) (7.11)

where a(t) = U(t)a0. In particular, a(t) satisfies

(∂t −Hp − 1
2
γh∆)a = 0, a(0) = 0,

and a(t) ∈ SL
2

ρ . Since a(t) ∈ SL2
ρ , uniformly in t > 0, by the Sobolev embedding,

a(t) ∈ L∞({t > 0} × R2n
(x,ξ)) and hence applying Lemma 7.3 then yields

(2πh)n trA(0)− ChN‖a0‖L∞ = ‖a0‖L1 − ChN‖a0‖L∞

≤ C‖a(t)‖L2 = C(2πh)
n
2 ‖Op(a(t))‖L2 .

(7.12)

The Proposition now follows from combining (7.11) and (7.12). �

Appendix: operators with quadratic symbol growth

We start with the composition formula of operators quantizing symbols in S(k) where

that space was defined in (2.3).
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Proposition A.1. Suppose that aj ∈ S(kj), j = 1, 2. Then Op(a1) Op(a2) = Op(b),

where for any N ≥ max(k1, k2),

b(x, ξ, h)−
N−1∑
`=0

1

`!

(
h

2i
σ(Dx, Dξ, Dy, Dη)

)`
a1(x, ξ)a2(y, η)|x=y,ξ=η ∈ hNS0, (A.1)

where σ is the standard symplectic form on R2n.

Remark. Note that b in the statement of the proposition is not necessarily in an S(k)

class since they are not closed under multiplication.

Proof. We observe that S(k) ⊂ S(mk), mk(x, ξ) = (1 + |x| + |ξ|)k. Hence [Zw12,

Theorem 4.18] applies and, writing z = (x, ξ), w = (y, η),

b(z, h) = exp(ihA(D))(a1(x)a2(w))|z=w, A(Dz,w) = −1
2
σ(Dx, Dξ, Dy, Dη).

By Taylor’s formula,

b(z, h) =
N−1∑
`=0

1

`!
(ihA(D))`(a1(z)a2(w))|z=w +RN(z, h)

where

RN(z, h) :
1

(N − 1)!
(1− t)N−1eithA(D)(ihA(D))N((a1(z)a2(w))|z,w.

For N ≥ max(k1, k2), A(D)Na1(z)a2(w) ∈ S0(R4n
z,w) and since eihtA(D) : S0(R4n) →

S(R4n) (with uniform bounds for 0 ≤ t ≤ 1 – see [Zw12, Theorem 4.17]) we conclude

that RN ∈ hNS0(R2n) which is (A.1). �

We now present a general spectral result following the proof of a special case in

[Hö95] (see the example in [Zw12, §C.2.2]):

Proposition A.2. Suppose that p(x, ξ) ∈ C∞(Rd × Rd) satisfies

|∂αp(x, ξ)| ≤ Cα(1 + |x|+ |ξ|), |α| ≥ 1, (A.2)

and define

Npu = pw(x,D)u, D(Np) := S (Rd),

Mpu = pw(x,D)u, D(Mp) := {u ∈ L2(Rd) : pw(x,D)u ∈ L2(Rd)},

where in the case of u ∈ L2(Rd) ⊂ S ′(Rd) we consider pw(x,D)u ∈ S ′(Rd). Then

Mp is closed and

Mp = Np, M∗
p = Mp̄. (A.3)
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Proof. We recall that pw(x,D) : S ′ → S ′ is continuous and hence, if uj → u and

pw(x,D)uj → v in L2, then uj → u in S ′. Consequently, v = pw(x,D)u ∈ L2,

u ∈ D(Mp) and Mpu = v. This shows that Mp is closed.

To show that Mp is the closure of Np we have to show that for any u ∈ D(Mp) there

exists a family uε ∈ S such that uε → u and

pw(x,D)uε → pw(x,D)u in L2 as ε→ 0. (A.4)

To construct uε we take χ ∈ C∞c (R2d) equal to one in BR2n(0, 1), and put

uε := χw
ε (x,D)u ∈ S , χε(x, ξ) := χ(εx, εξ), uε → u in L2.

Then pwuε = χw
ε p

wuε + [pw, χw
ε ]uε and as χw

ε p
wu→ pw in L2, we need to show that

[pw(x,D), χw
ε (x,D)]u→ 0 in L2 , ε→ 0. (A.5)

To see this we note that [Zw12, Theorem 4.18] and the two term Taylor expansion of

eiA(D) give

[pw(x,D), χε(x,D)] = aw
ε (x,D), aε(x, ξ) = i{χε, p}(x, ξ) + bε(x, ξ), (A.6)

where

bε(x, ξ) :=

∫ 1

0

(1− t)
(
eitA(D)(iA(D))2 (p(x, ξ)χε(y, η)− p(y, η)χε(x, ξ))

)
|x=y,ξ=ηdt,

and A(D) := σ(Dx, Dξ;Dy, Dη). In view of (A.2),

{χε, p}(x, ξ) = ε
n∑
j=1

(
∂xjp(x, ξ)(∂ξjχ)(εx, εξ)− ∂ξjp(x, ξ)(∂xjχ)(εx, εξ)

)
is bounded in S(1), uniformly as ε→ 0.

To obtain estimates on bε we observe that, for some cαβ ∈ C,

(iA(D))2(p(x, ξ)χε(y, η)− p(y, η)χε(x, ξ))

=
∑

|α|=|β|=2

cαβε
2(∂αp(x, ξ)∂βχ(εy, εη)− ∂αχ(εx, εξ)∂βp(y, η)) ∈ ε(S(m) + S(1/m)),

where the order function is given by m(x, ξ, y, η) := 〈x, ξ〉〈y, η〉−1. The inclusion follows

from the fact ε ≤ C〈ε(x, ξ)〉−1 for (x, ξ) ∈ suppχ and from the assumption (A.2).

By [Zw12, Theorem 4.17], the operators eithA(D) : S(m±1) → S(m±1) are bounded

uniformly in t. Since m|x=y,ξ=η = 1, bε ∈ εS(1), and [Zw12, Theorem 4.23] gives,

uniformly as ε→ 0,

‖bw
ε (x,D)‖L2→L2 ≤ Cε. (A.7)

We now choose ψ ∈ C∞c (Rn) supported in BR2n(0, 1), equal to one near 0, and put

ψε(x, ξ) = ψ(εx, εξ). Then {χε, p}(x, ξ)ψε(x, ξ) ≡ 0, and [Zw12, Theorems 4.18 and

4.23] imply

‖{χε, p}w(x,D)ψw
ε (x,D)‖L2→L2 ≤ Cε.
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This and (A.7) give

[pw(x,D), χw
ε (x,D)] = {χε, p}w(x,D)(1− ψw

ε (x,D)) + {χε, p}w(x,D)ψw
ε (x,D) + bw

ε (x,D)

= {χε, p}w(x,D)(1− ψw
ε (x,D)) +O(ε)L2→L2 .

Since ψw
ε (x,D)u → u in L2 and {χε, p} ∈ S(1) (hence by [Zw12, Theorem 4.23]

‖{χε, p}w(x,D)‖L2→L2 is uniformly bounded), this and (A.7) give (A.5).

It remains to show the last assertion in (A.3). For that we recall that v ∈ D(M∗
p ) if

and only if there exists C = C(v) such that for all u ∈ D(Mp)

〈Mpu, v〉 ≤ C‖u‖L2 . (A.8)

For u ∈ S ⊂ D(Mp) we have 〈Mpu, v〉 = 〈u, p̄w(x,D)v〉, where p̄w(x,D)v ∈ S ′ and

(A.8) implies that p̄w(x,D)v ∈ L2. Hence M∗
p ⊂ Mp̄. Since M∗

p is closed, Np̄ ⊂ N∗p =

N̄∗p = M∗
p . It follows that Mp̄ = N̄p̄ ⊂M∗

p and that M∗
p = Mp̄. �
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