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Abstract. In this paper we study the subcategory of cuspidal modules of the
category of weight modules over the Lie algebra sl(n + 1). Our main result is a
complete classification and an explicit description of indecomposable cuspidal mod-
ules.
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1. Introduction

The category of weight representations has attracted considerable mathematical
attention in the last thirty years. General weight modules have been extensively
studied by G. Benkart, D. Britten, S. Fernando, V. Futorny, A. Joseph, F. Lemire,
and others (see e.g. [1], [4], [5], [10], [12]). Following their works, in 2000 O. Mathieu,
[21], established the classification of all simple weight modules with finite-dimensional
weight spaces over reductive Lie algebras. An important role in this classification
plays the category C of all cuspidal modules, i.e. weight modules on which all root
vectors of the Lie algebra act bijectively. This role is due to the parabolic induction
theorem of Fernando and Futorny. The theorem states that every simple weight
module M with finite-dimensional weight spaces over a reductive finite-dimensional
Lie algebra g is isomorphic to the unique simple quotient of a parabolically induced
generalized Verma module U(g)⊗U(p) S, where S is a cuspidal module over the Levi
component of p. The Fernando–Futorny result naturally initiates the study of the
category C as a necessary step towards the study of all weight modules with finite
weight multiplicities.

Let g be a simple complex finite-dimensional Lie algebra. A result of Fernando
implies that C is nontrivial for Lie algebras g of type A and C only. In the sym-
plectic case the category C is semisimple (see [6]). In the present paper we focus
on the remaining case, i.e. g = sl(n + 1). The main result is a classification of the
indecomposable modules in this case.

There are two major differences between the two algebra types that make the
study of the cuspidal modules much harder in the A-type case. First, in the sl-case,
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the translation functor does not provide equivalence of the subcategories Cχ of C for
all central characters χ. This leads to a consideration of three essentially different
central character types: nonintegral, regular integral and singular. Second, in many
cases a simple cuspidal module has a nontrivial self-extension. Because of this the
category of cuspidal modules does not have projective and injective objects, and one
has to use a certain completion C of C. The most interesting central character type
is, without a doubt, the regular integral one, because in this case there are n up to
isomorphism simple objects in every block of Cχ. A convenient way to approach this
case is to use methods and results from the quiver theory. Our main result can be
formulated as follows

Theorem 1.1. (a) Every singular and nonintegral block of the category C is equiva-
lent to the category of finite-dimensional modules over the algebra of power series in
one variable.

(b) Every regular integral block of C is equivalent to the category of locally nilpotent
modules over the quiver

•
y

¦¦ x // •
x

oo
y // •
y

oo
x // ...
x

oo // •oo
¦¦

with relations xy = yx = 0.

The above quiver is special biserial and hence tame (see [9]). It was originally stud-
ied by Gelfand–Ponomarev in [18] in order to classify indecomposable representations
of the Lorentz group.

Another important aspect of the category C is the geometric realization of its ob-
jects. The simple objects in C, as well as their injective hulls in C̄, can be realized with
the aid of sections of vector bundles on the projective space Pn. These realizations
are especially helpful for the explicit calculations of extensions of simple modules in
the category C.

The results in the present paper make a first step towards the study of other
interesting category: the category B of all weight g-modules with uniformly bounded
weight multiplicities. The study of the category B was initiated in [19], where the
case of g = sp(2n) was completely solved. The remaining case, i.e. g = sl(n + 1),
will be treated in a future work.

Another natural problem is to extend the study of cuspidal modules to the cate-
gory of generalized weight modules, i.e. modules that decompose as direct sums of
generalized weight spaces on which h − λ(h) act locally finitely for every weight λ
and h in the Cartan subalgebra of g. The category of generalized cuspidal modules
have the same simple objects as the category of simple weight modules, but the in-
decomposables are different. In fact, it follows from Theorem 4.12 that the category
of generalized cuspidal modules is wild, so it should be studied using other methods.
On the other hand, the geometric constructions we obtain in this paper can be easily
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generalized and lead to examples of generalized cuspidal modules that are generalized
weight modules but not weight modules (see Remark 4.3).

The organization of the paper is as follows. In Section 2 we introduce the main no-
tions and with the aid of the translation functor, reduce the general central character
case to a specific set of central characters (namely, those that correspond to multiples
of ε0). In Section 3 we prove some preparatory statements and, in particular, consider
the case of sl(2). Let us mention that the classification of the indecomposable weight
modules over sl(2) with scalar action of Casimir is usually attributed to Gabriel [13]
and can be found in [7], §7.8.16. The general case was treated in [8]. In Section 4 we
calculate extensions between simple cuspidal modules with non-integral and singular
central characters. In Section 5 we extend the category C of cuspidal modules to C̄
by adding injective limits, and construct injective objects in blocks with non-integral
and singular central characters. The case of a regular integral central character is
treated in Section 6, where we use translation functors ([3]) from singular to regu-
lar blocks to construct injective modules in the regular case. In the last section we
provide an explicit realization of all indecomposable cuspidal modules. We expect
that the description of the indecomposables of C will be useful for studying other
categories of weight modules, including the category B of bounded modules.

Acknowledgements. We would like to thank K. Erdmann, S. Koenig, and C. Ringel
for providing us with very useful information about certain quivers. We are thankful
to I. Zakharevich for reading the first version of the manuscript and providing valuable
comments. Special thanks are due to the referee for the very careful reading of
the manuscript and providing numerous suggestions that substantially improved the
paper.

2. Cuspidal representations

In this paper the ground field is C, and g = sl (n + 1). All tensor products are
assumed to be over C unless otherwise stated. We fix a Cartan subalgebra h of g and
denote by ( , ) the Killing form on g. The induced form on h∗ will be denoted by ( , ) as
well. For our convenience, we fix a basis {ε0, . . . , εn} in Cn+1, such that h∗ is identified
with the subspace of Cn+1 spanned by the simple roots α1 = ε0 − ε1, . . . , αn =
εn−1 − εn. By γ we denote the projection Cn+1 → h∗ with one-dimensional kernel
C(ε0 + · · · + εn). By Q ⊂ h∗ and Λ ⊂ h∗ we denote the root lattice and the weight
lattice of g, respectively. The basis {ω1, . . . , ωn} of Λ consists of the fundamental
weights ωi := γ(ε0 + ... + εi−1) for i = 1, ..., n. Let U := U(g) be the universal
enveloping algebra of g. Denote by Z := Z(U(g)) the center of U and let Z ′ :=
Hom(Z,C) be the set of all central chatacters (here Hom stands for homomorphisms
of unital C-algebras). By χλ ∈ Z ′ we denote the central character of the irreducible
highest weight module with highest weight λ. Recall that χλ = χµ iff λ+ρ = w(µ+ρ)
for some element w of the Weyl group W , where, as usual, ρ denotes the half-sum of
positive roots. We say that χ = χλ is regular if the stabilizer of λ + ρ in W is trivial
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(otherwise χ is called singular), and that χ = χλ is integral if λ ∈ Λ. We say that
two weights λ and ν ∈ λ + Λ are in the same Weyl chamber if for any positive root
α such that (λ, α) ∈ Z, (λ, α) ∈ Z≥0 if and only if (µ, α) ∈ Z≥0. Finally recall that λ
is dominant integral if (λ, α) ∈ Z≥0 for all positive roots α.

A g-module M is a generalized weight module if M =
⊕

µ∈h∗ M (µ), where

M (µ) :=
{

m ∈ M | (h− µ Id)N m = 0, for every h ∈ h, and some N = N(h,m)
}

.

A generalized weight g-module M is called a weight module if M (µ) = Mµ, where

Mµ := {m ∈ M | hm = µ (h) m, for every h ∈ h} .

By definition the support of M , supp M , is the set of weights µ ∈ h∗ such that
Mµ 6= 0. A weight g-module M is cuspidal if M is finitely generated, all Mµ are
finite-dimensional, and X : Mµ → Mµ+α is an isomorphism for every root vector
X ∈ gα. Denote by C the category of all cuspidal g-modules.

It is clear that, if M is a cuspidal module, then µ ∈ supp M implies µ+Q ⊂ supp M .
Hence for every cuspidal module M one can define s (M) ⊂ h∗/Q as the image of
supp M under the natural projection h∗ → h∗/Q. As M is finitely generated, s (M)
is a finite set.

It is not difficult to see that a submodule and a quotient of a cuspidal module
are cuspidal. Hence the category C is an abelian category. It is also clear that
every cuspidal module has finite Jordan–Hölder series. Since the center Z of U
preserves weight spaces, it acts locally finitely on the cuspidal modules. For every
central character χ ∈ Z ′ let Cχ denote the category of all cuspidal modules M with

generalized central character χ, i.e. such that for some n (M) , (z − χ (z))n(M) = 0 on
M for all z ∈ Z. It is clear that every cuspidal module M is a direct sum of finitely
many Mi ∈ Cχi . Furthermore, if ExtC stands for the extension functor in the category
C, then ExtC (M, N) 6= 0 implies s (M) ∩ s (N) 6= ∅. Therefore every M ∈ Cχ is a
direct sum M =

⊕
ν̄∈s(M) M [ν̄], where, for ν̄ := ν + Q ∈ h∗/Q, M [ν̄] denotes the

maximal submodule of M such that s (M [ν̄]) = {ν̄}. Thus, one can write

C =
⊕

χ∈Z′, ν̄∈h∗/Q

Cχ
ν̄

where Cχ
ν̄ is the category of all modules M in Cχ such that s (M) = {ν̄}.

In this section we describe the simple cuspidal g−modules following the classifica-
tion of Mathieu in [21]. We formulate Mathieu’s result in convenient for us terms.

We fix an h-eigenbasis of the natural representation of g. Let Eij, i, j = 0, . . . , n
denote the elementary matrices. Define a Z-grading g = g−1 ⊕ g0 ⊕ g1, where g1 is
spanned by Ei0 for all i > 0, g−1 is spanned by E0i for all i > 0, and g0

∼= gl (n). The
subalgebra p = g0 ⊕ g1 is a maximal parabolic subalgebra in g. If G = SL (n + 1)
and P ⊂ G is the subgroup with the Lie algebra p, then G/P is isomorphic to Pn.
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Every point t in Pn can be represented by its homogeneous coordinates [t0, . . . , tn].
Then g defines an algebra of vector fields on Pn via the map

(2.1) Eij 7→ ti
∂

∂tj
.

By E we denote the Euler vector field
∑n

i=0 ti
∂

∂ti
.

Let U be the affine open subset of Pn consisting of all points [t0, ..., tn] such that
t0 6= 0. Introduce local coordinates x1, . . . , xn on U by setting xi := ti

t0
for all

i = 1, . . . , n. The ring O = C [x1, . . . , xn] of regular functions on U is naturally a g-
module. We say that M is a (g,O)-module if M is both a g-module and an O-module,
and

g (fm)− f (gm) = g (f) m

for any m ∈ M , g ∈ g, f ∈ O. In particular, O is a (g,O)-module. If M and N are
(g,O)-modules, then M ⊗O N is a (g,O)-module as well.

For µ ∈ Cn+1, let |µ| denote µ0 + · · ·+µn and tµ denote tµ0

0 . . . tµn
n . Then the vector

space tµC
[
t±1
0 , . . . , t±1

n

]
has a natural structure of a (g,O)-module. Let

Fµ :=
{
f ∈ tµC

[
t±1
0 , . . . , t±1

n

] | Ef = |µ|f}
.

One can check that Fµ is a (g,O)-module. It is not hard to see that Fµ is an
irreducible cuspidal g-module iff µi /∈ Z for all i = 0, . . . , n, in that case all weight
spaces are one-dimensional. It is also clear from the construction that Fµ

∼= Fµ′ if
µ− µ′ ∈ Q.

Now we recall a slightly more general construction of a cuspidal module (see [23]).
Let V0 be a finite-dimensional P -module. Then V0 induces a vector bundle on Pn

which we denote by V0. The space of its sections Γ (U ,V0) on the affine open set
U ⊂ G/P is another example of a (g,O)-module. Since V0 is trivial on U one can
identify G(U ,V0) with O ⊗ V0. Define a new g-module

Fµ (V0) = Fµ ⊗O Γ (U ,V0) .

Again, one easily checks that Fµ (V0) is cuspidal iff µi /∈ Z.

Remark 2.1. If V is a g-module, then Γ (U ,V) ∼= O⊗ V as a g-module, and we have
the following isomorphisms of g-modules

Fµ (V0)⊗ V ∼= Fµ (V0)⊗O Γ (U ,V) ∼= Fµ ⊗O Γ (U ,V0)⊗O Γ (U ,V)
∼= Fµ ⊗O Γ (U ,V ⊗ V0) ∼= Fµ (V0 ⊗ V ) .

Remark 2.2. An exact sequence of P -modules

0 → V0 → V1 → V2 → 0

induces the exact sequence of g-modules

0 → Fµ (V0) → Fµ (V1) → Fµ (V2) → 0.
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Recall that χλ denotes the central character of the simple highest weight g-module
with highest weight λ. For simplicity we put Cλ := Cχλ and Cλ

ν̄ := Cχλ
ν̄ .

Lemma 2.3. Let V0 be an irreducible P -module with highest weight τ . Then Fµ (V0)
admits a central character χλ, where λ = γ (|µ|ε0)+τ . Moreover, s (Fµ (V0)) coincides
with the class of γ (µ) + τ in h∗/Q.

Proof. As a g0-module Fµ (V0) is isomorphic to

Fµ ⊗ V0 = xµ1

1 . . . xµn
n C

[
x±1

1 , . . . , x±1
n

]⊗ V0.

We will consider g as a Lie subalgebra of An ⊗ End (V0), where An is the algebra of
polynomial differential operators in C [x1, . . . , xn]. The embedding g → An⊗End (V0)
is defined by the formulae

E0i 7→ ∂

∂xi

, Eij 7→ xi
∂

∂xj

⊗ 1 + 1⊗ Eij, i, j > 0, i 6= j,

E00 − Eii 7→
(
−|µ| − E ′ − xi

∂

∂xi

)
⊗ 1 + 1⊗ (E00 − Eii) , i > 0,

Ei0 7→ (−xi (E
′ + |µ|))⊗ 1−

∑

j 6=i

xj ⊗ Eij + xi ⊗ (E00 − Eii) ,

where E ′ :=
∑n

i=1 xi
∂

∂xi
. This embedding can be extended to a homomorphism

χµ,τ : U (g) → An ⊗ End (V0). Note now that the formulae defining χµ,τ depend
only on |µ| and τ . Hence χν,τ = χµ,τ if |ν| = |µ|. Let ν = |µ|ε0. Then Fν (V0) is

not cuspidal and contains a b-singular vector t
|µ|
0 ⊗ v0, where v0 is a highest weight

vector of V0 and b is the standard Borel subalgebra of g. Hence Fν (V0) contains a
submodule L with the highest weight γ (ν) + τ = λ. It is not difficult to see that
L is a faithful module over An ⊗ End (V0). Since L admits a central character χλ,
χµ,τ (z) = χν,τ (z) = χλ (z) for any z in Z. The second statement of the lemma is
trivial. ¤

The formulae in the proof of the previous lemma depend only on |µ| and the
representation V0 of [g0, g0] ' sl(n) ⊂ g. Therefore we obtain the following corollary.

Corollary 2.4. If (τ, αi) = (τ ′, αi) for i = 2, . . . , n and µ′ − µ ∈ Q + (τ − τ ′, α1) ε0,
then Fµ (V0) is isomorphic to Fµ′ (V

′
0), where τ and τ ′ are the highest weights of V0

and V ′
0 respectively.

The following theorem is proven in [21].

Theorem 2.5. Suppose that M is an irreducible cuspidal g-module and χ be the
central character of M . Then χ = χλ where λ is integral dominant when restricted to
the subalgebra [g0, g0]. If χ is non-integral or singular integral, then M is isomorphic
to Fµ (V0) for some µ ∈ Cn+1 and an irreducible P -module V0.
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This theorem gives a complete description of cuspidal simple modules with singular
or non-integral central characters. We provide a description of the simple cuspidal
modules with regular integral central character (also obtained by Mathieu) in Section
6.

Theorem 2.5 implies:

Corollary 2.6. Let ρ be the half-sum of the positive roots and λ + ρ be a non-
integral or a singular integral weight. Then Cλ

ν̄ is not empty iff (λ, ωn) /∈ (ν, ωn) +
Z, (λ, ωi − ωi+1) /∈ (ν, ωi − ωi+1)+Z for i = 1, . . . , n−1, and (λ, ω1 − ω2) /∈ − (ν, ω1)+
Z. If Cλ

ν̄ is not empty it has exactly one up to an isomorphism simple object.

Proof. Recall that λ = γ (|µ|ε0) + τ , where τ is the highest weight of V0. As follows
from Corollary 2.4, we can assume that (τ, α1) = 0. We fix µ ∈ h∗ so that ϕ :=
γ (µ) + τ is a representative of ν̄ in h∗/Q, i.e. ϕ̄ = ν̄. One has the following relations
between µ, λ and ϕ

(ϕ, α1) = µ0 − µ1, (ϕ, αi) = µi−1 − µi + (λ, αi) , i = 2, . . . , n, (λ, α1) = |µ|.
The above relations imply that

µn (n + 1) + (ϕ, nαn + · · ·+ 2α2 + α1)− (λ, nαn + · · ·+ +2α2 + α1) = 0.

Using that nαn + · · ·+ 2α2 + α1 = (n + 1) ωn, we obtain

µn = (λ− ϕ, ωn) , µn−1 = (λ− ϕ, ωn−1 − ωn) , . . . ,

µ1 = (λ− ϕ, ω1 − ω2) , µ0 = (λ, ω1 − ω2) + (ϕ, ω1) .

Since Fµ (V0) is cuspidal iff µi /∈ Z for all i = 0, . . . , n, the proof is completed. ¤
Recall now the definition of translation functors. Let V be a finite-dimensional

g-module and η, λ ∈ h∗ be such that τ = λ − η is in the support of V . Let gκ-mod
denote the category of g-modules which admit a generalized central character χκ. The
translation functor T λ

η : gη-mod → gλ-mod is defined by T λ
η (M) = (M ⊗ V )χλ , where

(M ⊗ V )χλ stands for the direct summand of M ⊗ V admitting generalized central
character χλ. Assume in addition that τ belongs to the W -orbit of the highest weight
of V , the stabilizers of η + ρ and λ + ρ in the Weyl group coincide and ν + ρ, λ + ρ
lie in the same Weyl chamber. Then T λ

η : gη-mod → gλ-mod defines an equivalence
of categories (see [3]).

Lemma 2.7. With the above notations, if M is cuspidal, then T ν
η (M) is cuspidal

and s (M) + s (V ) = s
(
T ν

η (M)
)
.

Proof. First we observe that M ⊗ V is a semisimple h-module with finite weight
multiplicities. Let X ∈ gα. Since M is cuspidal the action of X is free, therefore the
action of X on M⊗V is free as well. Since the multiplicities of all weight spaces in M
are the same, the weight multiplicities of M ⊗ V are all the same as well. Therefore
M ⊗ V is cuspidal. Since (M ⊗ V )χν is a direct summand of M ⊗ V , (M ⊗ V )χν is
also cuspidal. The second statement is obvious. ¤



8 DIMITAR GRANTCHAROV AND VERA SERGANOVA

Lemma 2.8. If the category Cχ is not empty, then it is equivalent to Cγ(tε0) for some
t ∈ (C\Z) ∪ {0,−1, . . . ,−n}.
Proof. Since Cχ is not empty, Theorem 2.5 implies that χ = χλ where λ is dominant
when restricted to [g0, g0] ∼= sl (n). If λ itself is integral dominant it is well known
that gλ-mod is equivalent to g0-mod (see [3] for instance). Thus, by Lemma 2.7, Cλ

is equivalent to C0.
Now consider the case when the central character of χ = χλ is not integral. Using

the action of the Weyl group, one can choose λ = γ (tε0)+τ , where τ is some integral
dominant weight and t /∈ Z. One can easily see that η + ρ := γ (tε0) + ρ and λ + ρ
are both regular and belong to the same Weyl chamber. Therefore T λ

η defines an

equivalence of the categories Cη and Cλ and hence the lemma holds for a non-integral
central character.

Finally, let us consider the case when χ = χλ is singular integral. The conditions
on λ in Theorem 2.5 ensure that one can choose λ satisfying (λ + ρ, ε0 − εk) = 0 for
exactly one 0 < k ≤ n. Let us put η = γ (−kε0), τ = λ− η. Then the stabilizers of
η + ρ and λ + ρ coincide, η + ρ and λ + ρ belong to the same Weyl chamber and τ
is a regular integral weight. Hence τ is in the W -orbit of the highest weight of some
finite-dimensional g-module V . Therefore T λ

η defines an equivalence of the categories

Cη and Cλ, and the lemma holds in this case as well. ¤

Denote by σ the antiautomorphism of g defined by σ(X) = X t. For any weight
module M =

⊕
µ∈h∗ Mµ one can construct a new module M∨ :=

⊕
µ∈h∗(M

µ)∗ with

g-action defined by the formula 〈Xu, m〉 = 〈u, σ(X)m〉 for any X ∈ g, u ∈ (Mµ)∗,
and m ∈ M ν . Then ∨ : C → C is a contravariant exact functor, which maps Cχ

ν̄ to
itself. If χ is singular or non-integral Cχ

ν̄ has only one simple object and therefore
L∨ ∼= L for any simple module L in Cχ

ν̄ . We show in Section 6 (Lemma 6.8) that
every simple module L in C0

ν̄ can be obtained as a unique simple submodule and a
unique simple quotient in T λ

η (L′) for some singular η and simple module L′ in Cη.

Since ∨ commutes with T λ
η we obtain that L∨ ∼= L for any simple module L in C.

3. Extensions between cuspidal modules

Let s be a Lie subalgebra of g containing h. We consider the functors Ext in the
category of s-modules that are semisimple over h. If M and N are two s-modules
that are semisimple over h, then Exti

s,h (M,N) can be expressed in terms of relative
Lie algebra cohomology. In particular,

Ext1
s,h (M, N) ∼= H1 (s, h; HomC (M, N)) ,

where the right hand side is the corresponding relative cohomology group (see [11]
sections 1.3 and 1.4 for instance). For a sake of completeness we recall the definition of
H1 (s, h; HomC (M,N)). The set of 1-cocycles C1 (s, h; HomC (M, N)) is the subspace



CUSPIDAL REPRESENTATIONS OF sl (n + 1) 9

of all c ∈ Homh (s, HomC (M,N)) such that

(3.1) c (h) = 0, c ([g1, g2]) = [g1, c (g2)]− [g2, c (g1)]

for any g1, g2 ∈ s. A 1-cocycle c is a coboundary if c (g) = [g, ϕ] for some ϕ ∈
Homh (M, N). Denote by B1 (s, h; HomC (M,N)) the space of all coboundaries. Then

H1 (s, h; HomC (M, N)) := C1 (s, h; HomC (M, N)) /B1 (s, h; HomC (M,N)) .

For any multiplicative subset X of U(s) we denote the localization of U(s) relative
to X by UX(s). For any s-module M , DXM := UX(s)⊗U(s)M denotes the localization
of M relative to X.

Lemma 3.1. Let s = h⊕ g1 or s = h⊕ g−1, M be a simple cuspidal g-module, and
µ ∈ supp M . Then Ends (M) ∼= EndCMµ and Ext1

s,h (M, M) = 0.

Proof. Let s = h⊕g1 (the case s = h⊕g−1 is treated in the same way). Let X1, . . . , Xn

be an adh-eigenbasis of g1. Since M is cuspidal, the action of X1, ..., Xn is invertible.
Therefore the localization DXM of M relative to X := 〈X1, . . . , Xn〉 ⊂ U(s) is
isomorphic to M . In other words, M is a module over UX (s). Moreover, if µ is a
weight of M , then M is generated by Mµ as UX(s)-module. Hence M is isomorphic
to the induced module UX(s)⊗U(h) Mµ. Therefore

Ends (M) ∼= EndUX(s) (M) ∼= HomU(h)(M
µ,M) ∼= EndC (Mµ) .

Thus, we have an isomorphism Ends (M) ∼= EndCMµ. To prove the second statement
note that any s-module M ′ (semisimple over h ) which can be included in an exact
sequence of s-modules

0 → M → M ′ → M → 0

is a module over UX (s) since all Xi are invertible. Since

UX(s)⊗U(h) Mµ ' C [
X±1

1 , . . . , X±1
n

]⊗C Mµ,

M is free over C
[
X±1

1 , . . . , X±1
n

]
, the exact sequence splits over UX (s), and therefore

over s as well. ¤
The following lemma is used in the next section.

Lemma 3.2. Let M be a simple cuspidal g-module and c be a 1-cocycle in C1 (g, h; End (M)).
Then there exists ψ ∈ Endh (M) such that for any g1 ∈ g1 and g0 ∈ g0,

c (g1) = [g1, ψ] , [g0, ψ] + c (g0) ∈ Endg1 (M) .

Proof. The first identity follows directly from the second statement of Lemma 3.1
applied to s = h⊕ g1, since the restriction of c on s is a coboundary. To obtain the
second statement, use the identity

c ([g0, g1]) = [g0, c (g1)]− [g1, c (g0)] .

Then
[[g0, g1] , ψ] = [g0, [g1, ψ]]− [g1, c (g0)]
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implies

[g1, [g0, ψ] + c (g0)] = 0

for any g1 ∈ g1. Hence [g0, ψ] + c (g0) ∈ Endg1 (M). ¤

Example 3.3. Let g = sl (2) and M and N be two simple cuspidal g-modules. If
Ext1

g (M, N) 6= 0, then M and N are in the same block of C. Therefore by Corol-
lary 2.6 and Theorem 6.2, M ∼= N . Moreover, M is isomorphic to Fµ for some µ ∈ C2.
In particular, the weight multiplicities of M are equal to 1. Let {X, H, Y } be the
standard sl (2)-basis, and c ∈ Homh (g, End (M)) be a 1-cocycle. Then c (H) = 0,
and, by Lemma 3.1 one may assume without loss of generality that c (X) = 0, since
one can add a coboundary d(m) such that c(X) = [X, m]. Then [X, c (Y )] = 0
and therefore c(Y ) ∈ Ends(M), where s = CH ⊕ CX. Then, again by Lemma 3.1,
c (Y ) = bX−1 for some b ∈ C. It is straightforward to check that c (H) = c (X) = 0
and c (Y ) = bX−1 imply (3.1). Now let us check that c is not trivial if b 6= 0. In-
deed, assume the contrary and let c (g) = [g, ϕ] for some ϕ ∈ Endh (M). But then
[X,ϕ] = 0, and again by Lemma 3.1, ϕ is a scalar map. Hence c = 0.

Thus, Ext1
g,h (M, N) = 0 if M and N are not isomorphic, and Ext1

g,h (M,N) = C if
M and N are isomorphic.

4. The case of singular or non-integral central character

In this section we compute Ext1
g,h (M, N) for n ≥ 2 and irreducible cuspidal

modules M and N admitting a singular or a non-integral central character χ. If
Ext1

g,h (M,N) 6= 0 then M and N must belong to the same block of C, therefore by
Corollary 2.6, M is isomorphic to N . Lemma 2.8 implies that it suffices to calculate
Ext1

g,h (M,M) for the case M = Fµ since any block Cλ
ν̄ is equivalent to the one with

irreducible object Fµ. The main result of this section is that for any cuspidal module
Fµ, H1(s, h; EndC (Fµ)) = C. Note that, the latter cohomology group describes the
space of infinitesimal deformations of Fµ in C with the same support. On the other
hand, the family Fµ+s(ε0+···+εn) provides a one-parameter deformation with desired
properties, hence the dimension of H1(s, h; EndC (Fµ)) is at least one. The difficult
part is to show that that the dimension is not bigger.

Lemma 4.1. Let

z = t1
∂

∂t1
+ · · ·+ tn

∂

∂tn
− nt0

∂

∂t0
,

and in particular, g0
∼= sl (n)⊕ Cz. Then

(4.1) Fµ =
⊕

k∈Z
Fk

µ ,

where Fk
µ is the z-eigenspace corresponding to the eigenvalue |µ| + (n + 1) (k − µ0).

Moreover, each Fk
µ is a simple cuspidal sl (n)-module isomorphic to F(µ1+k,µ2,...,µn).
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Proof. A straightforward calculation shows that

Fk
µ = tµ0−k

0 tµ1+k
1 . . . tµn

n C

[(
t2
t1

)±1

, . . . ,

(
tn
t1

)±1
]

.

The sl (n)-module isomorphism Fk
µ
∼= F(µ1+k,µ2,...,µn) follows directly from (2.1). ¤

Lemma 4.2. For n ≥ 2 and u = log (t0t1 . . . tn) let N := Fµ ⊕ uFµ be the g-
module with action induced by the correspondence (2.1). Then N is a non-trivial
self-extension of Fµ. The cocycle defining this extension is given by the formulae
c (Eij) = ti

tj
, 0 ≤ i 6= j ≤ n.

Proof. It is obvious that N contains a submodule Fµ and N/Fµ
∼= Fµ. It remains to

check that this extension does not split. We will prove the statement by induction
on n.

Let us start with g = sl (2) and show that this self-extension is non-trivial for
almost all µ. Indeed, it is sufficient to show that the Casimir operator Ω does not
act as a scalar on M . The Casimir operator of sl (2) can be written in the following
form

Ω = E01E10 + E10E01 +
(E00 − E11)

2

2
.

Then for f ∈ Fµ,

Ω (uf) = uΩ (f) +

(
E01

t1
t0

+
t0
t1

E10 + E10
t0
t1

+
t1
t0

E01

)
f.

But

E01
t1
t0

+
t0
t1

E10 + E10
t0
t1

+
t1
t0

E01 = 2 + 2E = 2(1 + |µ|).
Hence this self-extension is non-trivial for |µ| 6= −1.

We now apply induction on n. Since (4.1) is the g0-decomposition of Fµ, the
restriction of c on sl (n) ⊂ g0 ⊂ sl (n + 1) is non-trivial because it is not trivial on
the component Fk

µ for almost all k. Hence c is not a trivial cocycle. ¤

Remark 4.3. One can easily generalize the construction in Lemma 4.2 and obtain
a family of non-trivial self-extensions of Fµ in the category of generalized weight
modules. Indeed, for (u0, ..., un) ∈ Cn+1 we define N(u0, ..., un) := Fµ ⊕ uFµ for
u =

∑n
i=0 ui log ti. Then it is easy to check that N(u0, ..., un) is a non-trivial self

extension of Fµ and is a generalized weight module but not a weight module unless
u0 = ... = un.

Lemma 4.4. Let V0 be a simple finite-dimensional g0-module, and n ≥ 2. A sim-
ple cuspidal module Fµ (V0) has a non-trivial self-extension defined by the cocycle
c (Eij) = ti

tj
for all i 6= j, 0 ≤ i, j ≤ n.
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Proof. By using Lemma 4.1 and 2.2 we obtain the following decomposition of Fµ (V0)
as a g0-module

Fµ (V0) =
⊕

k∈Z

(Fk
µ ⊗ V0

)
.

As in the proof of Lemma 4.2 it suffices to check that the following sequence of
g0-modules

0 → Fk
µ ⊗ V0 →

(Fk
µ ⊕ uFk

µ

)⊗ V0 → Fk
µ ⊗ V0 → 0

does not split. That is a consequence of the following general fact. ¤
Lemma 4.5. Let M , N and L be modules over a Lie algebra a. If

(4.2) 0 → M → N → L → 0

does not split, then for any finite-dimensional a-module V the sequence

0 → M ⊗ V → N ⊗ V → L⊗ V → 0

does not split either.

Proof. Assume that the latter sequence splits. Then

0 → M ⊗ V ⊗ V ∗ → N ⊗ V ⊗ V ∗ → L⊗ V ⊗ V ∗ → 0

also splits. Suppose that p : L⊗ V ⊗ V ∗ → N ⊗ V ⊗ V ∗ is a splitting map. Denote
by i the natural embedding L → L ⊗ V ⊗ V ∗ and by j the natural projection
N ⊗ V ⊗ V ∗ → N . Then j ◦ p ◦ i is a splitting map for (4.2). ¤
Remark 4.6. Lemma 4.4 still holds for n = 1 and |µ| 6= −1 (see the proof of Lemma
4.2). In the special case of n = 1 and |µ| = −1 one can easily check that the cocycle
c is trivial. Indeed, c(g) = [g, ϕ], for ϕ ∈ Endh(M) defined by ϕ(tµ) = ϕ(µ)tµ, where
the function ϕ(µ) can be found inductively using ϕ(µ0, µ1)− ϕ(µ0 + 1, µ1 − 1) = 1

µ1
.

Nevertheless, in this special case, we still have a non-trivial cocycle (see Example
3.3).

Lemma 4.7. Let c ∈ Homh (g, EndC (Fµ)) be defined by the formulae c(Eii) = 0,
c (Eij) = bij

ti
tj

for some bij ∈ C if i 6= j. Then c is a 1-cocycle iff there exists b ∈ C
such that bij = b for all i 6= j.

Proof. Let b = b0n and c′ (Eij) = c (Eij) − b ti
tj

. Then c′ is a cocycle. On the other

hand, for any k 6= 0 and k 6= n,

c′ (Ekn) = c′ ([Ek0, E0n]) = −
[
E0n, (bk0 − b)

tk
t0

]
= 0

and for any k 6= n

0 = c′ ([Ekn, Enk]) = [Ekn, c′ (Enk)] =

[
Ekn, (bnk − b)

tn
tk

]
= bnk − b.
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Hence c′ (Enk) = c′ (Ejn) = 0 for all j, k 6= n. Then

c′ (Ejk) = c′ ([Ejn, Enk]) = 0.

¤
Lemma 4.8. Let n ≥ 2, p = g0 ⊕ g1, and Fµ be cuspidal. The restriction map

r : H1 (g, h; EndC (Fµ)) → H1 (p, h; EndC (Fµ))

is injective.

Proof. Let c ∈ C1 (g, h; EndC (Fµ)) be such that c (p) is a coboundary. Without loss
of generality we can choose c so that c (p) = 0. Then

[g1, c(g−1)] ⊂ [g−1, c(g1)] + c(g0) = 0

implies
[g1, c (E0k)] = 0

for all k. Since Ek0 ∈ g1, Ek0c(E0k) commutes with the action of g1. Moreover it
commutes with the action h since it maps every weight space to itself. Therefore
Ek0c(E0k) ∈ Ends(Fµ) for s = h⊕ g1, and the first statement of Lemma 3.1 implies

c (E0k) = bkE
−1
k0

for some constant bk ∈ C. Choose i ≥ 1 and i 6= k. Then

c (E0i) = −c ([Eki, E0k]) = − [
Eki, bkE

−1
k0

]
= 0.

That proves c (E0i) = 0 for all 1 ≤ i ≤ n. Hence c = 0. ¤
Let F (µ) be the set of functions ϕ : µ+Q → C. Then one can identify F (µ) with

the space Endh (Fµ) by the formula

ϕ
(
tλ

)
= ϕ (λ) tλ.

A function ϕ(λ) that depends only on its i-th coordinate λi will be often written as
ϕ(λi).

Lemma 4.9. Let Fµ be cuspidal and c ∈ Homg0 (g1, EndC (Fµ)). Then

c (Ei0) = Ei0φ

for some φ ∈ F (µ) such that φ (λ) = φ (λ0) (i.e. φ depends only on the first co-
ordinate λ0 of λ ∈ µ + Q). Moreover, there exists some ζ (λ) = ζ (λ0) such that
c (Ei0) = [Ei0, ζ].

Proof. Lemma 4.1 implies

Homg0 (g1, EndC (Fµ)) ∼=
⊕

k,l∈Z
Homg0

(
g1 ⊗Fk

µ ,F l
µ

)
.

By comparing the eigenvalues of z one verifies that

Homg0

(
g1 ⊗Fk

µ ,F l
µ

)
= 0
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if l 6= k + 1. We claim that

(4.3) Homg0

(
g1 ⊗Fk

µ ,Fk+1
µ

)
= C.

This follows from Remarks 2.1 and 2.2 applied to g′ = sl (n) ⊂ g0 and the corre-
sponding parabolic subalgebra p′ of g′. Denote by V (η) the simple highest weight
p′-module with highest weight η. Using the isomorphism of g′-modules

g1 ⊗Fk
µ
∼= Fk

µ (g1) ,

and the exact sequence of p′-modules

0 → V (ε2) → g1 → V (ε1) → 0,

we obtain the following exact sequence

0 → Fk
µ (V (ε2)) → Fk

µ ⊗ g1 → Fk
µ (V (ε1)) = Fk+1

µ → 0.

Since Homg0

(Fk
µ (V (ε2)) ,Fk+1

µ

)
= 0, the last exact sequence implies (4.3).

Obviously the map Ei0⊗ v → Ei0v defines a g0-module homomorphism g1⊗Fµ →
Fµ . Therefore any non-zero homomorphism c ∈ Homg0 (g1 ⊗Fµ,Fµ) can be written
in the form

c (Ei0 ⊗ v) = φ (µ0 − k) Ei0v

where v ∈ Fk
µ . That implies the first statement of the lemma.

To prove the second statement note that the equation c (Ei0) = [Ei0, ζ] is equivalent
to the following functional equation

− (λ0 − 1) ζ (λ0 − 1) + λ0ζ (λ0) = φ (λ0) .

Such ζ can be easily found inductively since λ0 is never 0, as µ0 /∈ Z. ¤

Lemma 4.10. If Fµ is cuspidal, then Ext1
g,h (Fµ,Fµ) = C.

Proof. By Lemma 4.2 it suffices to prove that dim Ext1
g,h (Fµ,Fµ) ≤ 1.

Let c ∈ C1 (g, h, EndC (Fµ)). As follows from Lemma 3.2, we may assume that
there is ψ ∈ F (µ) such that for all g0 ∈ g0, and g1 ∈ g1,

c (g1) = [g1, ψ] , [g0, ψ] + c (g0) ∈ Endg1 (Fµ) .

Let s = h⊕ g1. Note that ti
tj
∈ Endg1 (Fµ) if i, j > 0 and

tj
ti

([Eij, ψ] + c(Eij)) ∈ Ends (Fµ) .

Therefore, by the first statement of Lemma 3.1, for any i 6= j, 1 ≤ i, j ≤ n, there is
a constant bij ∈ C such that

[Eij, ψ] + c (Eij) = bij
ti
tj

.
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But then c′ (Eij) := c(Eij) + [Eij, ψ] = bij
ti
tj

is a cocycle on g0. Lemmas 4.1 and 4.7

imply that b = bij for some constant b, and thus c|g0 is equivalent to the cocycle b ti
tj

modulo some coboundary. Therefore, we may assume that

c (Eij) = b
ti
tj

,

for 1 ≤ i 6= j ≤ n. Then [c (Eij) , g1] = 0, and one has

[g0, c (g1)] = c ([g0, g1])

for all g0 ∈ g0 and g1 ∈ g1. By Lemma 4.9, this implies

c (g1) = [ζ, g1]

for some ζ = ζ (λ0). But [g0, ζ] = 0. Therefore, the cocycle

c′ (g) = c (g) + [g, ζ]

defines the same cohomology class as c and

c′ (Eij) = b
ti
tj

, c′ (Ei0) = 0

for i 6= j, 1 ≤ i, j ≤ n. Therefore, dim H1 (p, h; EndC (Fµ)) = 1 and, by Lemma 4.8,
dim H1 (g, h; EndC (Fµ)) ≤ 1. ¤
Theorem 4.11. Let M be a simple cuspidal g-module with singular or non-integral
central character χ and let N be any simple cuspidal module. Then Ext1

g,h (M, N) = 0

if N is not isomorphic to M and Ext1
g,h (M,M) = C.

Proof. The theorem follows from Lemmas 2.8 and 4.10 since any block of C with
non-integral or singular central character is isomorphic to a block with unique simple
module Fµ for some µ. ¤

Theorem 4.12. If Fµ is cuspidal, then Ext1
g (Fµ,Fµ) = Cn+1.

Proof. If M is a self-extension of Fµ, then h acts locally finitely on M and therefore
M is a generalized weight module. On the other hand, we have an isomorphism

Ext1
g(A,B) ' H1(g, HomC(A,B))

for any g-modules A and B (see [11]). Since in our case the extension is a generalized
weight module, we can assume without loss of generality that the cocycle defining it
is h-invariant, i.e. c ∈ Homh(g, EndC(Fµ)).

Use the same notations as in the proof of Lemma 3.1 and let s = h ⊕ g1. Since
Fµ is free over C[X±1

1 , . . . , X±1
n ] we may assume that c(Xi) = 0 for all i ≤ n. Since

0 = c([h,Xi]) = [c(h), Xi] we obtain that c(h) ∈ EndUX(s)(Fµ) for all h ∈ h. But
EndUX(s)(Fµ) = C, so c(h) is a constant for each h ∈ h. Let ui = c(Eii − E00),
then, as we explained already in Remark 4.3, the linear functional c′(X) = X(u)
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where u =
∑n

i=1 uilogti defines a non-trivial cocycle c′ ∈ Homh(g, EndC(Fµ)). More-
over, c′(Xi) = 0 and c′(Eii − E00) = ui ∈ C. Let c′′ = c − c′. Then c′′(h) = 0
for any h ∈ h, and therefore c′′ ∈ C1(g, h, EndC(Fµ)). By Theorem 4.11 we have
H1(g, h, EndC(Fµ)) = C, and hence H1(g, EndC(Fµ)) = Cn+1. Theorem 4.12 is
proven. ¤

5. An extension C̄ of C and the structure of the category Cχ
ν̄ for

non-integral or singular χ

Let A be an abelian category and P be a projective generator in A. It is a
well-known fact (see, for example, [17] exercise 2, section 2.6) that the functor
HomA(P, M) provides an equivalence of A and the category of right modules over the
ring HomA(P, P ). In case when every object in A has a finite length and each simple
object has a projective cover, one reduces the problem of classifying indecomposable
objects in A to the similar problem for modules over a finite-dimensional algebra (see
[14],[15]). In many cases when A does not have projective modules it is possible to
consider a certain completion of A and reduce the case to the category of modules
over some pointed algebra. We use this strategy to study the category C of cuspidal
modules. However, we use injective modules instead of projectives and exploit the
existence of the duality functor ∨ in C. We prefer this consideration since in this
case we avoid taking projective limits and introducing topology. Another advantage
of this approach is that the center of U(g) acts locally finitely on injective limits of
cuspidal modules.

Let C̄ be the full subcategory of all weight modules consisting of g-modules M which
have countable dimension and whose finitely generated submodules belong to C. It
is not hard to see that every such M has an exausting filtration 0 ⊂ M1 ⊂ M2 ⊂ . . .
such that each Mi ∈ C. It implies that the action of the center Z of the universal
enveloping algebra U on M is locally finite and we have a decomposition

C̄ =
⊕

χ∈Z′, ν̄∈h∗/Q

C̄χ
ν̄ ,

defined in the same way as for C.
Before we proceed with studying blocks of C̄ let us formulate a general result. Let

R be a unital C-algebra and let Ā be an abelian category of R-modules satisfying
the following conditions:
• Ā contains finitely many up to isomorphism simple objects L1, ..., Ln such that

EndR(Li) = C;
• Ā contains indecomposable injective modules I1, ..., In such that HomR(Li, Ij) =

0 if i 6= j, and HomR(Li, Ii) = C.
• Let A be the subcategory of Ā which consists of all objects in Ā of finite length.

Assume that every module M in Ā has an increasing exausting filtration

(5.1) 0 = F 0(M) ⊂ F 1(M) ⊂ · · · ⊂ F k(M) ⊂ . . .
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such that F k(M) ∈ A for all k.
• Finally, assume that there exists an involutive contravariant exact faithful functor

∨ : A → A such that

HomR(M, N) ∼= HomR(N∨,M∨).

Let I := I1 ⊕ · · · ⊕ In and E := EndR(I). Define a functor Φ from A to E-mod by

(5.2) Φ(M) := HomR(M∨, I).

Theorem 5.1. The functor Φ establishes an equivalence of the category A and the
category of all finite-dimensional E-modules.

Proof. The functor Φ is exact as follows from the injectivity of I. It is straightfor-
ward that Φ(L1), . . . , Φ(Ln) are pairwise non-isomorphic one-dimensional E-modules.
Therefore Φ maps a simple object to a one-dimensional E-module, hence an object
of finite length to a finite-dimensional E-module.

Next we will show that if V is a simple finite-dimensional E-module, then V ∼=
Φ(Li). The conditions imposed on the category Ā ensure that I has a filtration
0 = F 0(I) ⊂ F 1(I) ⊂ · · · ⊂ F k(I) ⊂ . . . such that F 1(I) is a maximal semisimple
submodule in I, (in fact, F 1(I) ∼= L1 ⊕ · · · ⊕ Ln) and F k(I)/F k−1(I) is semisimple
for all k > 0. Let

(5.3) E ′ := {φ ∈ E|φ(F 1(I)) = 0}.
It is easy to check that E ′ is a two sided ideal in E , and

(5.4) E/E ′ ∼= HomR(L1 ⊕ · · · ⊕ Ln, I) ' EndR(L1 ⊕ · · · ⊕ Ln).

Moreover, any φ ∈ E ′ is locally nilpotent, because φk(F k(I)) = 0. Hence c + φ is
invertible for any non-zero c ∈ C. Therefore the only eigenvalue of φ in V is zero,
and in particular, every φ ∈ E ′ acts nilpotently on V . That implies (E ′)N(V ) = 0.
By the simplicity of V , E ′(V ) = 0. Now the statement follows directly from (5.4).

Now consider the natural isomorphism

HomR(M, HomE(F, I)) ∼= HomE(F, HomR(M, I))

for any E-module F and M ∈ Ā. If F is a finite-dimensional E-module, it is not
dificult to see by induction on dim F that HomE(F, I) has a finite length as an
R-module and hence lies in A. Therefore for any M ∈ A we have

HomR((HomE(F, I))∨,M) ∼= HomR(M∨, HomE(F, I)) ∼= HomE(F, HomR(M∨, I)).

Thus, the functor Ψ from the category of finite-dimensional E-modules to A defined
by

Ψ(F ) = (HomE(F, I))∨

is the right adjoint of Φ. It is obvious that Ψ(Φ(Li)) ' Li for all i. That implies
Theorem 5.1. ¤
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Let χ be a non-integral or singular central character and ν̄ ∈ h∗/Q be such that Cχ
ν̄

is not empty. By Corollary 2.6, there is exactly one up to isomorphism simple object
in Cχ

ν̄ , which is isomorphic to Fµ (V0) for suitable µ and V0. Define the g-modules
(see Lemma 4.4)

F (m)
µ := Fµ ⊕ uFµ ⊕ · · · ⊕ umFµ, F (m)

µ (V0) := F (m)
µ ⊗O Γ (U,V0) .

For n ≥ 2 or |µ| 6= −1 the action of g on F (m)
µ is the standard one. For n = 1 and

|µ| = −1 we set X(um⊗ f) := um⊗Xf , H(um⊗ f) := um⊗Hf , and Y (um⊗ f) :=
um ⊗ Y f + um−1 ⊗ X−1f , where f ∈ Fµ. Note that the standard action of g in

the latter case would lead to semisimple modules F (m)
µ (see Remark 4.6). In the

proofs of the results in this section we assume that the action is standard, i.e. n ≥ 2
or |µ| 6= −1. However, it is not hard to check that all results remain valid in the
exceptional case as well. The details are left to the reader.

Lemma 5.2. F (m)
µ (V0) is an indecomposable module.

Proof. First, note that F (m)
µ (V0) has a filtration

0 ⊂ Fµ (V0) ⊂ F (1)
µ (V0) ⊂ · · · ⊂ F (m)

µ (V0) .

To check that F (m)
µ (V0) is indecomposable it is sufficient to check that F (m)

µ (V0)
has a unique irreducible submodule. We prove this by induction on m. Assume that

F (m−1)
µ (V0) has a unique irreducible submodule, and let F (m)

µ (V0) have an irreducible

submodule L 6= Fµ (V0). Then L ∩ F (m−1)
µ (V0) = 0 and thus

F (m)
µ (V0) ∼= L⊕F (m−1)

µ (V0) .

But in this case

F (1)
µ (V0) ∼= F (m)

µ (V0) /F (m−2)
µ (V0) ∼= Fµ (V0)⊕ L.

However, by Lemma 4.4, F (1)
µ (V0) is indecomposable. Contradiction. ¤

Lemma 5.3. Ext1
g,h

(
Fµ (V0) ,F (m)

µ (V0)
)

= C.

Proof. We again apply induction on m. For m = 0 the statement follows from
Theorem 4.11. We use now the exact sequence

0 → F (m−1)
µ (V0) → F (m)

µ (V0) → Fµ (V0) → 0.

Since Homg

(
Fµ (V0) ,F (k)

µ (V0)
)

= C for all k, and Ext1
g,h

(
Fµ (V0) ,F (m−1)

µ (V0)
)

=

C, by the inductive assumption, the corresponding long exact sequence of Ext starts
with

0 → C→ C→ C→ C→ Ext1
g,h

(Fµ (V0) ,F (m)
µ (V0)

) → C→ . . .
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Therefore, dim Ext1
g,h

(
Fµ (V0) ,F (m)

µ (V0)
)
≤ 1. On the other hand, Lemma 5.2

implies that F (m+1)
µ (V0) is a non-trivial extension of Fµ (V0) by F (m)

µ (V0). Hence

Ext1
g,h

(
Fµ (V0) ,F (m)

µ (V0)
)

= C. ¤

A natural example of a module in C̄χ
ν̄ is

F̄µ (V0) := lim
−→

F (m)
µ (V0) =

⊕
m≥0

umFµ (V0) .

Lemma 5.4. F̄µ (V0) is an indecomposable injective object in C̄χ
ν̄ , and

Endg

(F̄µ (V0)
)

= C
[[

∂
∂u

]]
.

Proof. F̄µ (V0) is indecomposable since it contains a unique simple submodule. The
latter follows from Lemma 5.2. To verify the endomorphism identity note that

Endg

(F̄µ (V0)
)

= lim
←−

Endg

(F (k)
µ (V0)

)
and Endg

(F (k)
µ (V0)

) ∼= C
[

∂

∂u

]
/

(
∂k

∂uk

)
.

To prove the injectivity it suffices to show that Ext1
g,h

(Fµ (V0) , F̄µ (V0)
)

= 0. 1

Assume the opposite. Let c ∈ Homh

(
g⊗Fµ (V0) , F̄µ (V0)

)
be a non-trivial cocycle

that induces an exact sequence

0 → F̄µ (V0) → M → Fµ (V0) → 0.

Pick m ∈ M such that m /∈ F̄µ (V0) and let M ′ := U (g) m. Since M ′ is finitely

generated, M ′ ∩ F̄µ (V0) = F (k)
µ (V0) for some k. Since Fµ (V0) is simple, we have the

following exact sequence

0 → F (k)
µ (V0) → M ′ → Fµ (V0) → 0.

If we identify M with Fµ(V0)⊕ F̄µ(V0) as a vector space, then the action of g ∈ g on

M is given by g(m1,m2) = (gm1, c(g)m1 + gm2). Since M ′ = Fµ(V0) ⊕ F (k)
µ (V0) is

g-invariant, c ∈ Homh

(
g⊗Fµ (V0) ,F (k)

µ (V0)
)
. Now consider the exact sequence

0 → F (k)
µ (V0) → F̄µ (V0)

ϕ−→ F̄µ (V0) → 0,

where ϕ = ∂k

∂uk . This sequence leads to the long exact sequence

0 → Homg

(Fµ (V0) ,F (k)
µ (V0)

)
= C→ Homg

(Fµ (V0) , F̄µ (V0)
)

= C→
Homg

(Fµ (V0) , F̄µ (V0)
)

= C→ Ext1
g,h

(Fµ (V0) ,F (k)
µ (V0)

)
= C→

Ext1
g,h

(Fµ (V0) , F̄µ (V0)
) → Ext1

g,h

(Fµ (V0) , F̄µ (V0)
) → . . .

1Indeed, if Ext1g,h

(Fµ (V0) , F̄µ (V0)
)

= 0, then Ext1g,h

(
M, F̄µ (V0)

)
= 0 for any cuspidal module

M . Since any module in C̄χ
ν̄ is an injective limit of cuspidal ones, Ext1g,h

(
M, F̄µ (V0)

)
= 0 for any

module M in C̄χ
ν̄ .
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and therefore the map

ϕ : Ext1
g,h

(Fµ (V0) , F̄µ (V0)
) → Ext1

g,h

(Fµ (V0) , F̄µ (V0)
)

is injective. But by our construction ϕ (c) = 0. Thus, we obtain contradiction with
our assumption that c is non-trivial. ¤

Lemma 5.4 and Theorem 5.1 imply the following

Theorem 5.5. Let χ be a non-integral or singular central character and ν̄ ∈ h∗/Q be
such that Cχ

ν̄ is not empty. Then Cχ
ν̄ is equivalent to the category of finite-dimensional

modules over the algebra of power series in one variable.

Corollary 5.6. Let χ be a non-integral or singular central character and ν̄ ∈ h∗/Q
be such that Cχ

ν̄ is not empty. Every indecomposable module in Cχ
ν̄ is isomorphic to

F (k)
µ (V0) for some nonnegative integer k.

Proof. Every finite-dimensional C
[[

∂
∂u

]]
-module has trivial action of the maximal

ideal of C
[[

∂
∂u

]]
. By the Jordan decomposition theorem every finite-dimensional

indecomposable C
[[

∂
∂u

]]
-module is isomorphic to C

[
∂
∂u

]
/
(

∂k

∂uk

)
. ¤

6. The structure of the category Cχ
ν̄ for regular integral χ

The goal of this section is to prove the following

Theorem 6.1. Let g = sl(n + 1). Every regular integral block of C is equivalent to
the category of locally nilpotent modules over the quiver Qn (where n is the number
of vertices)

•
y

¦¦ x // •
x

oo
y // •
y

oo
x // ...
x

oo // •oo
¦¦

with relations xy = yx = 0.

Lemma 2.8 implies that if χ is regular integral then Cχ
ν̄ is equivalent to C0

ν̄1
for

suitable ν̄1. Thus we may assume that χ = 0. First we describe the simple objects
in C0

ν̄ following §11 in [21]. For our convenience we slightly change the description
provided in [21] by using homogeneous coordinates instead of local coordinates on

Pn. Let µ ∈ Cn+1, Ω̂k be the space of k-forms on Cn+1, and

Ω̂k (µ) := tµC
[
t±1
0 , . . . , t±1

n

]⊗C[t0,...,tn] Ω̂
k,

Ωk (µ) :=
{

ω ∈ Ω̂k (µ) | LE (ω) = |µ|ω, iE (ω) = 0
}

,

where iE denotes the contraction with the Euler vector field E, and LE denotes the
Lie derivative. The space Ωk (µ) is a g-module with g-action defined by the Lie
derivative. In this section we assume that all µi /∈ Z. Then Ωk (µ) is a cuspidal
module; and it is simple if |µ| 6= 0.
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In this section we assume |µ| = 0. Then the de Rham differential d : Ωk (µ) →
Ωk+1 (µ) is well defined as LE = d ◦ iE + iE ◦ d = 0. Furthermore, it is not difficult
to see that µi /∈ Z imply that the de Rham complex is exact. Let

Lk := d
(
Ωk−1 (µ)

)
= Ker d ∩ Ωk (µ) .

The following two results are proven in [21].

Theorem 6.2. L1, . . . , Ln are all up to isomorphism simple objects in C0
γ(µ)

.

Lemma 6.3. Let |µ| = 0. Then Ω0 (µ) ∼= L1, Ωn (µ) ∼= Ln. If k = 1, . . . , n− 1, then
Ωk (µ) is an indecomposable g-module, i.e. the following exact sequence

(6.1) 0 → Lk → Ωk (µ) → Lk+1 → 0

does not split.

Our next step is to construct indecomposable injectives in C̄0. We will do it by
applying translation functors to injectives in singular blocks.

Following the construction of F (m)
µ in the previous section, for an arbitrary m > 0

define
Ωk (µ)(m) := Ωk (µ)⊕ uΩk (µ)⊕ u2Ωk (µ)⊕ · · · ⊕ umΩk (µ) ,

where u = log (t0 . . . tn). Then define a module

Ω̄k (µ) = C [u] Ωk (µ)

in C̄. Then Ω̄k (µ) has an obvious filtration

(6.2) 0 ⊂ Ωk (µ) ⊂ Ωk (µ)(1) ⊂ Ωk (µ)(2) ⊂ · · · ⊂ Ωk (µ)(m) ⊂ . . .

For every object M in C̄ and a finite-dimensional g-module V , the module M ⊗ V
is in C̄ as well. Since the center of U (g) acts locally finitely on M , one can define
Mχλ as the subspace of M on which all elements of the center lying in Ker χλ act
locally nilpotently. The following is a well-known fact (see [3]).

Lemma 6.4. For every injective module M in C̄ and a finite-dimensional g-module
V , the modules M ⊗ V , Mχλ , and (M ⊗ V )χλ are injective.

Proof. It is enough to show that M ⊗ V and Mχλ are injective. The injectivity of
M ⊗ V follows from the isomorphism

Homg (X, M ⊗ V ) ∼= Homg (X ⊗ V ∗,M)

Since • ⊗ V ∗ and Homg(•,M) are both exact, Homg (•,M ⊗ V ) is also exact.
The injectivity of Mχλ follows from the fact that Mχλ is a direct summand in

M . ¤
Lemma 6.5. Let |µ| = 0. Then the modules Ωk (µ)(m) and Ω̄k (µ) are indecomposable
modules with unique irreducible submodules. The same holds for any nontrivial

quotients of Ωk (µ)(m) and Ω̄k (µ) as well.
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Proof. We prove the statement for Ωk (µ)(m) by induction on m using the filtra-
tion (6.2). We reason as in the proof of Lemma 5.4. It suffices to prove the statement

for Ωk (µ)(1).

Suppose that L is a simple submodule of Ωk (µ)(1) and L 6= Lk. Then L∩Ωk (µ) = 0

by Lemma 6.3, hence the image of L under the natural projection Ωk (µ)(1) → Ωk (µ)
is Lk (since Ωk (µ) has only one simple submodule and it is L(k)). This implies that

L(k) ⊕ L = Lk + uLk is a submodule of Ωk (µ)(1), which, as one can easily check, is
not true.

Now let M := Ωk (µ)(1) /Lk and p : Ωk (µ)(1) → M be the natural projection. Then
p (Lk+1) ⊂ M is a simple submodule. Suppose that there is another simple submodule
L. Then the image of L in Ωk (µ) under the natural projection M → Ωk (µ) must be

Lk. This again implies that Lk + uLk is a submodule of Ωk (µ)(1), which leads to a
contradiction. The cases k = 1 and k = n are similar to the general case. ¤
Corollary 6.6. There exists a unique filtration

0 = F 0 ⊂ F 1 ⊂ F 2 ⊂ F 3 ⊂ . . .

of Ω̄k (µ) such that all quotients F i/F i−1 are simple. Furthermore, F i/F i−1 ∼= L1 if
k = 0, and F i/F i−1 ∼= Ln if k = n. If 1 ≤ k ≤ n − 1, then F i/F i−1 ∼= Lk for odd i
and F i/F i−1 ∼= Lk+1 for even i.

Lemma 6.7. Homg

(
Ω̄k (µ) , Ω̄l (µ)

)
= 0 if k 6= l, and Endg

(
Ω̄k (µ)

)
= C[

[
∂
∂u

]
].

Proof. Let φ ∈ Homg

(
Ω̄k (µ) , Ω̄l (µ)

)
and φ 6= 0. Then Im φ contains a simple sub-

module Ll ⊂ Ω̄l (µ). Hence Ω̄k (µ) contains a simple subquotient isomorphic to Ll

and (6.1) implies l = k or k + 1. On the other hand, by Corollary 6.6, Ω̄k (µ) / Ker φ
contains a simple subquotient isomorphic to Lk−1. Hence Ω̄l (µ) has a simple sub-
quotient isomorphic to Lk−1. Therefore Homg

(
Ω̄k (µ) , Ω̄l (µ)

) 6= 0 implies k = l. To
prove the second statement use Corollary 6.6. Since any endomorphism preserves the
filtration, Endg(Ω̄

k(µ)) is the projective limit of Endg (Fm) = C[ ∂
∂u

]/( ∂m

∂um ). ¤

Let V be the span of the functions t0, t1, . . . , tn and consider V as the natural
(n + 1)-dimensional g-module. For k = 1, . . . , n we have the following sequence

0 → Ωk (µ)
θ−→ Ωk−1 (µ− ε0)⊗ V

σ−→ Ωk−1 (µ) → 0,

where θ =
∑

i ∂
∂ti

⊗ ti and σ =
∑

ti ⊗ ∂
∂ti

. Obviously θ and σ are g-equivariant. The

direct computation shows that σ ◦ θ = iE = 0. Furthermore, assume that |µ| = 0
and consider the component of the above exact sequence corresponding to the trivial
generalized central character. The resulting sequence is

(6.3) 0 → Ωk (µ)
ϕ−→ Sk ψ−→ Ωk−1 (µ) → 0,

where Sk :=
(
Ωk−1 (µ− ε0)⊗ V

)χ0 .
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Lemma 6.8. The sequence (6.3) is exact for k = 1, . . . , n. Moreover, Sk is an
indecomposable module with unique simple submodule and unique simple quotient,
both isomorphic to Lk.

Proof. Note that Ωk (µ) ' Fµ−kε0 (V (ε1 + · · ·+ εk)), where V (η) is the irreducible
P -module with highest weight η. By Remark 2.1,

Ωk−1 (µ− ε0)⊗ V ∼= Fµ−kε0 (V (ε1 + · · ·+ εk−1)⊗ V ) .

Now use the exact sequence of P -modules

0 → V (2ε1+· · ·+εk−1)⊕V (ε1+· · ·+εk) → V (ε1+· · ·+εk−1)⊗V → V (ε0+ε1+· · ·+εk−1) → 0

which induces the following exact sequence of g-modules

0 → Fµ−kε0 (V (2ε1 + · · ·+ εk))⊕Fµ−kε0 (V (ε1 + · · ·+ εk)) →
→ Fµ−kε0 (V (ε1 + · · ·+ εk+1))⊗ V → Fµ−kε0 (V (ε0 + ε1 + · · ·+ εk−1)) → 0.

But

Fµ−kε0 (V (ε0 + ε1 + · · ·+ εk−1)) = Ωk−1 (µ) , Fµ−kε0 (V (ε1 + · · ·+ εk)) = Ωk (µ) ,

(Fµ−kε0 (V (2ε1 + · · ·+ εk)))
χ0 = 0.

Hence (6.3) is an exact sequence.
Now we will show that Sk has a unique irreducible submodule isomorphic to Lk

(this will imply the indecomposability of Sk as well). Since the functor ∨ preserves
tensor products with finite-dimensional modules and maps a simple module to itself,
the irreducibility of Ωk−1 (µ− ε0) implies (Sk)∨ = Sk. By Lemma 6.3, Ωk (µ) and
Ωk−1 (µ) are indecomposable. If Sk has another irreducible submodule then, by the
indecomposability of Ωk (µ), this submodule is isomorphic to Lk−1. But then since
(Sk)∨ = Sk, Sk must have an irreducible quotient isomorphic to Lk−1, which is
impossible due to the indecomposability of Ωk−1 (µ). Finally, again by duality, Sk

has a unique irreducible quotient isomorphic to Lk. ¤
Recall that Ωk−1 (µ− ε0) is a simple cuspidal module with singular central char-

acter χ−kε0 , and Ω̄k−1 (µ− ε0) is an indecomposable injective in this singular block.
Set Ik :=

(
Ω̄k−1 (µ− ε0)⊗ V

)χ0 for k = 1, . . . , n. The exact sequence (6.3) leads to
the following exact sequence

(6.4) 0 → Ω̄k (µ)
ik−→ Ik pk−→ Ω̄k−1 (µ) → 0

Lemma 6.9. The module Ik is an injective object in C̄0
γ(µ)

, and it has a unique simple

submodule, which is isomorphic to Lk.

Proof. The injectivity of Ik follows from Lemma 6.4. To prove that Ik has a unique
simple submodule isomorphic to Lk recall that T η

χ ◦ T χ
η = Id⊕ Id if η is singular and

χ is regular (see [3]). In our case η = χ−kε0 and χ = χ0. The exact sequence (6.3)
implies that

(Lk ⊗ V ∗)χ−kε0 = Ωk−1(µ− ε0)
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and

(Li ⊗ V ∗)χ−kε0 = 0

if i 6= k. Thus, we have

Homg(Lk, Ik) = Homg(Lk, (Ω̄
k−1(µ−ε0)⊗V )χ0) = Homg((Lk⊗V ∗)χ−kε0 , Ω̄k−1(µ−ε0)) = C

and for i 6= k

Homg(Li, Ik) = Homg(Li, (Ω̄
k−1(µ−ε0)⊗V )χ0) = Homg((Li⊗V ∗)χ−kε0 , Ω̄k−1(µ−ε0)) = 0.

¤

Corollary 6.10. Homg

(
Ω̄k (µ) , I l

)
= 0 if k 6= l, l − 1, and Homg

(
Ik, I l

)
= 0 if

k 6= l, l ± 1.

Proof. The statements follow from (6.4) and Lemma 6.7. ¤

Using (6.4), for k = 1, ..., n − 1, define ψk ∈ Homg

(
Ik+1, Ik

)
by setting ψk :=

ik ◦ pk+1.
Corollary 6.6 implies that Ω̄k−1 (µ) /Lk−1 has a submodule isomorphic to Lk. Since

Ik is injective and has a submodule isomorphic to Lk, there is a homomorphism
sk : Ω̄k−1 (µ) /Lk−1 → Ik. Using the exact sequence (6.4) and Corollary 6.6, one can
easily prove the existence of an exact sequence

0 → Ω̄k−1 (µ) /Lk−1
sk−→ Ik tk−→ Ω̄k (µ) /Lk → 0.

We assume that L0 = 0, so that the above exact sequence is valid for k = 1.
Define ϕk ∈ Homg

(
Ik, Ik+1

)
by ϕk := sk+1 ◦ tk. It is not hard to verify that

ϕk+1 ◦ ϕk = ψk ◦ ψk+1 = 0.

Finally, introduce ξ ∈ Endg (I1) by ξ := s1 ◦ p1 and η ∈ Endg (In) by η := in ◦ tn (for
the latter we use that Ω̄n (µ) /Ln

∼= Ω̄n (µ)). One can check that

ξ ◦ ψ1 = ϕ1 ◦ ξ = ψn−1 ◦ η = η ◦ ϕn−1 = 0.

Let I := I1⊕ · · ·⊕ In and E := Endg (I). Let e1, . . . , en be the standard idempotents
in E and let R be the radical of E . Then R defines a filtration of I

0 ⊂ R1 (I) ⊂ R2 (I) ⊂ . . . ,

such that Rm (I) = KerRm. The quotients Sm(I) := Rm (I) /Rm−1 (I) are semisim-
ple over E and therefore over g (see Theorem 5.1). Moreover, S1 (I) ' L1 ⊕ L2 ⊕
· · · ⊕ Ln.

Lemma 6.11. Ik/Lk
∼=

(
Ω̄k (µ) /Lk

)⊕ Ω̄k−1 (µ), for k = 1, ..., n.

Proof. The exact sequence (6.4) leads to the following exact sequence

(6.5) 0 → Ω̄k (µ) /Lk
wk−→ Ik/Lk

uk−→ Ω̄k−1 (µ) → 0.
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We will show that (6.5) splits. Recall that sk : Ω̄k−1 (µ) /Lk−1 → Ik is an injection.
Using Corollary 6.6 we obtain the following exact sequence

0 → Lk → Ω̄k−1 (µ) /Lk−1 → Ω̄k−1 (µ) → 0.

Therefore one can construct an injective map

vk : Ω̄k−1 (µ) ∼=
(
Ω̄k−1 (µ) /Lk−1

)
/Lk → Ik/Lk.

We claim that the composite uk◦vk : Ω̄k−1 (µ) → Ω̄k−1 (µ) is an isomorphism. We first
note that uk ◦vk is injective for k ≤ n−1. Indeed, we have that vk is injective, Ker uk

has a unique simple submodule isomorphic to Lk+1, and all irreducible constituents
of Im vk are isomorphic to Lk or Lk−1. Hence, Ker uk intersects Im vk trivially. In the
case k = n, we notice that Ker un has a unique simple submodule isomorphic to Ln

and Im vn has a unique maximal submodule isomorphic to Ln−1. Thus, again Im vn∩
Ker un = 0. Now note that Im(uk ◦ vk) has infinite length, hence, by Corollary 6.6,
uk ◦ vk is surjective. Therefore, (6.5) splits. ¤

Corollary 6.12. If k > 1, then Sk (I) ∼= L⊕2
1 ⊕ · · · ⊕ L⊕2

n .

With a slight abuse of notations we will denote the images of ϕi, ψi, ξ and η under
the natural projection E → E/Rm by the same letters.

Theorem 6.13. The set {ξ, η, ϕ1, . . . , ϕn−1, ψ1, . . . , ψn−1} forms a basis of R/R2 and
generates R/Rm for any m > 0.

Proof. It is clear from their construction that ξ, η, ϕ1, . . . , ϕn−1, ψ1, . . . , ψn−1 are lin-
early independent. Since dimR/R2 = 2n, by Corollary 6.12, ξ, η, ϕ1, . . . , ϕn−1, ψ1, . . . , ψn−1

form a basis of R/R2. Similarly, dimRm/Rm+1 = 2n for m > 1 as well. Set
φk := ψk ◦ ϕk for k = 1, . . . , n− 1, and φ̄k := ϕk−1 ◦ ψk−1 for k = 2, . . . , n. Then us-
ing Corollary 6.12 and dimension calculations we verify that ξ2p, η2p, φp

1, . . . , φ
p
n−1,

φ̄p
2, . . . , φ̄

p
n form a basis of R2p/R2p+1, and ξ2p+1, η2p+1, ϕ1 ◦ φp

1, . . . , ϕn−1 ◦ φp
n−1,

ψ1 ◦ φ̄p
2, . . . , ψn−1 ◦ φ̄p

n form a basis of R2p+1/R2p+2. ¤

Let B denote the subalgebra in E generated by e1, . . . , en, ξ, η, ϕ1, . . . , ϕn−1, ψ1, . . . , ψn−1.
Denote by D the subcategory of finite-dimensional B-modules on which R ∩ B acts
nilpotently.

Corollary 6.14. Let |µ| = 0 and µi /∈ Z for all i = 0, . . . , n. Then the category C0
γ(µ)

is equivalent to the category D.

Proof. As follows from Theorem 6.13, B/ (Rm ∩ B) ∼= E/Rm. Since a finite-dimensional
module over E is a module over E/Rm for some m, the category D coincides with
the category of finite-dimensional E-modules. Thus, the statement follows from The-
orem 5.1. ¤
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The correspondence

n
2∑

i=1

(ϕ2i−1 + ψ2i−1) 7→ x; ξ +

n
2
−1∑

i=1

(ϕ2i + ψ2i) + η 7→ y, for even n

n−1
2∑

i=1

(ϕ2i−1 + ψ2i−1) + η 7→ x; ξ +

n−1
2∑

i=1

(ϕ2i + ψ2i) 7→ y, for odd n

establishes an equivalence of the category D and the locally nilpotent representations
of the quiver Qn. Hence Theorem 6.1 is proven.

Remark 6.15. Note that B is a graded quadratic algebra. It is natural to ask if
B is Koszul (in the sense of [2]). We conjecture that the answer to this question
is positive. A strong indication that this conjecture is true is that the numerical
criterion (Lemma 2.11.1 [2]) holds. Indeed, the matrix B(t) = P (B, t) is given by the
formula

bij = 0 if |i− j| > 1,

bij =
t

1− t2
if |i− j| = 1,

bii =
1 + t2

1− t2
if i 6= 1, n,

b11 = bnn =
1 + t + t2

1− t2
.

The matrix C(t) = P (B!, t) is a symmetric matrix defined by

cij =
tj−i(1 + t2i−1)(1 + t2(n−j)+1)

1− t2n
if i ≤ j.

Then one can check that

P (B, t)P t(B!,−t) = 1.

7. Explicit description of the indecomposable objects in Cχ
ν̄ for

regular integral χ

In this section we parameterize and explicitly describe all indecomposable objects
in the category Cχ

ν̄ . In particular we show that every indecomposable can be ob-
tained by applying natural combinatorial operations (gluing and polymerization) to
subquotients of the modules Ωk(µ)(m).
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7.1. The quiver Qn and its indecomposable representations. The quiver Qn

defines a special biserial algebra the theory of which is well established. The classi-
fication of the indecomposable representations of special biserial algebras is usually
attributed to Gelfand-Ponomarev. In [18] they considered a special case but the proof
can be generalized as shown in [20] and [22]. A good overview of the representation
theory of special biserial quivers can be found for example in [9]. In what follows we
describe the two types of indecomposable objects of Qn following [18] and [20].

First, we note that the problem of classifying indecomposable representations of
Qn is equivalent to the similar problem for two linear operators x and y in a graded
vector space V = V1 ⊕ · · · ⊕ Vn satisfying the conditions

(C0) x(Vi) ⊆ Vπ1(i), y(Vi) ⊆ Vπ2(i), where π1 and π2 are the permutations (12)(34)...
and (23)(45)..., respectively;

(C1) xy = yx = 0;
(C2) x and y are nilpotent.

Strings. The first type of indecomposable representations of Qn is parameterized
by string quivers. More precisely, a string quiver is a quiver Q = (Qv, Qa), for which
Qv = {v1, ..., vk}, there are no arrows between vi and vj for |i− j| ≥ 2, and for every
i, 2 ≤ i ≤ k, there is exactly one arrow connecting vi−1 and vi. The arrow connecting
vi−1 and vi will be denoted by −−−→vi−1vi if its head is vi−1, and by ←−−−vi−1vi, otherwise. To
each vertex vi ∈ Qv we attach a label l(vi), 1 ≤ l(vi) ≤ n, such that: l(vi) = π1(l(vi−1))
whenever −−−→vi−1vi ∈ Qa, and l(vi) = π2(l(vi−1)) whenever ←−−−vi−1vi ∈ Qa. A graded string
S is a pair (Q, l) of a string quiver Q and a labelling l : Qv → {1, ..., n} compatible
with the grading condition (C0) as described above.

Example 7.1. let n = 3 and k = 6. An example of a graded string is pictured below.
The numbers above the vertices are the labels of the string.

•2 //• •1oo 1 //•2 //• 21 //•
Every graded string S = (Q, l) determines in a natural way a string representation

I(S) of Qn: we attach one-dimensional spaces Cei to each vertex vi, and set I(S) =⊕n
j=1 Vj, where Vj :=

⊕
l(vi)=j Cei. We also set x(ei) = ei+1 if −−−→vivi+1 ∈ Qa and

y(ei+1) = ei if ←−−−vivi+1 ∈ Qa. All remaining x(ej) and y(ej) are zeroes.
Bands. We consider quivers Q whose sets of vertices Qv = {v1, ..., vk} form a

regular k-polygon (k > 2); the adjacent vertices vi−1 and vi are connected by exactly
one arrow. As in the case of strings we denote this arrow by either −−−→vi−1vi or ←−−−vi−1vi

(we set vk+1 := v1). We again define labelling l : Qv → {1, ..., n} compatible with the
grading condition (C0) with compatibility conditions identical to those for the strings.
Such labelled quivers will be called graded polygons. Note that every graded polygon
P can be “unfolded” at a sink vi to a graded string S(P, vi). Namely, the graded
string S(P, vi) has a set of vertices {vi, ..., v1, v2, ..vi−1, v̄i} and the same arrows as P ,

except that the arrow −−−→vi−1vi or ←−−−vi−1vi is replaced by
−−−→
vi−1v̄i or

←−−−
vi−1v̄i, respectively.
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For a graded directed2 polygon P = (Q, l) with k vertices, a nonzero complex
number λ, and a positive integer r we define the band representation I(P, λ, r) of
Qn as follows. To each vertex vi we attach an r-dimensional vector space Ui, and
set I(P, λ, r) :=

⊕n
j=1 Vj, where Vj :=

⊕
l(vi)=j Ui. We define x : Ui → Ui+1 and

y : Ui+1 → Ui to be isomorphisms whenever −−−→vivi+1 ∈ Qa and ←−−−vivi+1 ∈ Qa, respectively
(in other words, if the vertices are numbered clockwise, then the x’s are directed
clockwise, while the y’s - counterclockwise). In all other cases x|Uj

= 0 and y|Uj
= 0.

In addition, we require that the matrix of the composition dk...d2d1 : U1 → U1 of all
isomorphisms di : Ui → Ui+1, di = x or y−1, is represented by a single Jordan block
Jr(λ) in an appropriate basis of U1 with non-zero eigenvalue λ. It is easy to check
that di...d1dk...di−1 and dk...d2d1 are similar, and thus the choice of U1 is irrelevant,
i.e. I(P, λ, r) is indeed uniquely determined by the triple (P, λ, r).

One should note that not every band representation I(P, λ, r) is indecomposable.
In order I(P, λ, r) to be indecomposable, P has to be a graded directed polygon with
no rotational symmetry (a rotational symmetry of P is a rotation of the plane which
preserves the quiver and the labels of P ).

Proposition 7.2. ([18, 20]) Every indecomposable representation ofQn is isomorphic
either to a string module I(S) for some (unique) graded string S, or to a band module
I(P, λ, r) for some (unique) triple (P, λ, r), where P is a graded directed polygon with
no rotational symmetry, λ is a nonzero complex number, and r is a positive integer.

7.2. Operations on strings and bands. In this subsection we introduce three
operations on the set of g-modules which help us to describe the string and band
modules in an alternative way. Namely, we reduce the case of a general indecom-
posable representation of Qn to the case of a string whose arrows have the same
direction. We follow the terminology and notation of [16].

Gluing. Let A1 and A2 be vector spaces, A′
1 and A′

2 be isomorphic subspaces
of A1 and A2, respectively, and let σ : A′

1 → A′
2 be an isomorphism. Set Dσ :=

{(a, σ(a)) | a ∈ A′
1}. Then the gluing of A1 and A2 relative to σ is the quotient space

A1 ⊕ A2/Dσ. The notion of gluing easily extends for g-modules. In the case of 1-
dimensional spaces (respectively, simple g-modules) A′

1 and A′
2, the gluing A1⊕A2/Dσ

does not depend on a choice of σ, because A1⊕A2/Dσ
∼= A1⊕A2/Dλσ for any nonzero

λ ∈ C. In such cases we will write A1 ⊕ A2/D(A′
1) (note that D(A′

1) is the diagonal
embedding of A′

1
∼= A′

2 in A1 ⊕ A2).
Dual gluing. In the dual setting we start with two pairs of spaces A′

1 ⊆ A1 and
A′

2 ⊆ A2 and an isomorphism σ : A1/A
′
1 → A2/A

′
2. Then the dual gluing of A1 and

A2 relative to σ is the subspace {(a1, a2) ∈ A1 ⊕ A2 | σ(ā1) = ā2} of A1 ⊕ A2 (here
āi = ai + A′

i). In the case of weight g-modules we will use the following alternative
form of the dual gluing of A1 and A2: (A∨

1 ⊕ A∨
2 /Dσ)∨.

2Notice that a graded polygon is directed if and only if not all arrows go clockwise or
counterclockwise.
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Polymerization. Let A be a vector space and A1 6= A2 be two isomorphic subspaces
of A. Fix an isomorphism σ : A1 → A2. The polymerization of p copies of A relative to
σ is by definition the vector space A(p)(λ, σ) := A⊕p/Aλ

σ where Aλ
σ is the submodule

of A⊕p consisting of (σ(a1) − λa1, σ(a2) − λa2 − a1, ..., σ(ap) − λap − ap−1). The
polymerization is also well defined for a g-module A and two isomorphic submodules
A1 and A2 of A.

Notice that for a graded string S with a set of vertices {v1, ..., vk}, I(S) can be
obtained by gluing I(S1) and I(S2) at a sink vi where S1 and S2 have sets of vertices
{v1, ..., vi} and {vi+1, ..., vn}, respectively. We similarly represent I(S) by dual gluing
of I(S1) and I(S2) at a source vi. In both cases we will write S = S1S2. We also may
represent a band representation I(P, λ, r) as a polymerization of the unfolded graded
string representation I(S(P, vi)) for any sink vi of P .

7.3. Explicit description of the indecomposables in Cχ
ν̄ . As discussed in the

beginning of the previous section, we may restrict our attention to the category C0
γ(µ)

for |µ| = 0 and µi /∈ Z.
In order to describe explicitly all indecomposables in C0

γ(µ)
we use Theorem 6.1 and

combine it with results in §7.1, and §7.2. We provide the description in three steps.
With small abuse of notation we will denote the indecomposable objects (defined up
to an isomorphism) of C0

γ(µ)
by I(S) and I(P, λ, r) as well.

Homogeneous strings. Here we list all indecomposables I(S) that correspond to
homogeneous graded strings S, i.e. such that all arrows have the same direction.
There are exactly two homogeneous graded strings with m vertices whose leftmost
vertex is labelled by s, 1 ≤ s ≤ n: the string Xm(s) where all arrows go in the left-to-
right direction; and the string Ym(s) where all arrows go in the right-to-left direction.
With the aid of Lemma 6.5 and Corollary 6.6 and using a case-by-case verification we
easily find an explicit realization of I(Xm(s)) and I(Ym(s)) as subquotients of Ωk(µ)(r)

for suitable k and r. Alternatively, we may use quotients of Ωk(µ)(r) and
(
Ωk(µ)(r)

)∨
.

For example if m is even and s is odd, then I(Xm(s)) ∼=
(
Ωs(µ)(

m
2

+1)
)∨

/Ls. The

details are left to the reader.

Arbitrary strings. In the case of an arbitrary graded string S we first represent S
as a product of homogeneous strings and then apply gluing and dual gluing to find
I(S). More explicitly, if S = Xm(s)S ′ (or, respectively, S = Ym(s)S ′), where S ′ is a
graded string with a right-to-left (respectively, left-to-right) leftmost arrow, then

I(Xm(s)S ′) = (I(Xm(s))⊕ I(S ′)) /D(L(π1)m(s)),

I(Ym(s)S ′) =
(
(I(Ym(S))∨ ⊕ I(S ′)∨) /D(L(π2)m(s))

)∨
,

respectively.

Bands. Following the description of all bands in §7.1 and using polymerization
we can easily present a band representation I(P, λ, r) as a polymerization of a string
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representation. Namely, for any sink vi of P and an isomorphism σi : Cvi → Cv̄i, we
have I(P, λ, r) ∼= I(S(P, vi))

(r)(λ, σi).

7.4. Socle series of the indecomposables. Recall that the socle filtration of a
module M is the increasing filtration 0 = soc0M ⊂ soc1M ⊂ ... ⊂ socsM = M
uniquely defined by the property that sociM/soci−1M is the maximal semisimple
submodule of M/soci−1M . Here we list all semisimple quotients sociM/soci−1M in
the socle series 0 = soc0M ⊂ soc1M ⊂ ... ⊂ socsM = M of any indecomposable M
in C0

γ(µ)
(s is the Loewy length of M).

For a graded string or a graded directed polygon Q denote by Sink(Q) the set of
sinks of Q. Set Q(1) := Q and for i > 1 let Q(i) be the quiver obtained from Q(i−1)

by removing all sinks and all arrows whose tails are sinks of Q(i−1).

Proposition 7.3. (i) Let S be a graded string. Then for i ≥ 1,

sociI(S)/soci−1I(S) ∼=
⊕

v∈Sink(S(i))

Ll(v).

(ii) Let P be a graded directed polygon. Then for i ≥ 1,

sociI(P, λ, r)/soci−1I(P, λ, r) ∼=
⊕

v∈Sink(P (i))

L⊕r
l(v).

Example 7.4. The components of the socle series of the string module I(S) corre-
sponding to the string S described in Example 7.1 are as follows:

soc1I(S) ∼= L1 ⊕ L2; soc2I(S)/soc1I(S) ∼= L1 ⊕ L2;

soc3I(S)/soc2I(S) ∼= L2; soc4I(S)/soc3I(S) ∼= L1.
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