10.

Homework 6 Solutions

. Suppose u € Uy +---+U,,. Thenfori=1,...,m, Ju; € U; such that u = uy+- - +uy,.

Thus, Tu = Tuy + ...Tuy,, and by the T-invariance of U;, Tu; € U; for i = 1,...m.
Therefore, Tu € Uy + --- 4+ U,, and so Uy + - - - + U,,, is T-invariant. [

. Suppose {U, }.er is a collection of T-invariant subspaces. If u € NyerU,, then u € U,

for all x € T'. By T-invariance of U, Tu € U, for all x € I'. Therefore, Tu € NyerUs,
and so NgerU, is T -invariant. [

. Claim: If U is a subspace of V invariant under all T € £(V) then U = {0} or U = V.

proof: We will prove the contrapositive. Assume U # {0}, V. We will find a T € L(V)
such that U is not T-invariant. Choose x € U \ {0} and y ¢ U. By the basis extension
theorem, we can find a basis {x,b1,...,b,} of V. Then define T by T'(z) = y and
T(b;) =0 for i =1,...n and extend by linearity. Then T € L£(V) and T maps v € U

to an element outside of U. Therefore, U is not invariant under 7. O
. Suppose S, T € L(V), and that ST = TS. Let v € null(T — AI). Then

(T — AI)(Sv) =TSv—ASv = 58Tv — ASv = S(Tv — \v) = 0.
Thus, Sv € null(T — AI). Therefore, null(T — AI) is S-invariant. O

Define T € L(F?) by T(w,z) = (z,w). If X is an eigenvalue of T, then for some
nonzero (w,z) € F?, T(w,z) = Aw,z), which implies z = Aw, and w = \z. Note
that we can assume both w,z # 0, because if one is 0 then so is the other, which
contradicts the assumption that (w,z) is nonzero. By substitution w = A?w, and
since w # 0, this implies A2 = 1 which means A = 1, or —1. Then it follows that
E\(T) = {(w,w) : w € F} and E_1(T) = {(w,—w) : w € F} are the corresponding
eigenspaces.

Define T € L(F3) by T(z1, 22, 23) = (222,0, 523). Then solving the system T'(z,vy, z) =
Az, y, z) shows the eigenvalues are A = 0,5 and the eigenspaces are Fy = span{e; },
and E5 = span{es}

Define T' € L(F™) by T(z1,...,2n) = (T1 + ... Tn,..., 21 + ... 2y). Then Tz = Az
implies 1 + -4+ xp, = Ax; fori=1,...,n. Hence, A\ =0or ;1 =--- = z,,. One can
check that in the first case A = 0, and Eo(T) = {(z1,...,2n) € F" i 21+ -4+ 2, = 0}.
In the later case, A =n, and E,(T) = span{(1,1,...,1)}.

Let T € L(F*) by the left shift operator. Solving the equations z41 = Az; for
1t = 1,2... shows we can let z; be free, and then z;11 = Az, for ¢ = 1,2,.... So

every A € F is an eigenvalue, and the corresponding eigenspace is given by F\(T) =
span{(1,\,\2,...)}.

Suppose T' € £(V) and dim rangeT = k. Let A1,..., A\, denote the distinct eigenvalues
of T. Then we need to show that m < k+ 1. Let & = {v1,...,un} be a set of
corresponding eigenvectors. So v; # 0 and Twv; = A;v;. In particularly, Then at most
one A\; = 0. The eigenvectors corresponding to nonzero eigenvalues are in range7” since
for \; #, T (/\%vz) = v;. So S contains a linearly independent subset of rangeT" that has
size at least m — 1. Thus, m — 1 < k =dim rangeT, and som < k+1. O

Assume T € L(V) is invertible. claim: X is an eigenvalue of T if and only if A7! is an
eigenvalue of T~1. pf: (== ) If \ is an eigenvalue of T, then Jv # 0 such that Tv = \v.
Applying T~ to both sides shows that v = AT~ v, which implies T~ 'v = %u which
implies A~! is an eigenvalue of T—!. For the other direction, replace T with T~! and
A with A™! and use the proof for the = direction. O
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Suppose A is an eigenvalue of ST, and let v denote a A eigenvector. Then

(T'S)(Tv) =T(STv) =T(Av) = ATv (1)

if Tv # 0, then this shows that A is an eigenvalue of T'S. Otherwise, if Tv = 0, then
0 = STv = Av, which implies that A = 0 since we know that v # 0. Then this implies
that T'S is not invertible, since T is not invertible. Hence A = 0 is also an eigenvalue
of T'S. In either case, we have shown that if A is an eigenvalue of ST than it is also an
eigenvalue of T'S. By reversing the roles of S and 71" we can also conclude that if X is
an eigenvalue of T'S than it is also an eigenvalue of ST. [J

Suppose T' € L(V) is such that ever v € V is an eigenvector of T'. Then for every v € V
there exists a, € F' such that Tv = a, V. We need to show that a, is independent of v
for v # 0. Let 0 # w € V. Then if w = cv for some ¢ € F' we have that

apWw =Tw = cTv = ca,v = a,w (2)

which implies a,, = a,,. Otherwise, if w # 0 is not a multiple of v, then {v, w} is linearly
independent and

ayrw(V+w)=TW+w) =Tv+ Tw = ayv + ayw (3)
which implies that

(avtw = @)V + (Gugw — Gw)w =0 (4)

The linear independence of {v, w} implies that a, = @y, = @y, and so in either case
we’ve shown that the constant is the same for all nonzerov € V. [O



