THE w-VAUGHT’S CONJECTURE

DAVID GONZALEZ AND ANTONIO MONTALBAN

ABSTRACT. We introduce the w-Vaught’s conjecture, a strengthening of the infinitary
Vaught’s conjecture. We believe that if one were to prove the infinitary Vaught’s conjecture
in a structural way without using techniques from higher recursion theory, then the proof
would probably be a proof of the w-Vaught’s conjecture. We show the existence of an
equivalent condition to the w-Vaught’s conjecture and use this tool to show that all infinitary
sentences whose models are linear orders satisfy the w-Vaught’s conjecture.

Robert Vaught conjectured in [Vau61] that the number of countable models of any given
list of axioms' must be either countable or continuum, but never in between. Despite all the
work that has gone into this conjecture over the past sixty years, it remains open. It is one
of the most well-known, long-standing open questions in mathematical logic. In this paper
we will consider the infinitary Vaught’s conjecture, where the list of axioms can be taken to
be an infinitary sentence from L, .. An interesting aspect of Vaught’s conjecture is that it
connects many areas of logic. It is unclear where the answer is going to come from. The
original version was for finitary first-order theories. If a solution of the finitary version comes
first, it will probably come from model theory. The infinitary version, though, has been proved
to be equivalent to statements in computability theory (see [Mon13, Mon16]) and descriptive
set theory (see [Gao09, Theorem 11.3.8].)

John Steel [Ste78] proved the infinitary Vaught’s conjecture for all theories in the language
of orderings that imply the axioms of linear orderings. Rubin [Rub74] had already proved it
for finitary extensions of linear orderings. Gao [Gao0lb] modified Steel’s proof to show the
extensions of the theory of linear ordering satisfy the Glimm-Effros dichotomy, providing a
descriptive set theoretic reason for why linear orderings satisfy the infinitary Vaught’s con-
jecture. Montalban [Monl6] also modified Steel’s proof to study the isomorphism relation
on linear orderings from a computability theoretic perspective and showed they satisfy the
no-intermediate extension property.

Steel, Gao, and Montalban used higher recursion theoretic techniques, such as E%—bounding
and considered models of Scott ranks up to wlc K (or actually, wlT, the first ordinal not com-
putable in the tree representation of the sentence T'). It is rather surprising that a recursion
theoretic lemma like ¥}-bounding and a recursion theoretic notion like wi would have to do
with the number of countable models of T'. In this paper we give a more structural proof of
the infinitary Vaught’s conjecture for linear orderings.

We also propose a strengthening of Vaught’s conjecture that we call w-VC. We believe
that if one were to prove the infinitary Vaught’s conjecture in a structural way without using
techniques from higher recursion theory, then the proof would probably be a proof of w-VC.
Also, we expect that if a counterexample to w-VC were to be found, it will probably contain
ideas that could be used to build a counterexample to Vaught’s conjecture.

Gerald Sacks [Sac07, Section 5] defined the Vaught rank of a theory T as an ordinal that,
in a sense, witnesses that T satisfies Vaught’s conjecture. His definition is rather complicated
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to describe, and we omit it here. In a similar vein, we define the Vaught ordinal of a theory
T, which we denote as vo(T"), as least ordinal § such that

o cither there are only countably many models of T" and they all have Scott rank less
than g,

e or there are uncountably many models of T" which are not Hiﬁn—elementary equivalent
with each other.

The ordinal vo(T') tells us how high we need to go in the Hiﬁn hierarchy of infinitary sentences
to make sure that T satisfies Vaught’s conjecture. We will define the Scott rank of a structure
in definition 5 below. For now, let us say that for a limit ordinal A, a countable structure A
has Scott rank > X if for all v < A, there is another countable structure B that is =,-equivalent
to A but not isomorphic to A. We use the notation A =3 B to say that the structures A and B
are H[ian—elementary equivalent, i.e., that they satisfy the same H;n—sentences. It is known that
the equivalence relations =g are Borel and that they approximate the isomorphism equivalence
relation in the sense that, for countable structures A and B, Az B <= (Vf <wi) A=3 B.
Silver’s theorem states that a Borel equivalence relation must have either countably many or
continuum many equivalence classes. One can then show that, for a counterexample of Vaught
conjecture, there would be no upper bound for the value of countable 5 such that A =g B yet
A 2 B among models of T, and that for each < wj, there would be only countably many
many models of 7" up to =g-equivalence. It follows that Vaught’s conjecture holds if and only
if vo(T') < wy for all L, ., sentences T. It follows from Steel’s results [Ste78] that, if T is
a sentence extending the theory of linear orderings, then vo(T") < w{. Note that this upper
bound, wlT, does not just depend on the quantifier complexity of the sentence T', but also on
the computational complexity of the real that is coding the tree representation of sentence 7.
This is rather unexpected. The main result of this paper gives a much more reasonable upper
bound for the Vaught ordinal of 7', one that depends only on the quantifier complexity of T,
and in an additive way:

Theorem 1. Consider the vocabulary T = {<} of linear orderings. For every o <wi and every
II:2-7-sentence extending the axzioms of linear orderings,

vo(T) < v+ w.

This theorem provides a structural understanding of why the infinitary Vaught’s conjecture
is true for linear orderings.

Definition 2. We say that an L, ., sentence S satisfies w-VC if for every a <w; and every
1" sentence T that implies S, we have vo(T) < a + w.

The second main result of this paper is the following lemma, which can be seen as a tool
to prove that a theory satisfies w-VC. We need to define a couple of notions first:

Definition 3. Given ordinals o < 3, we say that a structure A is («, 3)-small if, for every
v < B, there only countably many =--equivalence classes among the structures that are =,-
equivalent to A.

Lemma 4. Let S be an Ly, ., sentence. The following are equivalent:
(1) S satisfies w-VC.
(2) For every o < wy that is greater than the quantifier rank of S* and every model A of
S that is (a, « +w)-small and has Scott rank > o+ w, there is another model B of S of
Scott rank > o+ w for which we have A=, B but A %44, B.

2The quantifier rank of S is the least S such that S is either H[i;“ or Eiﬁn.
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Before moving on, let as make a few quick observations about w-VC. First, we note if one
wanted to prove that all sentences satisfy w-VC, it would be enough to consider only II5"
theories:

Observation 1. The following are equivalent:

e Every L, ., sentence satisfies w-VC.
e For every II3* sentence T', vo(T') < w.

This observation is easily verified by taking Morleyizations (see for instance [MonP2, Chap-
ter 11.5]).

Let us mention the following interesting example: The theory, BA, of Boolean algebras,
is TI3* and has Vaught ordinal w. This means that the condition that vo(T) < w in the
observation above cannot be strengthened. It is not known if the extensions of BA satisfy
Vaught’s conjecture or w-VC. In unpublished work, Montalbdn and Simon [MS17] showed
that if there is an extension of BA that does not satisfy Vaught’s conjecture, then there is one
that, for some ordinal « and Boolean algebras B; of Scott rank < «, it says that its models are
=q+w-equivalent to the w-sum @;., B;. They also proved that for every S there exists Boolean
algebras B; of Scott rank < w + w such that @, B; has Scott rank greater than 5.

Let us also remark that w-VC plays a similar role as the Martin’s model-theoretic conjecture,
which is about complete finitary first-order theories with less than continuum many countable
models. It plays a similar role in the sense that it is suggested that if Vaught’s conjecture
were to be proved by model theoretic means, then it would probably be through Martin’s
model-theoretic conjecture. It is also somewhat similar in the sense that it implies that if a
complete finitary first-order theories has less than continuum many countable models, then
all those models have Scott rank less than or equal to a certain bound, that for Martin’s
conjecture is w + w. However, Martin’s conjecture and w-VC are incomparable, and neither
implies the other one as far as we know. Wagner [Wag82] had proposed a strengthening of
Martin’s conjecture which included theories with continuum many countable models, which
turned out to be false (see [GaoOlal).

1. PRELIMINARIES ON SCOTT RANK AND NOTATION

In this section we will explain the notation and basic concepts used in this paper. We refer
the reader to [MonP2, Chapter 2] for more background on the concepts defined here.

The logic used in this paper is L, .,. For a structure M, a tuple m from M, and an ordinal
a, the TIX*-type of m in M is the set of true II}* formulas about m in M (similar for ¥2).
We write (M,m) <o (N, ) if the II2"-type of m in M is contained in the ITI}* type of 7 in
N. This is called the « back and forth relation. We then have that (M,m) =, (m,N) if and
only if M <, N and N <, M.

One of the primary motivations for studying L, ., is that it has enough power to describe
automorphism orbits within a structure. This leads to the following definition.

Definition 5. The Scott rank of a structure M is given by the least o € wy for which there
exists a finite tuple of parameters m such that the automorphism orbit of every tuple, T € M,

is T definable over m. We denote this SR(M).

The definition above is taken from [Monl15] and [MonP2]. In recent work, it is sometimes
called the parameterized Scott rank and is contrasted with an unparameterized version that
does not allow for a finite tuple of parameters to be used in the definition of the automorphism
orbits. For our (parameterized) notion of Scott rank, we have the following equivalence.

Theorem 6. [Monl15] M has Scott Rank o if and only if there is a X%, sentence that is true
about M and not true about any other countable structure.
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We call such a sentence a Scott Sentence for M. Note that for a fixed M with SR(M) = «,
this result gives that statements of the form A2 M are 32,

Of the many benefits of this notion of Scott rank, and the one most useful in this paper
is that the Scott rank of a structure can be seen by a formula of moderate complexity from

inside the structure (see [MonP2, Lemma I1.67]).

Lemma 7. For a fized vocabulary, given any ordinal o, there is a Hég +3 sentence pq such
that

Ak po < SR(A) > a.

Note that this immediately gives that stating SR(A) = «, i.e. A E po A =pas1 1S Log+a-
A useful consequence of this is that if &« = A+ n where A is a limit ordinal and n € w, this
statement is Xy,on.4. In other words, the complexity of the sentence stops well short of the
first limit ordinal strictly larger than a.

It is also true that the back and forth relations among structures can be defined from inside
the structure. (See [MonP2, Lemma VI.14].)

Lemma 8. Let L be a structure. For any tuzjle a€ L and B <~y there are H;Ié formulas g ()
and g g(x) such that for any IC and tuple b e K

K e ¢ap5(b) <= (L,a)<p (K,b),

and B -
K e ¢ap(b) < (L,a) 25 (K,b).

Notice that in the same manner as the previous argument, we can note that the complexity
of this formula is well below the least limit ordinal strictly larger than 5.

2. PROOF OF THE MAIN LEMMA

In this section we give a proof of Lemma 4, which will be key for our proof that linear
orderings satisfy w-VC in the next sections.

Lemma (Lemma 4). Let S be an Ly, ., sentence. The following are equivalent:
(1) S satisfies w-VC.
(2) For every a <wy that is greater than the quantifier rank of S and every model A of S
that is (o, + w)-small and has Scott rank > o+ w, there is another model B of S of
Scott rank > o+ w for which we have A=, B but A #4+0 B.

Proof. To see that (1) implies (2), consider a model A of S that is (o, @ + w)-small and has
Scott rank > a+w. Let T be the I132-sentence from Lemma 8 satisfying that B & T if and only
if A=, B. Since S satisfies w-VC and A already has rank > o + w, we must then have that T
has continuum many models up to (a +w)-elementary equivalence. To obtain (2), we need to
show that at least two of these models has Scott rank > o + w. If not, there would be some
v < a+w such that for continuum many of these (« +w)-elementary equivalence clasess, there
would be models of Scott rank . But then, we would have continuum many y-equivalence
classes among the models of T', contradicting that A is («, « + w)-small.

Suppose now that (2) holds, let a be an ordinal, and let T be a II:* extension of S. We
need to show that vo(T") < a+w. If all models of T" have Scott rank < av+w, then T" has Vaught
ordinal < a+w as wanted. So, let us suppose that 1" that has a model A of Scott rank > o +w.
If A were not (o, + w)-small, we would immediately have a v < a + w for which there are
continuum many models of 7" up to =,-equivalence and T would have Vaught ordinal < o +w
as wanted. So suppose A is (o, a + w)-small.
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We will build a continuum many models {Bx : X € 2*} of T' that are not (a+w)-elementary
equivalent. For that, we first build a tree {B, : 0 € 2°“} of models of T' of Scott rank > a + w
and an increasing sequence of natural numbers {n; : i € w} such that

e If 0 and 7 are incompatible strings of length ¢, then B, #4+n; Br.
o If o ¢ 7 with |o| =4, then B, =q4n,+3 Br.

Let By be A and let ng = 0. Suppose we have defined B, for all o € 2 of length . Fix
such a o, and let us define B,y and B,1. Let Byg = B,. Since B, =, A, B, must also be
(a, a + w)-small, and in particular (o + n;, a + w)-small. By (2), there is a model By of T' of
Scott rank > o + w for which we have Byo Zq4n;+3 Bo1 but Byo #a+w Bo1. It is known that for
limit ordinals A, =y is the limit of =, for v < A; that is, if C #5 D, then there is some v < A
such that A #, B (this follows easily from the back-and-forth definition of =), see [MonP2,
Definition 11.3.2]). Let n, be such that By #4+4n, Bs1. Finally, let n;;1 be the maximum of
ne for all o € 2t. This finishes the construction of the tree.

For each X € 2%, we have a sequence of structures

Bg =013 Bx11 Za+ni+3 Bx12 Za+ne+3 Bx 12 Sa+ns+3 -

It is proved in [MonP2, Lemma XII.6] that given such a sequence, there exists a structure Bx
such that Bx =, Bx}i for every ¢ € w. For different X,Y € 2%, let ¢ be such that X i #Y .
Then

Bx Satn; BX K2 icﬁm BYri Satn; BY-

So we get continuum many models of T up to =44-equivalence, and thus vo(T) < a+w. O

With this result, we have now established the needed background theory on the robust
Scott rank needed for this paper.

3. OPERATIONS ON LINEAR ORDERS AND SCOTT RANK

This section will analyze the Scott ranks of various types of linear orders. A similar analysis
was done in [Mon16], and some of the results are directly from that paper. Other results along
these lines are improvements of the results in [Mon16] that are needed to obtain the claimed
bound.

We use the standard notation [a, b], (a,b), Lsq, Lsq, L<qa, L<q to speak about open and closed
intervals, initial segments and end segments of a linear order L.

The following basic result about countable linear orders is needed many times.

Lemma 9. Given any countable linear order without a greatest element, L, there exists a
cofinal, injective, order preserving map w — L.

Proof. Consider an enumeration of the elements {l;};c,. Let h(0) =1y and h(j + 1) to be the
first enumerated element that is larger than both [; and h(j). It is clear that this map is as
desired. 0

The following few results describe the complexity of linear orders based on the complexity
of the suborders that act as various types of building blocks for the final order. The first one
was shown in [Monl16]. While it used a slightly different notion of Scott rank, this proof is
sufficient for our notion as well.

Lemma 10. ([Monl6, Lemma 4.3]) Let L = A+ 1+ B be a sum of linear orders. We have that
max(SR(A), SR(B)) < SR(L).
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While not explicitly stated in [Mon16], the same proof also applies to see that max{SR (A +
1),SR(1+ B)} < SR(L). In other words, this result applies any time L is realized as a sum
where the bottom summand has a greatest element and/or the top summand has a least
element, and these can be taken to be a single overlapping element if needed.

Note that this inequality is simply a case of the general fact that any N ¢ M that is Aé”
definable over parameters in M has SR(N) < SR(M) (again the proof in [Mon16] is sufficient
to see this). We occasionally refer to this more general result as well.

There is also a corresponding upper bound for this result presented in [Mon16]. We provide
a slightly improved version of the upper bound that deals with the robust Scott rank defined
above and that will better suit the purposes here.

Lemma 11. Given a linear orders A and B we have that
SR(A+ 1+ B) =max(SR(A),SR(B)).

Proof. Let v = max(SR(A),SR(B)). Name the element representing the "1" in the given
decomposition ¢ and consider the structure (L, ¢). Note that an automorphism of this structure
must preserve the elements above ¢ and those below c. In other words, it must factor into
an automorphism of A and B. Thus, for b € B, its automorphism orbit in L is exactly its
automorphism orbit in B. In particular, if ¢ € Ei” describes the automorphism orbit of b € B,
we have that ¢©”¢ describes the automorphism orbit of b € L, where ¢ is the same as ¢ save
for the fact that all quantifiers are restricted to « > ¢. Note that ™ € Efy"(c). Similar analysis
holds for a € A. Overall, this gives that SR(L) < ~.

The other inequality follows from the result of Montalban explained above. O

This version of the lemma allows a result that bounds the complexity any finite sum of
linear orders with minimal elements.

Corollary 12. If L can be written as a finite sum of the form
L= Z 1+ Az
i€n

where SR(A;) <+, we have that SR(L) <.

Proof. Note that SR(A;) <. By n repeated applications of Lemma 11, we immediately see
that SR(L) <. O

We also provide an improved result on the Scott rank of sums of linear orders that will
ultimately help improve the bounds provided in this paper. The result is most clear if we
start with a lemma that concerns automorphism orbits within initial segments of the order.
To state this lemma we need the following definition.

Definition 13. Given a linear order K and points z <b in K, let ¢, denote a definition of
the automorphism orbit of z within K.

We are now ready to prove the following lemma, which provides the key technical insight
needed to bound the complexity of sums of linear orders.

Lemma 14. Given a linear order K and a point z € K, if there is a point b > z such that
every y > b with K, = K.y, has that ¢, also defines the automorphism orbit of z in K.y, then
the automorphism orbit of z within K can be described by a EZS@{(K@)% formula.

Proof. Consider the following formula:

D, (w): Jv>w ((K@ ~ K<b) Ay >wv (K<y > Ky - Kk (pzyb(w))).
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We show that this formula characterizes the automorphism orbit of z. From this, the lemma
will immediately follow as it is of the desired complexity using the fact that K., ~ K is a
ZZS%( Kop)+2 formula.

Firstly, observe that ®,(z) as b is a witness for this statement for z. In particular, note
that by definition of b, for all y with K., =~ K we have that ¢, ; describes the automorphism
orbit of b in Ky. This gives that ¢, ;(z). Therefore, any element in the automorphism orbit
of z also satisfies @,.

Lastly, note that if ®,(w) there is a y > max(w, z) such that K., & ¢, (w). Thus, there is
an automorphism of K., taking w to z. This can be extended to an automorphism of K by
fixing K,. Therefore, w is in the automorphism orbit of z as desired. O

With this in mind, we are nearly ready to bound the Scott rank of the sum of linear
orders. That being said, the proof of this lemma will also make use of the following Lemma
of Lindenbaum.

Definition 15. Given two linear orders L, K we say that L € K if L is an initial segment of
K. We say L 2 K if K is a final segment of L.

Lemma 16. (Lindenbaum, [Ros82]) Given two linear orders L, K if L K and L 2 K then
L=2K.

With this in place, we can now prove the lemma we were aiming at. It is a tricky combi-
natorial argument that breaks the behavior of linear orders into several cases and subcases.
Ultimately we will find suitable witnesses to Lemma 14 that enable the simple description of
automorphism orbits within a sum.

Lemma 17. Given linear orders A and B, we have that SR(A+B) < max(SR(A),SR(B))+4.

Proof. Let v = max(SR(A),SR(B)).
Case 1: There is an a € A and b € B such that A, 2 (A+ B)<p.
In this case,
SR((A+ B)) =SR(A<) < SR(A) <,
and
SR((A+ B)sp) = SR(Bsp) <SR(B) < 7.
As A+ B=(A+B)g+1+(A+ B)syp, this yields SR(A+ B) <y <+ +4 as desired.

Case 2: Otherwise.

We claim that in this case, for some a € A and b € B we have that every point z € (a,b)
has an automorphism orbit described by a formula in ZZLL in (a,b). As SR(A) < v and
SR(Bsp) < v the result will then follow from Corollary 12. To be more specific, we will
demonstrate this claim by appealing to Lemma 14. Note that if we prove the claim for points
z € A, by symmetry (looking at (A + B)*) we obtain the result for points in B as well. For
this reason we focus on points in A in the following argument.

Subcase 1: There are cofinally many z € A such that the set {y|A., = A,} is bounded in
A.

Given a z € A we will find a b € A that satisfies the hypothesis of Lemma 14. By the case
we are in, we can take an x > z with « € A such that the set {y|A<, = Ac,} is bounded by
some b € A. Consider a v > b with A, = (A + B)<,. Because we are not in case 1, v € A,
so we can say Ao, = A.,. It is apparent that the left part of the cut in A., defined by the
points in {y|A<, = A, } is automorphism invariant. Therefore, the isomorphism between A,
and A, fixes this cut. This means that the witnessing isomorphism of A, = A., fixes z,
as z < x € {y|A<y = Ay} This implies that the definition of the automorphism orbit of
z must be the same in the two structures, so b satisfies the hypothesis of Lemma 14. As
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SR(A«) < SR(A) < 7, this gives that the automorphism orbit of z is definable by a 2214
formula, as desired.

Subcase 2: There is an a € A and there are cofinally many x € As, such that the set
{y|[a,y) 2 [a,z)} is bounded in As,.

Apply the argument in subcase 1 to (A + B)s,.

Subcase 3: Otherwise.

Given a z € A we will find a b € A that satisfies the hypothesis of Lemma 14. Let ag > z be a
point such that {y|A«, = A} is unbounded. We can find such an ag as we are not in subcase
1. Next, take b > ag such that {y|[ao,y) = [ao,b)} is unbounded, and A, = Ao,,. It is possible
to find such a b because we are not in subcase 2 so the set of points ¢ with {y|[ag,y) % [ao,¢)}
unbounded is final in A, and the set of d with A4 2 A, is unbounded in A. We can then
take b in the necessarily non-empty intersection of a final and unbounded set.

We show that this b has the desired properties within A + B. To see this, we must consider
v > b such that (A + B)<, 2 Acp. Because we are in case 2, we can assume that v € A and
therefore (A + B)<, 2 Acy. Define C' = [ap,b) and D = [ag,v). Observe that C £ D by
construction. Furthermore, as {y|[ao,y) 2 [ao,b)} is unbounded in A, we have that there is a
y > v such that D c [ag,y) 2 C. In other words, C and D are both initial in each other.

|z ag| 1b v
| 0| | | A
C
A -
<a0 D

Name the isomorphism witnessing A<, = A<,,, 0. Note that A, 2 Ao, and name the wit-
nessing isomorphism 7. Say that o(ag) < 7(ag). This gives that C = [o(ag),a0) 2 [7(ap),a0) =
D. Now, Lemma 16 gives that C'= D. If 7(ag) < 0(ag) the same argument gives D 2 C' and we
can also conclude C = D. This isomorphism along with fixing A.,, provides an isomorphism
between A, and A., that fixes z. This provides that the definition of the automorphism orbit
of z must be the same in the two structures, showing that b satisfies the hypothesis of Lemma
14. As SR(A«) < SR(A) < 7, this gives that the automorphism orbit of z is definable by a
22714 formula, as desired. O

The following lemma is directly from [Monl16] and is proven in a similar way to the above
result.

Lemma 18. ([Monl6, Lemma 4.7]) If L is a linear order such that Vo € L SR(L<y) < a then
SR(L) < a+4.

The following immediate corollary of this lemma allows us to find a low Scott rank bound
for omega-sums of simple linear orders.

Corollary 19. If L can be written as an w indexed sum of the form
L= 4
€W

where SR(A;) <, we have that SR(L) <~ + 8.

Proof. Let a; € A; be chosen arbitrarily. Consider
Ly = ZAi = ZAi,«zi +1+ Ajsa; = Ao<ap + ( Z L+ Ajsa; + Ai+1,<ai+1) +1+ Ay <qp-
iek iek i<k-1
Note that Lemma 17 gives that for each i we have that SR(A; 54, + Ais1 <a;., ) < 7+4. Therefore,
Corollary 12 gives that SR(Lg) < v+ 4. This gives that for any x € L, for some k L., € Ly,
and so SR(L.;) <y +4. In total, Lemma 18 gives that SR(L) < + 8 as desired.
U
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With these notions established, we are now ready to move to the proof of w-VC conjecture
for linear orders.

4. w-VC FOR LINEAR ORDERS

In this section we will show that all extensions of Linear Orders satisfy w-VC. This will
be achieved by using the criteria established in Lemma 4. We will first define some relevant
properties and tools needed for the proof. In particular, we will describe how we can change
linear orders while maintaining the same « theory. From there the proof will split into cases.
First we will consider the case that there are multiple points that form successive intervals of
Scott rank at least o +w. Then we will move to the case where all of the points are relatively
¢ lose together.

4.1. Understanding and justifying the major tools.

4.1.1. The replacement lemmas. In order to explore the space of linear orders that are «
equivalent to a given linear order L, we will need ways to transform linear orders without
changing their « theories. This will take the form of replacing intervals with « equivalent
linear orders of certain Scott ranks. We show this always possible with finite error on the
Scott rank, so long as we have that the structure is (o, o + w)-small.

Lemma 20. There is a non-decreasing function f :w — w which, given an (o, + w)-small
structure L with SR(L) > ac+ n, guarantees that there is a structure P with

L=4in P and a+n< SR(P) <a+ f(n).

Proof. By the observation in Lemma 8 and Lemma 7, the statement that a structure is o +n
equivalent to L and has Scott rank greater than or equal to a+mn is I, f(,,) for some function
f:w = w. Therefore, by the type omitting theorem for infinitary logic (see [MonP2] Chapter
2.4), there is a model P such that P =44, L and SR(P) > a+n that omits all countably many
of the non—ZZﬁr £(n) supported Hgﬁr f(n) tyDES that occur in models « equivalent to L (there are

only countably many by (a, +w)—smallness). As the resulting structure is « equivalent to L,
it has no non-X¢", , supported I, .\ types. This gives that SR(P) <a+ f(n). O

In practice, this lemma is used to replace intervals in a linear order. This is important
because, often times, replacing an interval will actually maintain the Scott rank of the overall
structure so the resulting structure will be a witness to the key property that proves w-VC.

Lemma 21. There is a non-decreasing function f :w — w which, given an (o, o + w)-small
linear order, L and any x,y € L such that SR([x,y]) > o+ n, guarantees that there is a linear
order P with

[2,y] Zq4n P and a+n < SR(P) < a+ f(n).

Proof. Because of the previous lemma it is enough to show that each interval of L is also
(o, + w)-small. If there were some [x,y] that were not (o, a + w)-small, for some m there
would be continuum many « +m types realized among models « equivalent to [z,y]. Index
these types pa by reals A € 2% and say that the Ath type is realized by z4 in M4 =, [z,y].
Note that

L=o Loy + My + L>y7

by [Ste78, Remark 1.5.4]. Furthermore, it is not difficult to see that (x,z4,y) realizes a
different o+ m type for each A € 2 where x and y are the maximal and minimal elements of
M 4 respectively. Therefore, there are continuum many « +m types realized among models «
equivalent to L, a contradiction to smallness. O
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It is worth nothing that the above proof works equally well if £ = —oco or if y = co. In other
words, initial and end segments are also (o, « + w)-small. Similarly, using open versus closed
intervals makes little difference for the argument.

Sometimes, we want to replace convex suborders that are not bounded by explicit elements
in the order. In this case we must make some minor concessions on the Scott rank of the
replacement order, but ultimately a similar result holds. For the following we assume we are
given the fixed function f from Lemma 21.

Lemma 22. If L is an (a,a + w)-small linear order, then for any convex suborder K c L
there is an order K' =, K such that SR(K') <a+ f(0) +8.

Proof. Pick some x € K. We first show that for K,, there is a A =, K>, such that SR(A) <
a+ f(0) +8. If K has a maximal element, y, K>, = [z,y], so the result follows directly from
Lemma 21. Thus, we may assume that K has no maximal element. This means that, we can
find a cofinal, order preserving, injective map i : w - K with i(0) = z by Lemma 9. In this
case, K>, =Y [i(n),i(n+1)). Replace each (i(n),i(n+1)) of Scott rank greater than « with
an a-equivalent model with Scott rank less than a + f(0). Call the resulting order C. Note
that Corollary 19 yields that SR(C') < a+ f(0) + 8. Doing the same procedure for K, yields
that we can replace K., with B such that SR(D) < a+ f(0) + 8. In total, this gives that
K =,C+1+D=K'and that SR(K") < o+ 8 by Corollary 12, as desired. O

4.1.2. The convezr o equivalence relation. We consider a convex equivalence relation on linear
orders in a manner similar to (but not the same as) [Ste78] and [Monl16] . This will be key to
the process of the proof. In particular, we will distinguish between the case that L/ ~4. has
less than 3 elements and the case that is has at least 3 elements, and distinguish between the
case that L/ ~,, £(0)+10 18 an ordinal and the case where it is not an ordinal.

Definition 23. Given an ordinal o € wy, a linear order L, and two points a < b € L we say
that
a~ab

if and only if SR((a,b)) < a.

Note that for any ordinal «, it follows immediately from Corollary 12 that ~, is an equiva-
lence relation. This stands in contrast to previous versions of this equivalence relation which
would only work for limit ordinals «. This is because they were using unparameterized Scott
rank or an older notion of Scott rank, so they did not have Lemma 11. This is a tangible
benefit of using the notion of robust Scott rank defined earlier in this paper. Even if this re-
lation has slightly different properties from similar relations already in the literature, because
it is defined analogously, we will use the standard notation for it and related concepts. For
example, [z], for z € L refers to the set of points in L that are in the « equivalence class of
x within L. It is worth noting that as these equivalence classes are convex subsets of a linear
order, they inherit the structure of a linear order themselves.

4.1.3. Upwards closedness. In an effort to formalize exactly what part of a linear order deserves
our focus, we turn to a ranked form of having large end segments.

Definition 24. A linear order, L, is v upwards-closed (or v—-UC') if for all x € L we have
that SR(Lsz) > 7.

In the analysis that follows we will often be concerned with linear orders that are (o +w) —
UC. We will refer to this as condition (1) for the sake of parsimony. This notion may seem
strange at first; a motivating example will elucidate the usefulness of this idea. Consider the
ordinal w? for any ordinal 3. Note that any end segment is isomorphic to the whole of w?.
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In particular, SR(w”) = SR(wQE) =24 so w’ is (28) - UC. Therefore, the complexity of the
order is really in its end segments and any initial segment can be replaced without lowering
the complexity of the overall structure too much.

4.2. Case 1: L/ ~4.,, has many elements. In this section we prove the theorem in the case
that L/ ~n+w has at least 3 elements. The formula that splits the model on states that there
is an initial or end segment of Scott rank between o+ f(0) +9 and a + f(f(0) +9). To be
precise we find models « equivalent to an (o, + w)-small L with Scott rank at least o + w
that disagree on one of the following formulae:

QZ)Z : dx \/ SR(LZx) =+ i,
F(0)+9<i<f(f£(0)+9)
e Az \Vi SR(L<z) = a+1.
F(0)+9<i<f(f(0)+9)
Because of Lemma 7, 1) and 1)< are ¥ In the next two subsections we will explain how

<(atw)"
to satisfy these formula in a model a-equivalent to L and then we will explain how to satisfy
one of their negations in a model a-equivalent to L. This will imply condition 2 of Lemma 4
in this case.

4.2.1. Satisfying V< and 5. In this section we will show that any («, a+w)-small linear order
L with |L/ ~4+w | 2 3 can be made to satisfy 1)< and 1> while maintaining the « theory.

Lemma 25. If L is (o, + w)-small and L] ~a+0 has 8 or more equivalence classes, there
is an A =4 L such that A & < and SR(A) > a+w and a B =, L such that B = ¢ and
SR(B) > o+ w.

Proof. Let z <y < z be elements of L in different ~,.,, equivalence classes. Note that both
SR(L<y) > a+w and SR(Lsy) > a +w. This is because they both have A}" definable subsets
of Scott rank at least a +w ([z,y] and [y, z] respectively). Therefore, by Lemma 21 we can
find M =, Ley, with o+ f(0) +9 < SR(M) <a+ f(f(0) +9) and N =, Ly, with a+ f(0) +9 <
SR(N) <a+ f(f(0)+9). We can now observe that

M + L>y E ¢S7

Ley+ N Es.
Furthermore, both of these models are a equivalent to L and are Scott Rank at least o + w.
Therefore, these models are the required A and B respectively. U

With this lemma we are able to satisfy ¥« and 15, now all that remains is showing that we
can satisfy one of their negations.

4.2.2. Satisfying 1< or —1p». We now aim to find an « equivalent model to L satisfying -1«
or —ts. Unlike the first case, we will not be able to guarantee a particular one of these
formulae. We proceed by defining a normal form for linear orders that we will always be able
to transform our order into while maintaining the « theory. From this, our desired result will
follow immediately. This will be useful more generally for the proof moving forward. For this
reason, we also introduce a second important condition before moving on with the proof. This
condition will only be used in later sections.

Definition 26. We will say that a linear order, L, satisfies condition (2) if for all x € L we
have that SR(L<g) < oo+ w.
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Condition (2), like condition (1), is inspired by the analysis of ordinals. In particular,
w®** has condition (2), but no larger ordinals do. It also has condition (1) unlike any smaller
ordinals. In this, condition (1) and condition (2) together pick out orders that act like w®**
in an abstract sense. This is naturally useful as we are concerned with orders of Scott rank
«a + w, and this is the canonical example of such an order.

One may wonder if there are very many other examples of orders that satisfy condition (1)
and condition (2). As it turns out they are quite common. In fact, linear orders of sufficiently
large Scott rank are often « equivalent to a linear order that contains a suborder satisfying
condition (1) and condition (2). The following lemma formalizes this idea by demonstrating
the existence of the aforementioned normal form.

Lemma 27. Consider an (o, a+w)-small linear order with SR(L) > a+w. Either L =, K+ P
or L* =, K + P where K has (1) and (2) and SR(P) < a+ f(0) + 8.

Proof. We break the proof into cases based on the behavior of L/ ~4+,. We consider the case
that it is a point, the case that it is not dense but is larger than a point, and the case that it
is dense.

First consider the case where L/ ~4, is a point. Say there is a point x € L such that
SR(Ls,) > a+w (if there is not, there is a point with SR(L<;) > o +w and we consider L*
instead). By Lemma 21, we can replace L., with a model of Scott rank at most « + f(0).

Consider y > x. By the fact that L/ ~u, is a point, SR([z,y]) < @ + w, which yields that
SR(Lsy) > @ +w by Lemma 11. Furthermore, Lemma 11 guarantees that SR(L<,) < o+ w as
well.

For y <z, SR(Lsy) > SR(Ls;) > a+w. Furthermore, SR(L<,) < SR(L<;) < a+w. Therefore,
every element z € L has SR(Ls,) > a+w and SR(L<;) < o+ w, as desired.

Now consider the case where L/ ~4., is more than one point and not dense. By non-density
we know there are two equivalence classes that are adjacent to each other. Let those classes
be given by [x]a+w and [y]a+w for some x,y € L. As x and y are in different classes note that
SR([z,y]) > a+w. We can split the order [z,y] between the elements in z’s equivalence class
and y’s equivalence class to realize this order as a sum. To be more precise, we may note that

[z,y] = [2,y] 0 [#]ase + [2,9] 0 [y]ase
Lemma 17 gives that one of these summands has Scott rank at least a + w. Without loss of
generality we assume it is [z,y] N [2]a+w (Or else we consider L*).
Note that L can be written as

L= LSx + [:an] n ['I]aﬂu +M’

for some linear order M. Let ) =, L<, have SR(Q) < a+ f(0) and P =, M have SR(P) <
a+ f(0) + 8 as in Lemmas 21 and 22. We claim that

L,=Q+[$,y]ﬁ[$]a+w+P,

satisfies the desired properties.

To show this, we demonstrate that @ + [z,y] N [2]a+w has (1) and (2).

We start with (1). It is clearly enough to show that [z, y]N[z]atw is (v +w)-UC. However,
this follows as if SR(([x,y] N [%]a+w)sz) < @ +w, because SR([z,z]) < @ + w, Lemma 11 gives
that SR([z,y] N [2]a+w) < @ +w. This is a contradiction to our choice of [z,y] N [Z]a+w-

To see (2), by Lemma 11 it is enough to show that [x,y] N [2]a+w has (2). However, this
is immediate as any z € [2]q+w has SR([z,2]) < @ + w by definition. Therefore, L’ is of the
desired form.

Finally we consider the case where L/ ~44, is dense. In this case we consider an increasing
sequence of points x; in separate ~,4, equivalence classes. We can write L = M + U where
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U is the set of points greater than all of the z; and M is the set of points less than some x;.
By Lemma 22 there is a P =, U such that SR(P) < o+ f(0) + 8. Furthermore, by Lemma
21, for each [x;,x;41] there is a K; such that a +i < SR(K;) < o +w and K; =4 [z, 1] (by
convention we let zy = —oo here). Note that this gives
L=, (Y. K;)+P.
1€W
Using Lemma 12, it is not difficult to see that K = Y ;., K; has properties (1) and (2) as
desired. 0

We can now observe that a K + P in the form of the above theorem satisfies —1» and
(K + P)* satisfies —t<. In other words, the following is apparent.

Corollary 28. If L is an (o, o+ w)-small linear order with SR(L) > a + w, then there is an
A such that SR(A) > a+w, A=, L and either A 1)< or AE —)s.

This combined with Lemma 25 immediately gives our goal lemma for the section.

Lemma 29. If L is an (a,« + w)-small linear order and L] ~y+., has 3 or more equivalence
classes, there are A and B such that A=, B =, L with SR(A),SR(B) > a+w, yet A #4+w B.

4.3. Case 2: L/ ~,4, has few elements. The case where there are less than 3 ~,., equiva-
lence classes is the critical case of the theorem. The analysis is trickier and has more subcases.
Luckily, the results of the previous sections allow us to consider only orders with very specific
properties. To start with, we observe that Lemma 27 applies. In particular, without loss of
generality we will write L = K + P with K having conditions (1) and (2). The first case we
will approach is the case that taking the quotient by ~.,¢(r(0)+9)+1 18 not an ordinal. The
remaining case is technical and specific, but ultimately doable. We will need to introduce one
more condition to consider and then conduct an analysis of initial segments of the order. Then
we will be able to prove the theorem.

4.3.1. Lf ~qif(5(0)+9)+1 18 not an ordinal. Let us prove the theorem in the case that we have
non-ordinal behavior at the level of o+ f(f(0) +9) + 1. Recall that we are assuming that
L =K+ P as in Lemma 27.

Lemma 30. Let L be (o, a+w)-small and such that L] ~q. (5(0)+9)+1 i not an ordinal. Then
there are A and B such that A=, B =4 L, SR(A),SR(B) > a+w yet A #4+w B.

Proof. We are able to split on the formula 1)< introduced in the previous section in this case.
We demonstrate first how to find a model that satisfies 1)< and then we show how to satisfy
its negation.

We now find a suitable model that satisfies . By Lemma 18 there must be some z € K
such that SR(K<;) > a+ f(0) +9. Using Lemma 21 there is a C such that C =, K., with
f(0)+9 <SR(C) < a+ f(f(0)+9). Let B :=C + Ls,. It is clear that B =, L and that
SR(B) > a +w by condition (1). Note that x is a witness to 1<, so B E 9«.

We now find a suitable model that satisfies -1<. By assumption, we can find a decreasing
sequence of points a; € L such that SR((ai+1,a:)) > a+ f(f(0) +9) + 1. Moreover, if we let S
be the (possibly empty) set of elements in L smaller than all of the a; we know from Lemma
22 that there is a @ such that S =, @ and SR(Q) < a+ f(0) +8. We can now define the order
A as follows:

A= Q + ( Z (ai+1,ai) + 1) + L>a0.
1Ew*
Note that A =, L by construction. For the sake of parsimony, we can also define M as follows:

M := Z (ajs1,a;) + 1,

iew*
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so that A=Q + M + Ls,.
We show that A = —1)< by considering a possible witness to the formula. Take z € A. If
x € () we have that

SR(A<z) = SR(Q<z) <SR(Q) <a+ f(0) +38,

so x is not a witness to 9. Instead consider x € M + L.,,. By the construction of M there is
some i such that x is greater than all of the elements of (a;41,a;). Given this, we see that

SR(Agx) > SR((CLZ‘+1, al)) > o+ f(f(O) + 9) +1,

as (a;+1,0a;) is an interval within Ac,. Thus, x is not a witness to v in this case either. As
these cases are exhaustive, there are no witnesses to ¥« in A, so A £ =)< as desired.

Finally, we note that SR(A) > a+w as it contains L4, as an end segment which necessarily
has Scott rank a+w by condition (1) for K, noting that L., = K54, + P. This means that A
and B have the required conditions, so we have proved the lemma. O

Therefore, moving forward we can always assume that L/ ~,. F(f(0)+9)+1 is an ordinal.

4.3.2. A third condition. We now introduce a third important condition exhibited by some
linear orders. This condition formalizes the idea that no matter what replacement you do, the
order remains relatively small.

Definition 31. We will say that a linear order, L, satisfies condition (3) if for all x € L we
have that Ley #o L+ M for any linear order M.

Unlike condition (1) and condition (2), condition (3) is not something seen in ordinal
examples. We desire to assume condition (3) for K where L = K + P as we move forward.
While technical, it is needed to dispose of the last cases explored in this proof. In this section
we consider the case that K does not have condition (3) so we are able to assume it in the
future cases.

Lemma 32. Let L be (o, a+w)-small and such that L = K + P where K has (1) but not (3).
Then there are A and B such that A=, B=, L, SR(A),SR(B) > a+w yet A #,+., B.

Proof. Let x € K witness that K., =, K + M. Now note that
L=K+P=K+K,;, +P=, K+ M+Ks, +P=, K+ M+ K., + M + K., + P.

Because K has (1) so does K, as all final segments of K, are also final segments of K. In
particular, if w comes from the first K, y from the first K-, and z from the second K., we see
that SR([w,y]) > a+w and SR([y, z]) > a+w. In other words, (K+M+K.;+ M+Ks;+P)/ ~q1w
has at least 3 equivalence classes. Therefore, we can apply Lemma 29 to obtain the result. U

We can now move forward assuming condition (3).

4.3.3. The final case. We now prove the theorem in the case that L = K + P where L is
(o, a + w)-small, K satisfies (1), (2) and (3) and such that L/ ~,, t(0)+10 is not an ordinal.
There are a couple steps here, so this will be broken up into several subsections for organization.
In particular, we will first need to understand the behavior of linear orders who have quotients
that are ordinals a bit better. Then we will consider cases based on what sorts of orders are
« equivalent to the initial segments of K.
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4.3.4. The comparability lemma. In this subsection we aim to show that linear orders with
limit ordinal quotients behave like ordinals in the sense that M & N (recall this means that
M is initial in V) if and only if each initial segment of M is initial in N. Note that this is
not true in general. For example, Z is not initial in w* despite the fact that all of its initial
segments are. In order to show such a result, we must make the conversion to ordinals even
more carefully than before. This motivates the following definition.

Definition 33. Given a linear order K and a k € w, call
Iso(a+k,L) = {[a].. o e K}/ =

Because this is a countable set, we can fix an bijective coloring c : Iso(a + k,K) - w. We
define the structure C(K) as a model of the theory of linear orders with countable colors

(K/ ~ask, <, {Pi}iew), where [x] € P; if and only if ¢([x]) = 1.

In particular, the colored ordinal C'(K') does not lose information about the original linear
order in the way that K/ ~4. does. This will allow us to use embeddings of colored ordinals
to construct embeddings of the original orders in question. With this in mind, for the sake of
parsimony we write K . N if there is a colored-order-initial-embedding from K to N. We
can now prove the desired result.

Lemma 34. Consider linear orders M and N such that M|~ is a limit ordinal for some
kew. M e N if and only if Mc, = N for all x € M.

Proof. Assume that if M, € N for all z € M. We aim to show that C (M), €. C(IV) for all
[z] € C(M) and then use this to show that M = N.

Fix some [z] € C'(M). By assumption C'(M) does not have a largest element. Let [2] > [x].
Given an element of [y] € C(M), by abuse, we let [y] also denote the linear order that
corresponds to the color of [y] in C'(M). With this in mind, we can note that

M= ¥ [y]+ [
[yl<[=]

by construction. By assumption, M<, & N, and therefore

>, [Wl+[zl- €N,
[y)<[]

Given two elements a, b in this initial segment the interval between them in N is exactly the
same as the interval between them in M. Therefore, if a,b € [y] they still have the property
that SR((a,b)) <a+k and if a € [y] and b € [¢'] for [y] # [¢'] they still have the property that
SR((a,b)) > a + k. Therefore,

C( Y [y])=C(M) o,
[y]<[=]

and C'(M),[,) must be initial in C(N). As [2] > [x], we have that C(M )<, Sc C(N).

Because we showed this for any [x], all initial segments of C'(M) are initial in C'(IN'). Because
C(M) is a colored ordinal, by explicit recursive construction we have that C'(M) c. C(N).
However, it immediately follows that

M= 3% [yle > [1=N,
[y]eC(M) [y']1eC(N)

giving the desired result. O
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4.3.5. The non-a closed case. This section we consider the case that L is (o, « + w)-small,
L] ~a+f(0)+10 is an ordinal and that L = K + P with K satisfying (1),(2) and (3); this is
the case that is remaining given the work done above. That being said, we must break this
proof for this into two sections depending on if the initial segments of K are closed under «
equivalence (i.e. if all initial segment are only « equivalent to orders isomorphic to another
initial segment). We handle the case where the initial segments of L are not closed under «
equivalence first.

Lemma 35. If K is a linear order such that
e K satisfies (1), (2) and (3),
e there is some © € K and linear order N such that, K<, = N and for all y € K,
N £ Ky,
and L = K + P, then there are A and B such that SR(A),SR(B) > a +w, and A=, B=, L
yet A #4+0 B.

Proof. Consider Ky := N + K., where N is the order assumed to exist above, and let Ly =
KN + P.

We first consider the case where K is missing some initial segment of K, say K.,. Then,

formally speaking

Ky E-Jw KN,sw = ng.
Note also that

LN E-Jw KN,Sw = ng:
as possible witnesses w € P would have SR(L<,) > a + w disqualifying the possibility of
isomorphism with K., which has strictly lower Scott rank that o+ w by condition (2). Call
this formula 1. By condition (2) on K and Lemma 7, ¢ has complexity less than « +w. Note
that L £ -1 as z itself is a witness to the property. Therefore, we can take A =L and B = Ly
to complete the proof in this case.

We now only need to consider the case where all initial segments of K are initial in K. In
other words, for each z € K there is a y € Ky such that K, 2 Ky .,. Note that because NNV is
not initial in K it is not initial in any of its initial segments. Thus, for each z, its corresponding
y € Ky = N + K, cannot come from the K., summand, or else Ky, & K<, has N as an
initial segment. Therefore, all initial segments of K must actually be initial in N. However,
by Lemma 34 this means that K © N. This is a contradiction to condition (3). Thus, this
case cannot occur and we have completed the proof. O

4.3.6. The a closed case. In this section we complete the proof in the case that K satisfies
(1),(2) and (3). The only case that remains is very specific. In particular, it is the case that
the initial segments of K are closed under « equivalence (i.e. for each z € K and N =, K¢,
for some y € K we have that N = K,) and that L/ ~a+f(£(0)+9)+1 18 an ordinal. We will see
that this is, in fact, impossible.

Lemma 36. If K satisfies (1) and (3) and K[ ~q.f(f0)+9)+1 8 an ordinal, then it is not
possible that all models o-equivalent to some K¢, for some x € K are isomorphic to K¢, for
some y € K.

Proof. For the sake of contradiction assume that all models a-equivalent to some K<, for some
x € K are isomorphic to K, for some y € K. Note that K has the property that each of its
initial segments is a-equivalent to one of its initial segments (namely itself). More formally,
note that
KevVe \/ K =4 Key.
ye K
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Call this formula . By Lemma 8 this formula is IT:2

oin for some n € w. Moreover, note that
as K satisfies (1) we have that

K e Vz3y SR((z,y)) 2a+ f(f(0)+9) + 1.

Call this formula x. By Lemma 7 this formula is I, for some m € w.

As SR(K) > a + w, there is some D ¢ K such that K =, D. Note that
DEeyYnx.

Because of ¥ and the initial assumption, this means that all initial segments of D are initial
in K. Because of this, for any z € D, D,/ ~a+f(£(0)+9)+1 Mmust be an ordinal as it is initial in
an ordinal. Thus, D/~ F(f(0)+9)+1 18 also an ordinal as all of its initial segments are ordinals.
Furthermore, because of x, we have that D/ ~, F(£(0)+9)+1 has no greatest element, so it must
be a limit ordinal. Therefore, by Lemma 34 and ¢, D £ K. As they are non isomorphic, in
fact, D c K. Therefore there is some bound b for D in K. Now note that for some M,

Kgp=D+M=, K+ M,
A contradiction to condition (3). O

With this we have proven the following Lemma that simply puts this together this with
Lemma 35.

Lemma 37. If K satisfies (1), (2) and (8) and L = K + P is (o, + w)-small, then there
are A and B such that A=, B =, L, yet A #4+., B.

Putting this all together with Lemma 35, Lemma 32, Lemma 30 and Lemma 29 allows us
to conclude our goal.

Theorem 38. For any (o, a+w)-small linear order L with SR(L) > a+w, there are A and B
such that A=, B =4 L, yet A #4+, B. Therefore, the theory of linear orders satisfies w-VC.
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